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We propose a projection iterative algorithm based on a fixed point equation for solving a certain class of Signorini problem. The satisfaction of the Signorini boundary conditions is verified in a projection iterative manner, and at each iterative step, an elliptic mixed boundary value problem is solved by a boundary element method which is suitable for any domain. We prove the convergence of the algorithm by the property of projection. The advantage of this algorithm is that it is easy to be implemented and converge quickly. Some numerical results show the accuracy and effectiveness of the algorithm.

## 1. Introduction

Domain discretization methods such as the finite element method (FEM) and the finite differential method (FDM) have been extensively applied for the numerical solution of Signorini problems [1-5]. However, these methods require the discretization of entire domain which results in high computational cost. As the Signorini conditions are given on the boundary of the domain, boundary discretization methods are suitable for the solution of such problems. Some applications of method of
fundamental solution (MFS) and boundary element method (BEM) schemes for Signorini problems can be found in [6-20].

It is worth noting that some simple and practical iterative algorithms linked with the BEM have been applied to Signorini problems [18-20]. For example, the switching algorithm with the BEM for Signorini problems of elliptic differential equations is provided in [18]. Signorini problems for the Laplace equation are solved by a decomposition-coordination method (DCM) in [19], which is based on boundary variational inequality formulations. The boundary element-linear complementary method (BE-LCM) has been employed to solve Signorini problems, and a projected successive over-relaxation iterative method is applied to the problem effectively in [20].

In recent years, the projection iterative algorithm has become a popular method for finding numerical solutions of Signorini
problems [4,5,21-26]. The semi-smooth Newton method for Signorini problems which bases on the projection algorithm was proposed in [4,5]. Some projection iterative methods were proposed for variational inequalities in [21-26].

In this paper, we propose a projection iterative algorithm based on a fixed point equation. The equivalence between the Signorini boundary condition considered and the fixed point equation on the boundary is discussed in Section 2, where we propose a new iterative algorithm for the fixed point problem and the proof of convergence of the algorithm is given in Appendix. The implementation of BEM is introduced in Section 3. Some numerical results are presented in Section 4, and we conclude the paper in Section 5.

## 2. An iterative algorithm for the Signorini problem

For the sake of simplicity, let us consider, as a model problem, a Signorini problem in two dimensions. Let $\Omega$ be a bounded domain in $R^{2}$ with the smooth boundary $\Gamma=\Gamma_{D} \cup \Gamma_{N} \cup \Gamma_{S}$, and $\Gamma_{S} \neq \emptyset$. We want to find the solution $u$ satisfying
$\left\{\begin{array}{c}\Delta u=f \text { in } \Omega \\ u=g \text { on } \Gamma_{D} \\ \frac{\partial u}{\partial n}=q \text { on } \Gamma_{N}\end{array}\right.$
and the following Signorini boundary conditions
$u \geq h, \quad \frac{\partial u}{\partial n} \geq 0, \quad(u-h) \frac{\partial u}{\partial n}=0$, on $\Gamma_{S}$
where $f \in L^{2}(\Omega), g \in H^{1 / 2}\left(\Gamma_{D}\right), h \in H^{1 / 2}\left(\Gamma_{S}\right)$ and $q \in H^{-1 / 2}\left(\Gamma_{N}\right)$ are all given functions. It is well known that this problem has a unique solution.

In order to obtain our algorithm, we transfer the problem of satisfaction for Signorini boundary conditions considered to a fixed point problem. For $a \in R$ we define the projection operator
$[a]_{+}=\max (a, 0)$.
Then the Signorini boundary conditions (2) are equivalent to the following fixed point problem
$(u-h)-\left[(u-h)-c \frac{\partial u}{\partial n}\right]_{+}=0$, on $\Gamma_{S}$
where $c$ is any positive number [22,26]. By (3) we have $\min u-h,(\partial u / \partial n)=0$, which is equivalent to $u-h \geq 0, \partial u / \partial n \geq 0$ and $(u-h) \partial u / \partial n=0$. Clearly the fixed point Eq. (3) is equivalent to the Signorini boundary conditions (2) [26].

According to the fixed point Eq (3), we propose an implicit scheme on $\Gamma_{S}$ as follows:
$u^{(k+1)}=h+\left[\left(u^{(k)}-h\right)-c \frac{\partial u^{(k+1)}}{\partial n}\right]_{+} . k=0,1,2, \cdots$
In the numerical iterative algorithm, the projection operation [ ] ${ }_{+}$needs be verified point-wise only on $\Gamma_{S}$. For any initial value $u^{(0)} \geq h$ and any positive constant $c>0$, we can prove that the sequence $\left\{u_{k}\right\}$ generated by the algorithm converges to the unique solution of the problem, see Appendix.

The process of the iterative algorithm is the following [5]:
Step 1: Assume initially that the boundary condition on $\Gamma_{S}$ is

$$
\begin{equation*}
u^{(0)}=h \quad \text { on } \Gamma_{S} \tag{5}
\end{equation*}
$$

Then solve the mixed boundary value problem (1) with the boundary condition on $\Gamma_{S}(5)$ to obtain the normal derivative $\partial u^{(0)} / \partial n$ on $\Gamma_{s}$.
Choose a constant number $c>0$, and a tolerance $\tau>0$.

Step 2: Verify the following boundary conditions on $\Gamma_{S}$. If on some part of $\Gamma_{S}$, which we noted by $\Gamma_{S D}^{(k)}$
$\left(u^{(k)}-h\right)-c \frac{\partial u^{(k)}}{\partial n}<0 \quad$ on $\Gamma_{S D}^{(k)}$
Then we pose the Dirichlet boundary condition on the set of $\Gamma_{S D}^{(k)}$ $u^{(k+1)}=h$.
and the remaining part of $\Gamma_{S}$, we noted $\Gamma_{S R}^{(k)}$ where the following condition is imposed.
$u^{(k+1)}=u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}$.

Step 3: Solve the following elliptic boundary value problem

$$
\left\{\begin{array}{l}
\Delta u^{(k+1)}=0 \text { in } \Omega  \tag{8}\\
u^{(k+1)}=g \text { on } \Gamma_{D} \\
\frac{\partial u^{(k+1)}}{\partial n}=q \text { on } \Gamma_{N} \\
u^{(k+1)}=h \text { on } \Gamma_{S D}^{(k)} \\
\frac{\partial u^{(k+1)}}{\partial n}==\frac{1}{c}\left(u^{(k)}-u^{(k+1)}\right) \text { on } \Gamma_{S R}^{(k)}
\end{array}\right.
$$

Then we obtain $u^{(k+1)}$ and its normal derivative $\partial u^{(k+1)} / \partial n=$ $1 / c\left(u^{(k)}-u^{(k+1)}\right)$ on the boundary $\Gamma_{S}$. Or we solve another mixed boundary value problem

$$
\left\{\begin{array}{l}
\Delta u^{(k+1)}=0 \text { in } \Omega  \tag{9}\\
u^{(k+1)}=g \text { on } \Gamma_{D} \\
\frac{\partial u^{(k+1)}}{\partial n}=q \text { on } \Gamma_{N} \\
u^{(k+1)}=h \text { on } \Gamma_{S D}^{(k)} \\
u^{(k+1)}=u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n} \text { on } \Gamma_{S R}^{(k)}
\end{array}\right.
$$

then obtain the normal derivatives $\partial u^{(k+1)} / \partial n$ and $u^{(k+1)}=$ $u^{(k)}-c\left(\partial u^{(k+1)} / \partial n\right)$ on the boundary $\Gamma_{S}$.
Step 4: If $\left\|u^{(k+1)}-u^{(k)}\right\|_{\Gamma_{S}} \leq \tau\left\|u^{(k+1)}\right\|_{\Gamma_{S}}$, the iteration is terminated. Otherwise, we set $k=k+1$ and go back to Step 2.

## 3. Application of the algorithm with the boundary element method

Since the numerical method needed in the iteration process to solve the boundary value (8) or (9) should be convenient to update the data on the boundary and to check the inequalities on the boundary, so that the BEM is more appropriate for the algorithm $[27,28]$. We need only boundary meshing, and the checking of the inequalities is performed point-wise on the boundary nodes only in the implementation of BEM.

For simplicity, we may assume that $f \equiv 0$. If $f \neq 0$, domain integrations are involved. While a dual reciprocity method [29-31] or multiple reciprocity method [32] are used, the domain integrals are avoidable. Otherwise, if we can find a particular solution of the Poisson equation [33], the problem can be transformed to a problem of Laplace equation.

The boundary integral equation relating the potential and normal derivative on the boundary $\Gamma$ is the following

$$
\begin{align*}
\alpha(y) u(y)= & \int_{\Gamma} \frac{\partial u(x)}{\partial n_{x}} u^{*}(x, y) d s_{x} \\
& -\int_{\Gamma} u(x) \frac{\partial u^{*}(x, y)}{\partial n_{x}} d s_{x}, y \in \Gamma \tag{10}
\end{align*}
$$

where $n_{x}$ is the outward unit normal to the boundary $\Gamma$ and $u^{*}(x, y)=-1 / 2 \pi(\ln |x-y|)$ is the fundamental solution of Laplace
equation, $\alpha(y)=\theta(y) / 2 \pi$, and $\theta(y)$ is the angle at the boundary point $y \in \Gamma, \alpha=1 / 2$ for any constant element.

When we use constant approximation for $u^{(k)}$ and $\partial u^{(k)} / \partial n$ on each boundary element, the checking of the inequalities pointwise on nodes element by element along $\Gamma_{S}$ in step 2 is easy to implement. Each element on $\Gamma_{S}$ clearly belongs to either $\Gamma_{S D}^{(k)}$ or $\Gamma_{S R}^{(k)}$.

At the $(k+1)$ th iterative step, the boundary data $u^{(k+1)}$ and $\partial u^{(k+1)} \partial n$ are linked by the discrete form of the boundary integral equation (10) while the nodes $y_{i}$ on $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{S D}^{(k)}$, which reads as

$$
\begin{align*}
& \frac{1}{2} u^{(k+1)}\left(y_{i}\right)-\sum_{j=1}^{N} \frac{1}{2 \pi}\left[\int_{\Gamma_{j}} \frac{\partial \ln \left|x-y_{i}\right|}{\partial n_{x}} d s_{x}\right] u^{(k+1)}\left(x_{j}\right) \\
& \quad=-\sum_{j=1}^{N} \frac{1}{2 \pi}\left[\int_{\Gamma_{j}} \ln \left|x-y_{i}\right| d s_{x}\right] \frac{\partial u^{(k+1)}\left(x_{j}\right)}{\partial n_{x}}, y_{i} \in \Gamma_{D} \cup \Gamma_{N} \cup \Gamma_{S D}^{(k)} \tag{11}
\end{align*}
$$

where $N$ denotes the total number of boundary nodes on $\Gamma$.
If the Robin boundary conditions on $\Gamma_{S R}^{(k)}$ is applied
$\frac{\partial u^{(k+1)}}{\partial n}=\frac{u^{(k)}-u^{(k+1)}}{c}$
the corresponding discrete form while $y_{i} \in \Gamma_{S R}^{(k)}$ reads

$$
\begin{align*}
& \frac{1}{2} u^{(k+1)}\left(y_{i}\right)-\sum_{j=1}^{N} \frac{1}{2 \pi}\left[\int_{\Gamma_{j}} \frac{\partial \ln \left|x-y_{i}\right|}{\partial n_{x}} d s_{x}\right] u^{(k+1)}\left(x_{j}\right) \\
& \quad-\sum_{j=1}^{N} \frac{1}{2 c \pi}\left[\int_{\Gamma_{j}} \ln \left|x-y_{i}\right| d s_{x}\right] u^{(k+1)}\left(x_{j}\right) \\
& \quad=-\sum_{j=1}^{N} \frac{1}{2 c \pi}\left[\int_{\Gamma_{j}} \ln \left|x-y_{i}\right| d s_{x}\right] u^{(k)}\left(x_{j}\right), y_{i} \in \Gamma_{S R}^{(k)} \tag{13}
\end{align*}
$$

If the Robin boundary conditions on $\Gamma_{S R}^{(k)}$ is given by another form
$u^{(k+1)}=u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}$
the corresponding discrete form while $y_{i} \in \Gamma_{S R}^{(k)}$ reads

$$
\begin{align*}
& \frac{c}{2} \frac{\partial u^{(k+1)}\left(y_{i}\right)}{\partial n}-\sum_{j=1}^{N} \frac{c}{2 \pi}\left[\int_{\Gamma_{j}} \frac{\partial \ln \left|x-y_{i}\right|}{\partial n_{x}} d s_{x}\right] \frac{\partial u^{(k+1)}\left(x_{j}\right)}{\partial n} \\
& \quad-\sum_{j=1}^{N} \frac{1}{2 \pi}\left[\int_{\Gamma_{j}} \ln \left|x-y_{i}\right| d s_{x}\right] \frac{\partial u^{(k+1)}\left(x_{j}\right)}{\partial n} \\
& \quad=\frac{u^{(k)}\left(y_{i}\right)}{2}-\sum_{j=1}^{N} \frac{1}{2 \pi}\left[\int_{\Gamma_{j}} \frac{\partial \ln \left|x-y_{i}\right|}{\partial n_{x}} d s_{x}\right] u^{(k)}\left(x_{j}\right), y_{i} \in \Gamma_{S R}^{(k)} \tag{15}
\end{align*}
$$

When the boundary conditions needed on boundary $\Gamma_{D} \cup \Gamma_{N} \cup$ $\Gamma_{S D}^{(k)}$ for $(k+1)$ th step and $u^{(k)}\left(x_{j}\right)$ on $\Gamma_{S R}^{(k)}$ being determined, we can solve the linear equations (11) and (13) or (11) and (15) at $(k+1)$ th step, which make up well-posed problems to obtain the unknown $u^{(k+1)}$ and its normal derivative $\partial u^{(k+1)} / \partial n$ at the nodes on $\Gamma_{S R}^{(k)}$, so that we can reset the sets $\Gamma_{S D}^{(k+1)}$ and $\Gamma_{S R}^{(k+1)}$ through the checking by Step 2.

In the iterative process, we found in the numerical tests that the value of $c$ has a little effect on the number of iteration steps in general.

## 4. Numerical examples

In this Section, we choose $\tau=10^{-6}$ and present two numerical experiments. In the first example an explicit solution is known in an annular domain. In the second example the analytical solution is not known in a square domain.

### 4.1. The Signorini problem for the Laplace equations $(13,19)$

We consider a test example in the annular domain $\Omega=$ $\left\{x \in \mathbb{R}^{2}: a<|x|<b\right\}$ with a Dirichlet boundary condition on the boundary $\Gamma_{D}=\left\{x \in \mathbb{R}^{2}:|x|=b\right\}$ and a complementary condition on the Signorini boundary $\Gamma_{S}=\left\{x \in \mathbb{R}^{2}:|x|=a\right\}$. The analytical solution in the domain $\Omega$ is given by the following complex function $u\left(x_{1}, x_{2}\right)=\operatorname{Im} w\left(x_{1}+i x_{2}\right)^{3}$
where
$w\left(x_{1}+i x_{2}\right)=\sqrt{\frac{1}{2} \sqrt{\left(\frac{x_{1}^{2}-x_{2}^{2}}{r^{2}}\right)^{2}+\frac{1}{4}\left(\frac{r^{2}}{a^{2}}-\frac{a^{2}}{r^{2}}\right)^{2}}+\frac{1}{4} \frac{x_{1}^{2}-x_{2}^{2}}{r^{2}}\left(\frac{r^{2}}{a^{2}}+\frac{a^{2}}{r^{2}}\right)} \operatorname{sign} x_{1}$

$$
i \sqrt{\frac{1}{2} \sqrt{\left(\frac{x_{1}^{2}-x_{2}^{2}}{r^{2}}\right)^{2}+\frac{1}{4}\left(\frac{r^{2}}{a^{2}}-\frac{a^{2}}{r^{2}}\right)^{2}}-\frac{1}{4} \frac{x_{1}^{2}-x_{2}^{2}}{r^{2}}\left(\frac{r^{2}}{a^{2}}+\frac{a^{2}}{r^{2}}\right)} \operatorname{sign} x_{2}
$$

and $r=\sqrt{x_{1}^{2}+x_{2}^{2}},|x| \geq a$. Then we can easily obtain all boundary conditions from the analytical solution.

The Signorini boundary conditions on $\Gamma_{S}$ are prescribed as
$u \geq h, \frac{\partial u}{\partial n} \geq \varphi, \quad(u-h)\left(\frac{\partial u}{\partial n}-\varphi\right)=0$
where
$h\left(x_{1}, x_{2}\right)=\min \left(0, u\left(x_{1}, x_{2}\right)\right)$
$\varphi\left(x_{1}, x_{2}\right)=\left\{\begin{array}{l}-\frac{6}{a}\left(x_{2}>0,|x|=a\right) \\ -\frac{6}{a^{5}}\left(x_{1}^{2}-x_{2}^{2}\right)^{2}\left(x_{2} \leq 0, x_{2} \geq-\left|x_{1}\right|,|x|=a\right) \\ 0\left(x_{2}<-\left|x_{1}\right|,|x|=a\right)\end{array}\right.$
The analytical solution on the Signorini boundary $\Gamma_{S}$ is
$u\left(x_{1}, x_{2}\right)=-\sqrt{\max \left(0, \frac{x_{2}^{2}-x_{1}^{2}}{a^{2}}\right)^{3}} \operatorname{sign} x_{2}$,
$\frac{\partial u}{\partial n}\left(x_{1}, x_{2}\right)=-\frac{6}{a^{3}} \sqrt{\max \left(0, \frac{x_{1}^{2}-x_{2}^{2}}{a^{2}}\right)}\left|x_{1}\right| x_{2}$.
Using the BEM, this problem has been solved by the linear complementary method [13] and the DCM [19], respectively.

We take $a=0.1$ and $b=0.25$ and use the parameterizations $t \rightarrow(a \cos 2 \pi t,-a \sin 2 \pi t)$ and $t \rightarrow(b \cos 2 \pi t, b \sin 2 \pi t)$. We chose $c=10,000$ and apply our method to this problem on a uniform grid for $t$. The discretization includes 32 boundary elements on $\Gamma_{S}$ and 32 boundary elements on $\Gamma_{D}$, so $N=64$. The exact solution


Fig. 1. Analytical and approximate solution for the potential on $\Gamma_{S}$.
and the numerical results for the potential on $\Gamma_{S}$ are shown in Fig. 1. The results for the normal derivative are shown in Fig. 2. It can be observed that our results are in a good agreement with the exact solution.

By choosing different numbers of boundary elements $N=16$, $32,64,128$, and 256 on $\Gamma$, we investigate the convergence behavior of our method. Our numerical results are shown in Tables 1 and 2 . Table 1 indicates that numerical results converge well as the number of boundary elements $N$ increases. In Table 2, we choose different values of $c$ and compare the number of iterations between the DCM in Ref. [19] and our method. Because of using the BEM for both methods, each step of our method takes approximately the same computational cost as the DCM. Then, we can observe that the convergence of our method is faster than that of the DCM. In addition, the results show that the different values of $c$ do not affect the iteration steps of the algorithm.


Fig. 2. Analytical and approximate solution for the normal derivative on $\Gamma_{\mathrm{S}}$.

Table 1
Convergence with $N$ of the solution for the potential on $\Gamma_{S}$ for $c=10,000$.

| $t$ | Approximate solution |  |  |  | Exact solution |  |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- |
|  | $N=16$ | $N=32$ | $N=64$ | $N=128$ |  |  |
| 0.125 | -0.1829 | -0.0795 | -0.0334 | -0.0137 | -0.0056 | 0 |
| 0.25 | 0.9400 | 0.9778 | 0.9919 | 0.9971 | 0.9990 | 1 |
| 0.375 | -0.1829 | -0.0795 | -0.0334 | -0.0137 | -0.0056 | 0 |
| 0.5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0.625 | 0.1829 | 0.0795 | 0.0334 | 0.0137 | 0.0056 | 0 |
| 0.75 | -0.9400 | -0.9778 | -0.9919 | -0.9971 | -0.9990 | -1 |
| 0.875 | 0.1829 | 0.0795 | 0.0334 | 0.0137 | 0.0056 | 0 |
| 1.0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 2
Iteration with increasing $c$ and $N$.

| $N$ | The method in this paper |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $c=1$ | $c=10$ | $c=100$ | $c=1000$ | $c=10,000$ | $c=100,000$ | The method in <br> Ref. [19] |
| 16 | 3 | 3 | 3 | 3 | 3 | 3 | 21 |
| 32 | 4 | 4 | 4 | 4 | 4 | 4 | 24 |
| 64 | 4 | 4 | 4 | 4 | 4 | 4 | 28 |
| 128 | 5 | 5 | 5 | 5 | 5 | 5 | 36 |
| 256 | 6 | 6 | 6 | 6 | 6 | 6 | 48 |

### 4.2. The Signorini problem for the Poisson equation

In this example, we consider the following Signorini problem for Poisson's equation.
$\Delta u=-\cos \left(\frac{\pi}{2}+\pi x_{1}\right)-1$ in $\Omega=(0,1) \times(0,1)$
$u=0$, on $\Gamma_{D}=\left\{\left(x_{1}, x_{2}\right): x_{1}=0,0 \leq x_{2} \leq 1\right\}$
$\cup\left\{\left(x_{1}, x_{2}\right): x_{1}=1,0 \leq x_{2} \leq 1\right\}$
$\frac{\partial u}{\partial n}=-7 x_{1}\left(1-x_{1}\right)$, on $\Gamma_{N}=\left\{\left(x_{1}, x_{2}\right): 0 \leq x_{1} \leq 1, x_{2}=1\right\}$
with the following Signorini boundary conditions on $\Gamma_{S}=\left\{\left(x_{1}, x_{2}\right)\right.$ : $\left.0 \leq x_{1} \leq 1, x_{2}=0\right\}$
$u \leq h, \frac{\partial u}{\partial n} \leq 0$ and $(u-h) \frac{\partial u}{\partial n}=0$
where $h\left(x_{1}\right)=5 x_{1}\left(1-x_{1}\right)\left(0.5-x_{1}\right) \max \left(x_{1}, 1-x_{1}\right)$. This problem was solved by the FDM and semi-Newton methods in [5]. Since $f(x)$ is simple in this example, a particular solution $u_{P}$ of the Poisson equation may be determined analytically as the following
$u_{P}=\frac{1}{\pi^{2}} \cos \left(\frac{\pi}{2}+\pi x_{1}\right)-\frac{x_{2}^{2}}{2}$
then the original problem can be transformed into the following homogeneous equation through the substitution $u_{H}=u-u_{P}$; that is,
$\Delta u_{H}=0 \quad$ in $\quad \Omega=(0,1) \times(0,1)$
$u_{H}=-\frac{1}{\pi^{2}} \cos \left(\frac{\pi}{2}+\pi x_{1}\right)+\frac{x_{2}^{2}}{2}$, on $\Gamma_{D}$
$\frac{\partial u_{H}}{\partial n}=-7 x_{1}\left(1-x_{1}\right)+x_{2}$, on $\Gamma_{N}$
with the following Signorini boundary conditions on $\Gamma_{S}$
$u_{H} \leq 5 x_{1}\left(1-x_{1}\right)\left(0.5-x_{1}\right) \max \left(x_{1}, 1-x_{1}\right)-\frac{1}{\pi^{2}} \cos \left(\frac{\pi}{2}+\pi x_{1}\right), \frac{\partial u_{H}}{\partial n} \leq-x_{2}$
and
$\left[u_{H}-5 x_{1}\left(1-x_{1}\right)\left(0.5-x_{1}\right) \max \left(x_{1}, 1-x_{1}\right)+\frac{1}{\pi^{2}} \cos \left(\frac{\pi}{2}+\pi x_{1}\right)\right]\left[\frac{\partial u_{H}}{\partial n}+x_{2}\right]=0$.
Then we apply our method to solve the Signorini problem of homogeneous equation and obtain $u_{H}$. The final numerical solution of the original problem can be obtained by adding the homogeneous solution and the particular solution; that is, $u=u_{H}+u_{P}$.


Fig. 3. Approximate solution for the potential and $h\left(x_{1}\right)$ on $\Gamma_{s}$.

The numerical results of the potential and its normal derivative for $c=10,000$ are plotted in Figs. 3 and 4 as mesh size $h=1 / 40$ ( $N=160$ ). It can be seen that our results are in a good agreement with the Signorini boundary conditions (16).

In order to investigate the convergence behavior of our method, we solve the problem by choosing $c=10,000$ and different


Fig. 4. Approximate solution for the normal derivative on $\Gamma_{S}$.

Table 3
Convergence with $N$ of the solution for the potential on $\Gamma_{S}$.

| $\left(x_{1}, x_{2}\right)$ | Approximate solution |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $N=40$ | $N=80$ | $N=160$ | $N=320$ | $N=640$ |
| $(0.1,0)$ | -0.0102 | -0.0099 | -0.0098 | -0.0098 | -0.0098 |
| $(0.2,0)$ | -0.0261 | -0.0256 | -0.0255 | -0.0255 | -0.0255 |
| $(0.3,0)$ | -0.0443 | -0.0436 | -0.0435 | -0.0435 | -0.0435 |
| $(0.4,0)$ | -0.0626 | -0.0616 | -0.0615 | -0.0615 | -0.0615 |
| $(0.5,0)$ | -0.0808 | -0.0793 | -0.0791 | -0.0791 | -0.0790 |
| $(0.6,0)$ | -0.1032 | -0.1003 | -0.1000 | -0.0999 | -0.0999 |
| $(0.7,0)$ | -0.1470 | -0.1470 | -0.1470 | -0.1470 | -0.1470 |
| $(0.8,0)$ | -0.1920 | -0.1920 | -0.1920 | -0.1920 | -0.1920 |
| $(0.9,0)$ | -0.1620 | -0.1620 | -0.1620 | -0.1620 | -0.1620 |

Table 4
Performance of the semi-smooth Newton method and the proposed method.

| $h$ | The method in Ref. [5] |  |  | The method in this paper |  |  |  |
| :--- | :--- | :---: | :---: | :--- | :--- | :--- | :--- | :--- |
|  | Iter | CPU | DOF $(N)$ |  | Iter | CPU | DOF $(N)$ |
| $1 / 10$ | 3 | 0.047 | $9 \times 11$ |  | 3 | 0.188 | $4 \times 10$ |
| $1 / 20$ | 3 | 0.125 | $19 \times 21$ |  | 3 | 0.312 | $4 \times 20$ |
| $1 / 40$ | 4 | 4.797 | $39 \times 41$ |  | 5 | 0.859 | $4 \times 40$ |
| $1 / 80$ | 6 | 18.98 | $79 \times 81$ | 5 | 3.141 | $4 \times 80$ |  |
| $1 / 160$ | 9 | 75.42 | $159 \times 161$ |  | 6 | 15.05 | $4 \times 160$ |

Table 5
Iteration with increasing $c$ and $N$.

| $c / N$ | 1 | 10 | 100 | 1000 | 10,000 | 100,000 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 40 | 11 | 7 | 5 | 4 | 3 | 3 |
| 80 | 10 | 7 | 5 | 4 | 3 | 3 |
| 160 | 10 | 7 | 6 | 5 | 5 | 5 |
| 320 | 10 | 7 | 6 | 5 | 5 | 5 |
| 640 | 10 | 7 | 6 | 6 | 6 | 6 |

numbers of boundary elements $N=40,80,160,320$, and 640 on $\Gamma$, and our numerical results are shown in Tables 3 and 4 . We note that numerical results converge well as the number of boundary elements $N$ increases. Table 4 compares the performance of the method in [5] and our method by choosing different mesh sizes $h=1 / 10,1 / 20,1 / 40,1 / 80$ and $1 / 160$. Here, Iter, CPU and DOF refer to the number of iterations, CPU times (sec) and the degree of freedom, respectively. The results show that, when degree of freedom of the problem is large, our method is more efficient than the method in [5].

Here, we investigate that the value of $c$ affects the convergence of the algorithm again. The results of different $c$ and $N$ are presented in Table 5 and show that the number of iterations decreases slowly as $c$ increase.

## 5. Conclusion

In this paper, we proposed an algorithm coupling BEM and a projection iteration for the solution of Signorini problems and proved its convergence. The advantage of our algorithm is that it converges rapidly and it can be implemented easily for Signorini problems defined in domain with arbitrary shape. We have put some Signorini problems for the Laplace and Poisson equations to numerical tests, and numerical results agree well with numerical solutions obtained by other methods.
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## Appendix. Convergence analysis of the algorithm

Let $\langle\cdot, \cdot\rangle$ denote the extension of the usual $L^{2}(\Gamma)$ scalar product to $H^{1 / 2}(\Gamma) \times H^{-1 / 2}(\Gamma)$. To investigate the convergence of the iterative algorithm in Section 2, we will need the following lemmas [26].

Lemma 1. Let $u^{*}$ be the solution of the Signorini problem, then $\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{*}\right\rangle_{\Gamma_{S}} \geq\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}\right\rangle_{\Gamma_{S}}$

Proof. Since $u^{*}$ is the solution of the Signorini problem, we consider the $(k+1)$ th iteration and obtain

$$
\begin{aligned}
& \left\langle\frac{\partial u^{*}}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}}=\left\langle\frac{\partial u^{*}}{\partial n},\left(u^{(k+1)}-h\right)+\left(h-u^{*}\right)\right\rangle_{\Gamma_{S}} \\
& \quad=\left\langle\frac{\partial u^{*}}{\partial n}, u^{(k+1)}-h\right\rangle_{\Gamma_{S}}-\left\langle\frac{\partial u^{*}}{\partial n}, u^{*}-h\right\rangle_{\Gamma_{S}}=\left\langle\frac{\partial u^{*}}{\partial n}, u^{(k+1)}-h\right\rangle_{\Gamma_{S}} \geq 0 .
\end{aligned}
$$

Applying Green's formula, we have

$$
\begin{aligned}
& \left|\nabla\left(u^{(k+1)}-u^{*}\right)\right|_{L^{2}(\Omega)}^{2}=\left\langle\frac{\partial\left(u^{(k+1)}-u^{*}\right)}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \\
& \quad=\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}}-\left\langle\frac{\partial u^{*}}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \geq 0 .
\end{aligned}
$$

Consequently,

$$
\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \geq\left\langle\frac{\partial u^{*}}{\partial n}, u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \geq 0
$$

Then

$$
\begin{aligned}
\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{*}\right\rangle_{\Gamma_{S}} & =\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}+u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \\
& \geq\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}\right\rangle_{\Gamma_{S}}
\end{aligned}
$$

Lemma 2. Let $u^{*}$ be the solution of the Signorini problem, then $\left\|u^{(k+1)}-u^{*}\right\|_{\Gamma_{S}}^{2} \leq\left\|u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}-u^{*}\right\|_{\Gamma_{S}}^{2}-\left\|u^{(k+1)}-u^{(k)}+c \frac{\partial u^{(k+1)}}{\partial n}\right\|_{\Gamma_{S}}^{2}$.

Proof. According to the algorithm (4), we use the projection and have
$\left\langle u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right), u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \leq 0$.
Hence,

$$
\begin{aligned}
& \left\|u^{(k+1)}-u^{*}\right\|_{\Gamma_{S}}^{2}=\left\|u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)+\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)-u^{*}\right\|_{\Gamma_{S}}^{2} \\
& \quad=\left\|\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)-u^{*}\right\|_{\Gamma_{S}}^{2}+\left\|u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)\right\|_{\Gamma_{S}}^{2} \\
& \quad+2\left\langle u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right),\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)-u^{*}\right\rangle_{\Gamma_{S}} \\
& \quad=\left\|\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)-u^{*}\right\|_{\Gamma_{S}}^{2}-\left\|u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)\right\|_{\Gamma_{S}}^{2} \\
& \quad+2\left\langle u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right), u^{(k+1)}-u^{*}\right\rangle_{\Gamma_{S}} \\
& \quad \leq\left\|\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)-u^{*}\right\|_{\Gamma_{S}}^{2}-\left\|u^{(k+1)}-\left(u^{(k)}-c \frac{\partial u^{(k+1)}}{\partial n}\right)\right\|_{\Gamma_{S}}^{2}
\end{aligned}
$$

Using the above Lemmas, we can prove the following convergence theorem for the iterative algorithm.

Theorem 3. Let $\left\{u^{(k)}\right\}$ be the sequence generated by the algorithm of Section 2. Then $u^{(k)}$ converges to the unique solution $u^{*}$ of the Signorini problem as $k \rightarrow \infty$.
Proof. Since $u^{*}$ is the solution of the Signorini problem, by the Lemmas and the projection principle we have

$$
\begin{aligned}
& \left\|u^{(k+1)}-u^{*}\right\|_{\Gamma_{S}}^{2} \leq\left\|u^{(k)}-u^{*}\right\|_{\Gamma_{S}}^{2}-2 c\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{*}\right\rangle_{\Gamma_{S}} \\
& \quad+2 c\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}\right\rangle_{\Gamma_{S}}-\left\|u^{(k+1)}-u^{(k)}\right\|_{\Gamma_{S}}^{2} \\
& \quad \leq\left\|u^{(k)}-u^{*}\right\|_{\Gamma_{S}}^{2}-2 c\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}\right\rangle_{\Gamma_{S}} \\
& \quad+2 c\left\langle\frac{\partial u^{(k+1)}}{\partial n}, u^{(k)}-u^{(k+1)}\right\rangle_{\Gamma_{S}}-\left\|u^{(k+1)}-u^{(k)}\right\|_{\Gamma_{S}}^{2} \\
& \quad=\left\|u^{(k)}-u^{*}\right\|_{\Gamma_{S}}^{2}-\left\|u^{(k+1)}-u^{(k)}\right\|_{\Gamma_{S}}^{2} .
\end{aligned}
$$

Clearly, the sequence $\left\{u^{(k)}\right\}$ is bounded, and
$\sum_{k=0}^{\infty}\left\|u^{(k+1)}-u^{(k)}\right\|_{\Gamma_{S}}^{2} \leq \sum_{k=0}^{\infty}\left(\left\|u^{(k)}-u^{*}\right\|_{\Gamma_{S}}^{2}-\left\|u^{(k+1)}-u^{*}\right\|_{\Gamma_{S}}^{2}\right)<+\infty$
implying that $\left\{u^{(k)}\right\}$ is a Cauchy sequence. Let $\lim _{k \rightarrow \infty} u^{(k)}=u^{(\infty)}$, then $u^{(\infty)}$ satisfies the fixed point Eq. (3). So the sequence $\left\{u^{(k)}\right\}$ converges to the unique solution $u^{*}$ of the Signorini problem, completing the proof.
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