
HAL Id: hal-01357323
https://hal.science/hal-01357323

Submitted on 5 Mar 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Closed-loop identification and tracking control of
Lagrangian systems under input constraints

Daniela López-Araujo, Antonio Loria

To cite this version:
Daniela López-Araujo, Antonio Loria. Closed-loop identification and tracking control of Lagrangian
systems under input constraints. 54th IEEE Conference on Decision and Control (CDC), Dec 2015,
Osaka, Japan. pp.6966 - 6971, �10.1109/CDC.2015.7403317�. �hal-01357323�

https://hal.science/hal-01357323
https://hal.archives-ouvertes.fr


Closed-loop identification and tracking control of Lagrangian systems
under input constraints

D. J. López-Araujo1 and Antonio Lorı́a2

Abstract— In this paper global tracking and parameter
convergence are proven for an adaptive control algorithm
with independently saturated proportional and derivative terms
through a persistency of excitation condition, while guarantee-
ing the inputs to never reach their natural saturation limit. As
far as the authors are aware this is the first work that achieves
globally the motion control objective and system identification,
avoiding actuator saturation.

I. INTRODUCTION

Adaptive tracking control of mechanical systems has been
widely studied in an unbounded input setting (see for in-
stance [1]), however, in a more realistic framework, when
the natural limitations of real life actuators are taken into ac-
count, the number of results is limited due to the complexity
in the design and analysis of bounded control schemes.

To the best of the authors knowledge, the only works ad-
dressing this problem are those appearing in [2], [3], [4]. To
achieve the tracking objective, the adaptive control scheme
developed in [2], considers the proportional and derivative
correction terms bounded through the hyperbolic tangent
function, and involving a term of adaptive desired compensa-
tion of the manipulator dynamics with parameter estimators.
The adaptation algorithm is defined in terms of a discontin-
uous auxiliary dynamics by means of which the parameter
estimators are prevented to take values beyond some pre-
specified limits, which consequently keeps the adaptive grav-
ity term bounded. Semiglobal asymptotic tracking was con-
cluded provided that the minimum eigenvalue of the deriva-
tive control gain was sufficiently large. In [3], a controller
with proportional and derivative correction terms similarly
structured –to the latter described scheme– was developed.
This scheme involved only adaptive gravity compensation,
bounded through a discontinuous adaptation algorithm, ana-
log to that used in [2]. However, it is not clear how the
desired trajectory was ensured to be a solution of the closed
loop system. Recently, a generalized adaptive scheme giving
rise to a family of bounded adaptive tracking controllers was
developed in [4]. The proposed approach allows different
saturating structures and a wide range of saturating func-
tions, including the hyperbolic tangent as a particular case,
while assuring the adaptive tracking objective for any initial
condition (globally), avoiding discontinuities throughout the
scheme, preventing the inputs to reach their natural saturation
bounds, and imposing no saturation avoidance restriction on
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the control gains. However, only boundedness of the para-
metric error variable was proven in the previously described
control schemes.

It is widely known that a sufficient and necessary con-
dition to conclude parametric convergence is for the re-
gression matrix to satisfy a persistency of excitation (PE)
property, nonetheless, because of its complexity –since its
general dependence on time and system states– it turns out
to be a difficult task to analytically prove the PE condition.
Motivated by the results presented in [5], where uniform
global asymptotical stability was established through the sat-
isfaction of a persistency of excitation property, we solve
the parameter identification problem in the case where the
inputs are limited by the actuator capabilities. Moreover, our
necessary and sufficient condition is imposed on a function
evaluated on the reference trajectories, and hence it may be
verified online. In addition to system identification, proving
parametric convergence is a key step to conclude uniform
global asymptotic stability, which grants robustness with
respect to small perturbations.

Given that the generalized control scheme developed in
[4] proves global asymptotical stability of the closed-loop
system, the parametric convergence of the particular case
where the proportional and derivative correction terms are
bounded individually (SP-SD case) –encompassed within the
flexible structure of the algorithm– is studied in this work.

The rest of the document is structured as follows, in
Section II definitions and results useful in the development
of the work are presented. In Section III the structure of
the considered SP-SD controller is described and the main
objective stated, the proof is detailed in Section IV . Finally,
conclusions are given in Section VI.

II. PRELIMINARIES

Let X ∈ Rm×n and y ∈ Rn. Throughout the work, Xij

denotes the element of X at its ith row and jth column,
Xi stands for the ith row of X , and yi corresponds to ith

element of y. 0n represents the origin of Rn, In the n × n
identity matrix, and R+ = [0,∞). ‖·‖ the Euclidean norm for
vectors, i.e. ‖y‖ =

√∑n
i=0 y

2
i , and induced norm for matrices,

i.e. ‖X‖ =
√
λmax(XTX), λmax(XTX) the maximum eigen-

value of XTX . We denote Br = {x ∈ Rn : ‖x‖ ≤ r} ⊂ Rn.
For a dynamic/time variable υ, υ̇ and ϋ respectively denote
its first- and second-order evolution/change rate. For a con-
tinuous scalar function φ : R→ R, φ′ denotes its derivative,
when differentiable, and φ−1 its inverse, when invertible.



A. Persistency of excitation

As the result is formulated through a persistency of exci-
tation condition, let us introduce the following definitions.

Definition 1: [6] The locally integrable function Φ :
R+ → Rn×p is said to be persistently exciting (PE) if there
exist µ > 0 and T > 0 such that∫ t+T

t

Φ(τ)ΦT (τ)dτ ≥ µI, ∀t ∈ R+ (1)

/
Let x ∈ Rr+q be partitioned as x , [x1, x2]T , where x1 ∈
Rr and x2 ∈ Rq , and let φ : R+ × Rn → Rp be such that
t 7→ φ(t, x) is locally integrable.

Definition 2: [5] The function φ is said to be uniformly
δ-persistently exciting (UδPE) with respect to x1 if for each
x ∈ D1 , {x ∈ R|x1 6= 0}, there exist δ > 0, T > 0, and
µ > 0 such that

‖z − x‖ ≤ δ ⇒
∫ t+T

t

‖φ(τ, z)‖dτ ≥ µ, ∀t ∈ R+ (2)

/
The definition of Uδ-PE means that for each fixed x 6= 0,
Φ(t) , φ(t, x) is PE, and µ and T are the same for every
point in the neighborhood of x. For uniformly continuous
functions, the following result is satisfied.

Lemma 1: [5] If φ(t, ·) is uniformly continuous in t then,
φ(t, x) is Uδ-PE with respect to x1 if and only if for each
x ∈ D1 there exist T > 0, and µ > 0 such that∫ t+T

t

‖φ(τ, x)‖dτ ≥ µ, ∀t ∈ R+ (3)

/
Remark 1: [5] Observe, from Lemma 1, that φ(t, x) ,

ΦT (t)x is Uδ-PE with respect to x if and only if Φ is PE. /
The latter becomes a useful tool for the analysis of systems

whose regression matrix is linear in the parameters.

B. The dynamic model and its properties

Considering viscous friction, Euler-Lagrange systems may
be represented by:

H(q)q̈ + C(q, q̇)q̇ + F q̇ + g(q) = τ (4)

where q, q̇, q̈ ∈ Rn are, respectively, the position, velocity,
and acceleration vectors, H(q) ∈ Rn×n is the inertia matrix,
and C(q, q̇)q̇, F q̇, g(q), τ ∈ Rn are, respectively, the vec-
tors of Coriolis and centrifugal, viscous friction, gravity, and
external input generalized forces, with F = diag[f1, . . . , fn]
where fi > 0, i = 1, . . . , n, are the viscous friction coef-
ficients1. This work is addressed to Euler-Lagrange systems
whose dynamic model satisfies the following properties2.

Property 1: The inertia matrix H(q) is positive definite,
symmetric, and bounded, i.e. µmIn ≤ H(q) ≤ µMIn, ∀q ∈
Rn, for some constants 0 < µm ≤ µM . /

1The terms in the left-hand side of (4) involve a set of parameters θ ∈ Rp.
Subsequently, whenever convenient, such a parametric dependence will be
explicitly denoted as H(q, θ), C(q, q̇, θ), F (θ), and g(q, θ).

2Notice for instance, that Properties 4 and 6 are satisfied only by systems
in which the terms involved in G(q) are bounded.

Property 2: The Coriolis matrix satisfies:
2.1: yT

[
1
2
Ḣ(x, y)− C(x, y)

]
y = 0,

2.2: Ḣ(x, y) = C(x, y) + CT (x, y),
2.3: C(w, x+ y)z = C(w, x)z + C(w, y)z,
2.4: C(x, y)z = C(x, z)y,
2.5: ‖C(x, y)z‖ = kC‖y‖‖z‖, for some kC ≥ 0.

∀w, x, y, z ∈ Rn. /
Property 3: The viscous friction coefficient matrix

satisfies fm‖x‖2 ≤ xTFx ≤ fM‖x‖2, ∀x ∈ Rn, where
0 < fm , min

i
{fi} ≤ max

i
{fi} , fM . /

Property 4: Every element of the gravity vector, gi(q),
satisfies |gi(q)| ≤ Bgi, ∀q ∈ Rn, for some positive constants
Bgi, i = 1, . . . , n. /

Property 5: The left-hand side of (4) can be rewritten as

H(q, ψ)q̈ + C(q, q̇, ψ)q̇ + F (ψ)q̇ + g(q, ψ) = Y (q, q̇, q̈)ψ (5)

where ψ ∈ Rρ is a constant vector whose elements depend
only on system parameters, and Y (q, q̇, q̈) ∈ Rn×ρ –the
regression matrix– is a continuous matrix function whose
elements depend only on position, velocity and acceleration
variables and do not involve any of the system parameters.
Similarly, each term of the left-hand side of (5) can be
rewritten as H(q, ψ)q̈ = YH(q, q̈)ψ, C(q, q̇, ψ)q̇ = YC(q, q̇)ψ,
F (ψ)q̇ = YF (q̇)ψ, and g(q, ψ) = Yg(q)ψ, and actually
Y (q, q̇, q̈) = YH(q, q̈) + YC(q, q̇) + YF (q̇) + Yg(q). /

Property 6: Consider the dynamics (5), let ψMj

be an upper bound of ψj , such that ψj ≤ ψMj ,
∀j ∈ {1, . . . , ρ}, and let ψM ,

(
ψM1, . . . , ψMρ

)T and
Ψ , [−ψM1, ψM1]× · · · × [−ψMρ, ψMρ].

a. By Properties 4 and 5, there exist positive constants
BψMgi ≥ Bgi, such that |gi(x, y)| = |Ygi(x)y| ≤ BψMgi ,
∀x ∈ Rn, ∀y ∈ Ψ; and BGi such that ‖Ygi(x)‖ ≤ BGi
∀x ∈ Rn, i = 1, . . . , n.

b. Let X and Y be compact subsets of Rn. By Properties
1, 2.5, 3, 5, and 6a., there exist positive constants BψMDi ,
such that |Yi(w, x, y)z| ≤ BψMDi , ∀(w, x, y, z) ∈ Rn ×
X × Y × Ψ; and BYi such that ‖Yi(w, x, y)‖ ≤ BYi
for all (w, x, y) ∈ Rn ×X × Y , i = 1, . . . n.

/

C. Saturation Functions.

In order to keep the control scheme bounded, the work
developed in [4] defines and makes use of a general class
of saturation functions, however we make use of the hyper-
bolic tangent since it is a individual case of such mentioned
definition. Given that the hyperbolic tangent is a globally
Lipschitz, strictly increasing sigmoidal function, it can be
proved (see [7]) that it satisfies the following properties

Lemma 2: For a given positive constant k, the hyperbolic
tangent function, satisfies

1. ς tanh(ς) > 0 for all ς 6= 0;
2. | tanh(ς)| < 1 for all ς ∈ R.
3. 0 ≤ d

dς tanh(ς) ≤ 1, ∀ς ∈ R;
4. | tanh(kς + η)− tanh(η)| < k|ς|, ∀ς, η ∈ R;
5. | tanh(kς)| < k|ς|, ∀ς ∈ R;



6. tanh2(kς)
2k

≤
∫ ς

0

tanh(kr)dr ≤ kς2

2
, ∀ς ∈ R;

7.
∫ ς

0

tanh(kr)dr > 0, ∀ς 6= 0;

8.
∫ ς

0

tanh(kr)dr →∞ as |ς| → ∞;

9. ς[tanh(ς + η)− tanh(η)] > 0, ∀ς 6= 0, ∀η ∈ R;
/

III. MAIN RESULT

Let us begin by recalling the controller developed in [4],
which achieves the tracking objective under the consideration
of the following assumptions

Assumption 1: Ti > Bgi, ∀i ∈ {1, . . . , n}. /
Assumption 2: The desired trajectory belongs to the set

Qd ,
{
qd ∈ C2(R+;Rn) : ‖q̇d(t)‖ ≤ Bdv, ‖q̈d(t)‖ ≤ Bda

}
for some positive constants Bda and Bdv < fm

kC
. /

Assumption 1 deals with the fact that, for the system to be
stabilizable at any desired configuration, the torque inputs
must be able to overcome the conservative forces actuating
on the system. And, given the bounded nature of the con-
trollers, there exist constrains on the tractable trajectories,
Assumption 2 explicitly shows such limits.

To prevent the inputs to reach their saturation bounds, the
absolute value of each input element τi is constrained to be
smaller than a given saturation bound Ti > 0, i.e. |τi| ≤ Ti,
i = 1, . . . , n. In other words, being ui the controller output
relative to the ith degree of freedom, we have that

τi = Tisat

(
ui
Ti

)
, ∀i ∈ {1, . . . , n} (6)

The exact parametric value is not required but an upper limit
on each parameter is assumed to be known, i.e.

ψj < Maj , ∀j ∈ {1, . . . , ρ} (7a)

with Maj being positive constants, and such that

BMa
gi < Ti, ∀i ∈ {1, . . . , n} (7b)

where BMa
gi are positive constants as stated in Property 6a.,

and consider small enough bound on the desired trajectories
Bdv and Bda (in accordance to Assumption 2) such that

|Yi(q, q̇d(t), q̈d(t))ϑ| ≤ BMa
Di < Ti (7c)

i = 1, . . . , n, where BMa
Di , are positive constants as described

in Property 6b. making use of the hyperbolic tangent, the
adaptive control scheme proposed in [4], takes the form:

u(t, q, q̇, ψ̂) = −MPTh(KP q̄)−MDTh(KD ˙̄q)

+ Y (q, q̇d(t), q̈d(t))ψ̂

(8)

where q̄ = q−qd, for any suitable (desired trajectory) vector
function qd(t) ∈ Rn.

The third term in the right-hand side of (8) is a com-
pensation term that involves online position measurements
and desired velocities and accelerations, where Y (·, ·, ·) is

the regression matrix characterizing the system open-loop
structure, i.e. such that

Y (q, q̇d(t), q̈d(t)) ψ̂ = H(q, ψ̂)q̈d(t) + C
(
q, q̇d(t), ψ̂

)
q̇d(t)

+ F (ψ̂)q̇d(t) + g(q, ψ̂)
(9)

and ψ̂ (the vector of estimated parameters) being the output
variable of an auxiliary dynamic subsystem defined as

φ̇ = −ΓY T (q, q̇d(t), q̈d(t))
[

˙̄q + εMPTh(KP q̄)
]

(10a)

ψ̂ = MaTh(φ) (10b)

where φ is the state of the dynamics in (10a);
MaTh(x) =

(
Ma1 tanh(x1) , . . . , Maρ tanh(xρ)

)T
, with

bounds Maj satisfying (7); Γ ∈ Rρ×ρ is a positive definite
diagonal constant matrix, and ε is a positive constant
satisfying

ε < εM , min{ε1, ε2} (11)

where

ε1 ,
√

µm
µ2
MβP

and ε2 ,
fm − kCBdv

βM +
(
kCBdv + fM+βD

2

)2

(satisfaction of Assumption 2 ensures positivity of ε2) with

βP , max
i
{MPikPi} , βD , max

i
{MDikDi}

BP ,

√√√√ n∑
i=0

M2
Pi , βM , kCBP + µMβP

with µm, µM , kC , fm, and fM as defined in Properties 1–3.
Observe that under the consideration of Assumption 2 and

by means of suitable strict bounds on the elements of θ, in
accordance to Property 6, the third term the right-hand side
of (8) is guaranteed to be bounded.

The first and second terms in the right-hand side
of (8) correspond, respectively, to a position error
correction term and, to a motion dissipation term where
KP ,KD ∈ Rn×n are positive definite diagonal matrices,
MPTh(x) =

(
MP1 tanh(x1) , . . . , MPn tanh(xn)

)T
and

MDTh(x) =
(
MD1 tanh(x1) , . . . , MDn tanh(xn)

)T
, with

bounds MPi and MDi, respectively, and such that

MPi +MDi ≤ Ti −BMa
Di

Proposition 1: For the system (4)-(6) in closed-loop with
the controller defined through (8), (9), fulfilling Assumptions
1 and 2, the solution {q = qd(t), q̇ = q̇d(t), ψ̂ = ψ}
is globally uniformly asymptotically stable, provided that
Y T (qd(t), q̇d(t), q̈d(t)) is persistently exciting. /

IV. PROOF OF THE MAIN RESULT

Consider system (4)-(6) taking u = u(t, q, q̇, ψ̂) as defined
through (8)-(10). Observe that, under Assumption 1 and the
consideration in (6), the fulfillment of (7) guarantees that

Ti >
∣∣ui(t, q, q̇, sa(φ)

)∣∣ = |ui| = |τi| , i = 1, . . . , n (12)



∀(t, q, ˙̄q, φ) ∈ R+×Rn×Rn×Rρ. Thus, considering Property
6a., the closed-loop system takes the form

H(q)¨̄q +
[
C(q, q̇) + C(q, q̇d(t))

]
˙̄q + F ˙̄q = (13a)

−MPTh(KP q̄)−MDTh(KD ˙̄q) + Y (q, q̇d(t), q̈d(t))s̄a(φ̄)

˙̄φ = −ΓY T (q, q̇d(t), q̈d(t))
[

˙̄q + εMPTh(KP q̄)
]

(13b)

where φ̄ = φ− φ∗ and

s̄a(φ̄) = MaTh(φ̄+ φ∗)−MaTh(φ∗) (14)

with φ∗ =
(
φ∗1, . . . , φ

∗
ρ

)T
such that MaTh(φ∗) = ψ, or

equivalently, φ∗j = arctanh(
ψj
Maj

), j = 1, . . . , ρ. Note that
due to the strictly increasin character of tanh(·), the elements
of s̄a(φ̄) in (14), i.e.

σ̄aj(φ̄j) = Maj

[
tanh(φ̄j + φ∗j )− tanh(φ∗j )

]
j = 1, . . . , ρ, satisfy Lemma 2.

Redefining the state vector as x , [x1, x2]T , with x1 ,
[x11, x12]T , and x2 , φ̄ where x11 = q̄ and x12 = ˙̄q, the
closed-loop dynamics (13), takes the form

ẋ = F (t, x) ,

(
A(t, x1) +B(t, x)

M(t, x)

)
(15)

where3

A(t, x1) =


x12

H−1(q)
[
−MPTh(KPx11)−MDTh(KDx12

)
− Fx12 −

[
C(q, q̇) + C(q, q̇d(t))

]
x12

]


B(t, x) =

(
0

H−1(q)Y (q, q̇d(t), q̈d(t))s̄a(x2)

)
M(t, x1) = −ΓY T (q, q̇d(t), q̈d(t))

[
x12 + εMPTh(KPx11)

]
Notice that the closed-loop form in (13) is equivalent to the

one studied in [5] and such that F (t, 0) = 0. The following
tools developed in [5] help us achieve the desired objective.
Let us define

Bo(t, x2) , B(t, x)|x1=0 (16)

observe that Bo(t, 0) ≡ 0.
Assumption 3: [5] There exists a continuously differen-

tiable function V : R+×Rn → R+ which is positive definite,
decrescent, radially unbounded and has a negative semidefi-
nite time derivative. More precisely, assume that there exist
functions α1, α2 ∈ K∞ and U : Rq → R+ continuous
positive definite, such that

α1(‖x‖) ≤ V (t, x) ≤ α2(‖x‖) (17)

V̇ (t, x) ≤ −U(x1) (18)

for all (t, x) ∈ R+ × Rn. /
Assumption 4: The function B(t, x) is continuously dif-

ferentiable and uniformly bounded in t on each compact set
of the state. More precisely, for each ∆ > 0 there exist bM >

3Notice that in the error variable space x11 = q−qd(t), x12 = q̇−q̇d(t),
however, for ease of reading, q and q̇ will be written instead of x11 +qd(t),
x12 + q̇d(t), respectively.

0 and continuous non-decreasing functions ρi : R+ → R+
with i = 1, 2 such that ρi(0) = 0; ∀t ∈ R+, ∀x ∈ Rn

max
|x2|≤∆

{
|Bo(t, x2)|,

∣∣∣∣∂Bo∂t
∣∣∣∣ , ∣∣∣∣∂Bo∂x2

∣∣∣∣} ≤ bM (19)

max
|x2|≤∆

|B(t, x)−Bo(t, x2)| ≤ ρ1 (‖x1‖) (20)

max
|x2|≤∆

{|A(t, x1)|, |M(t, x)|} ≤ ρ2 (‖x1‖) (21)

/
Theorem 1: [6] System (15), under Assumptions 3 and

4 is uniformly global asymptotically stable if and only if
(Assumption 5) Bo(t, x2) is UδPE with respect to x2. /

To accomplish the objective stated in Proposition 1, we
need to verify that Assumptions 3, 4, and 5, are satisfied.

A. Proving Assumption 3

Proposition 2: Under the satisfaction of Assumptions 1
and 2, for any positive definite diagonal matrices KP , KD,
and Γ, and any ε satisfying (11), the closed-loop system in
(15) satisfies the conditions stated through Assumption 3;
with |τi(t)| = |ui(t)| < Ti, i = 1, . . . , n, ∀t ≥ t0. /

Proof: By (12) and under the latter adaptive scheme,
input saturation is avoided. In order to develop the stabil-
ity/convergence analysis, let us define the scalar function

V (t, x) =
1

2
xT12H(q)x12 +

n∑
i=1

k−1
PiMPi ln

(
cosh(kPix11i)

)
+ εxT12H(q)[MPTh(KPx11)] +

∫ x2

0p

s̄Ta (r)Γ−1dr

(22)
with∫ x2

0ρ

s̄Ta (r)Γ−1dr =

ρ∑
j=1

Majγ
−1
j

[
ln
(

cosh(φ̄j + φ∗j )
)
− ln

(
cosh(φ∗j )

)]
Observe that from Property 1, items 5, 6, 7, 8, and 9 of

Lemma 2, V (t, x) can be bounded above and below by

W1(x) ≤ V (t, x) ≤W2(x)

where

W1(x) = W11(x1) +

∫ x2

0p

s̄Ta (r)Γ−1dr

+ (1− α)

n∑
i=1

k−1
PiMPi ln

(
cosh(kPix11i)

)
W2(x) = W12(x1) +

∫ x2

0p

s̄Ta (r)Γ−1dr

with

W11(x1) =
1

2

(
‖MPTh(KPx11)‖

‖x12‖

)T
Q11

(
‖MPTh(KPx11)‖

‖x12‖

)

W12(x1) =
1

2

(
‖x11‖
‖x12‖

)T
Q12

(
‖x11‖
‖x12‖

)
with Q11 and Q12 given by

Q11 =

(
α
βP

−εµM
−εµM µm

)
, Q12 =

(
βP εµMβP

εµMβP µM

)



and α being a positive constant satisfying

ε2

ε21
< α < 1 (23)

Notice that, by (23), W1(x) and W2(x) are positive definite
Further observe that W1(0n, x12) → ∞ as ‖x12‖ → ∞.
From this, inequality (23) (whence 1 − α > 0), and items
7 and 8 of Lemma 2, V (t, x) proves to be positive definite,
radially unbounded, and decrescent, which fulfills condition
(17) of Assumption 3. After some basic computations and
making use of Assumption 2, Properties 1–3, items 2 and 3
of Lemma 2, and the positive definite character of KP , we
have that

V̇ (t, x) ≤ −W3(x1)

where

W3(x1) =

(
‖MPTh(KPx11)‖

‖x12‖

)T
Q3

(
‖MPTh(KPx11)‖

‖x12‖

)
with

Q3 =

 ε −ε
(
fM+βD

2
+ kCBdv

)
−ε
(
fM+βD

2
+ kCBdv

)
fm − kCBdv − εβM


Note that, from the satisfaction of (11), W3(x1) is positive
definite.Thus, we have V̇ (t, x) ≤ 0, ∀(t, x11, x12, x2) ∈
R+ × Rn × Rn × Rρ, with V̇ (t, x) = 0 ⇐⇒ (x11, x12) =
(0n, 0n) (see [8]). Therefore condition (18) of Assumption 3
is fulfilled, concluding the proof.

B. Proving Assumption 4

From the definition of B(t, x) in (15) and Bo(t, x2) as
defined in (16), we have that

Bo(t, x2) =

(
0

H−1
(
qd(t)

)
Y
(
qd(t), q̇d(t), q̈d(t)

)
s̄a(x2)

)
Notice that, under the consideration made in Assumption

2, each term in the definition of Bo(t, x2) is bounded (see
item 5 of Lemma 2, Properties 1 and 6) and hence inequality
(19) is satisfied.

In order to verify that condition (20) is fulfilled observe
that B(t, x) is linear with respect to s̄a(x2), the differ-
ence |B(t, x) − Bo(t, x2)| can be rewritten as |B(t, x) −
Bo(t, x2)| = |P (t, x1)s̄a(x2)|, where P (t, x1) is uniformly
bounded in t, and such that P (t, 0) = 0.

To prove the satisfaction of (21), observe that, from item 1
of Lemma 2, that A(t, 0) = 0 and M(t, 0) = 0. And notice,
from item 5 of Lemma 2 and Property 6b., that A(t, x1) and
M(t, x1) are bounded.

C. Proving Assumption 5
Since Bo(t, x2) is uniformly continuous in t, Lemma 1 can

be used to prove that Bo(t, x2) is UδPE with respect to x2,
i.e. we need to prove that for each x2 6= 0 there exist T and
µ such that∫ t+T

t

[
H−1(qd(τ)

)
Y
(
qd(τ), q̇d(τ), q̈d(τ)

)
s̄a(x2)

]T
(24)

×
[
H−1(qd(τ)

)
Y
(
qd(τ), q̇d(τ), q̈d(τ)

)
s̄a(x2)

]
dτ ≥ µ

Observe that, since H
(
qd(t)

)
is full rank, (24) is satisfied

if and only if φ(t, x2) , Y
(
qd(τ), q̇d(τ), q̈d(τ)

)
s̄a(x2) is

Uδ-PE with respect to sa(x2). Using Property 1 we have that

‖Bo(t, x2)‖2 ≥ 1

µ2
M

‖Y (qd, q̇d(t), q̈d(t))s̄a(x2)‖2

Notice that Y (qd, q̇d(t), q̈d(t))s̄a(x2) has the form described
in Remark 1, Φ(t) = Y (qd, q̇d(t), q̈d(t)), we conclude that
Bo is UδPE if and only if Y (qd, q̇d(t), q̈d(t)) is PE.

And hence, by Theorem 1, the closed-loop system
trivial solution (x11, x2) is concluded to be uniformly
asymptotically stable, for any initial condition(
t0, x11(t0), x12, x2(t0),

)
∈ R+ × Rn × Rn × Rp.

V. SIMULATION RESULTS

In order to corroborate the effectiveness of the studied
scheme, simulations where implemented using a two degree
of freedom robot model appearing in [9], [10]. Using Prop-
erty 5 the regression matrix and parameter vector of the
considered dynamics can be written as

Y T (q, q̇, q̈) =

q̈1 0

(2q̈1 + q̈2) cos(q2)
− q̇2(2q̇1 + q̇2) sin(q2)

q̈1 cos(q2) + q̇2
1 sin(q2)

q̈2 q̈1 + q̈2
q̇1 0
0 q̇2

sin(q1) 0
sin(q1 + q2) sin(q1 + q2)


ψT =

(
0.323 0.0127 0.0122 0.274 0.144 11.508 0.4596

)
and Properties 1-4 are satisfied with µm = 0.0974 kg·m2,
µM = 0.7193 kg·m2, kC = 0.0487 kg·m2, fm = 0.144
kg·m2/s, fM = 0.274 kg·m2/s, Bg1 = 11.9674 Nm,
and Bg2 = 0.4596 Nm. The input saturation bounds
are T1 = 15 Nm for the first link and T2 = 4 Nm
for the second one. Simulations were done with the
following saturation values, MP1 = MD1 = 0.9,
MP2 = MD2 = 1.5, and the parameter bounds Maj =
[0.3387 , 0.0133 , 0.0128 , 0.2877 , 0.1512 , 12.08 , 0.4825],
for j = 1, . . . , 7. The initial link positions, velocities, and
auxiliary states were taken as qi(0) = q̇i(0) = φj(0) = 0,
∀i = 1, 2, j = 1, . . . , 7. The desired trajectory is given by

qd(t) =

(
qd1(t)
qd2(t)

)
=

 π
2

+ 3
π2 tanh

(
π
5
t
)

sin
(
π
3
t
)

π
2

+ pi
4

(
1− e−

t
3

)
sin
(

2
π
t
)

For the chosen trajectory Assumption 2 is satisfied with
Bdv < 0.779 < fm

kC
≈ 2.95 and Bda = 1.074. The

control parameter values are shown in Table I. Figures 1 and
2 show the tracking error evolution and the obtained control
signals, observe that the algorithm avoid input saturation
even when the chosen control gains are rather large. The
parametric estimation is shown in Figure 3, notice that due to
the small value of ε the convergence rate is slow. To verify
the satisfaction of the PE condition, let us define Υ(t) ,∫ T
t

Φ(τ)ΦT (τ)dτ , with Φ(t) = Y
(
qd(t), q̇d(t), q̈d(t)

)
. Note

from Figure 4 that the eigenvalues of Υ(t) are greater than



TABLE I
CONTROL PARAMETER VALUES

Parameter Control Gains
diag{kP }

[
38 30

]
diag{kD}

[
5 3.5

]
diag{Γ}

[
2.7 0.49 1.25 2.25 0.5 10 0.335

]
ε 0.97
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Fig. 1. Position errors
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Fig. 2. Control inputs
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zero for all simulated time, which makes it positive definite.
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Fig. 4. Persistency of excitation condition

VI. CONCLUSIONS

Making use of a persistency of excitation condition, it
was demonstrated that the described SP-SD adaptive control
scheme not only achieves tracking of the desired trajecto-
ries but also parameter convergence for any initial condition
while preventing input saturation.
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