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A new prediction scheme for input delay compensation
in restricted-feedback linearizable systems

William Pasillas-Lépine1 Antonio Lorı́a1 Trong-Bien Hoang2

Abstract—The input-output inversion of a system under the effect of
input delays typically relies on the ability to predict the future of the
system’s state. Indeed, if the latter is known ahead of time, one can
cope with the input delay by using a prediction of the state instead of
the state itself. Such methods are efficient when the plant is stable but
become numerically unstable otherwise. We present a new method to
compensate input delays; our approach relies on imposing a desired error
dynamics which is designed to be linear and asymptotically stable at the
origin. Then, the state prediction is computed from the state reference
trajectory and the predicted error dynamics. In this paper we concentrate
on the case study of systems in strict feedback form and present a simple
backstepping procedure.

I. INTRODUCTION

Input-delay compensation for controlled systems often relies on the
design of a predictor, z(t), that estimates the future of the system’s
state x(t) one delay h ahead. That is, such that z(t) = x(t+h). The
simplest example is probably that of the Smith predictor [1]. Designed
for stable linear systems and based on frequency domain techniques,
this method is widely used in industrial applications. For unstable
linear systems other solutions based on a state-space representation
are available (see, e.g., [2] and [3]).

The predicted value of the state, z(t), is typically constructed by
integrating the system’s dynamics along trajectories. Consider, for
example, the stabilization problem for the linear system

ẋ(t) = Ax(t) +Bu(t− h), x ∈ Rn, (1)

A classical prediction function (see, e.g., [2] and [3]) is

z(t) = x(t) +

∫ t

t−h
eA(t−h−s)Bu(s)ds, (2)

which satisfies the differential equation

ż(t) = Az(t) + e−AhBu(t). (3)

Provided that (A,B) is stabilizable, there exists K such that u =
−Kz(t) stabilizes (3). Nevertheless, the numerical implementation
of such prediction techniques may lead to an unstable behavior (see,
e.g., [4] and [5]), at least when the original system is unstable. In [5]
the authors identified that this instability mechanism is related to the
occurrence of unstable eigenvalues with arbitrarily large imaginary
parts and gave conditions for stability of the closed-loop system using
a filtered control input. At the opposite, when the original system is
both linear and stable, a recent result [6] shows that such schemes
admit a stable numerical implementation.

It is only recently that methods have been proposed for several
classes of nonlinear systems (see, e.g., [7], [8], [9], [10], [11], [12]
and the references therein). In this paper we present a completely
different prediction method. Owing to the fact that our aim is to find
a control law that tracks a given reference for the system’s output,
we consider the error dynamics as a part of the control design by
imposing a reference error model. Then, the predictor is designed
based on the integration of the target error dynamics, which is stable
by design, in contrast to the possibly unstable plant dynamics. Indeed,
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one can always chose a tracking error dynamics that is both stable
and linear, at least asymptotically. The evolution of such a system can
be predicted at ease; based on the predicted error and the predicted
reference values, we compute a prediction of the state itself.

Next, our certainty equivalence control law (obtained by replacing
the unknown future of the state by its prediction) is tailored to obtain
the target closed-loop system, modulo a vanishing perturbation. The
latter results from the prediction error. The stability analysis is also
original: it relies on the ability to separate the tracking error dynamics
from that corresponding to the prediction error. We show that the
overall closed-loop system has a cascaded structure and present
original results on stability of cascaded systems.

We apply our novel prediction-based control method to a class of
systems that can be linearized using a change of coordinates and a
restricted-feedback transformation [13],

ẋ1(t) = f1

(
x1(t)

)
+ x2(t)

...

ẋn−1(t) = fn−1

(
x1(t), . . . , xn−1(t)

)
+ xn(t)

ẋn(t) = fn
(
x(t)

)
+ u(t− h),

(4)

where x(t) := [x1(t) · · · xn(t)]> ∈ Rn and y(t) = x1(t) is the
system’s output, for which we have a reference y∗(t). Furthermore,
conditions for the existence of a global transformation into this
triangular form are available (see [14] and [15]).

We solve the stabilization problem for (4), following a classical
backstepping rationale that is, we consider xi as a virtual control input
to the xi−1-dynamics and a reference trajectory for the xi dynamics
in the presence of constant input delays. As previously explained, the
novelty of our results lays in the fact that we stand away from the
classical paradigm of integrating the system’s state.

Observe that more general classes of systems have been considered
before (see, e.g., [8], [9], and [10]), but with different control
objectives and prediction methods that lead to different control laws.
Additionally, for a similar class of systems, a different prediction
scheme has been proposed recently in [16] and [17] (see also [18]).
Some readers may also find links between our approach and the
methods proposed in [19] and [20], in order to construct state
predictors (see also [21]). One should stress, moreover, that the
stability conditions proposed in Theorem 1 and 2 are not necessarily
sharp (in a linear context, the works [22] and [23] give sharper
stability conditions).

The rest of the paper is organized as follows. In Section II we
present our prediction method and state our main result, whose the
proof is based on a stability result for cascaded systems of delayed
functional differential equations, originally presented in Section III.
We conclude with some remarks in Section IV and with some
technical proofs, which are included in the Appendix.

Notation: For a diagonal matrix β we use βmin and βmax to denote,
respectively, its smallest and largest elements. For t◦ ∈ R≥0 and any
absolutely continuous φ : [0, h]→ Rn, the solutions of a functional
differential equation

ż(t) = f(t, z(t), z(t− h)), ∀t ≥ t◦, (5)

with f locally Lipschitz in z, uniformly in t, and locally integrable in
t, are absolutely continuous functions that satisfy, additionally to (5),
the initial condition

z(t◦ − s) = φ(s), ∀ s ∈ [0, h].

We say that the trivial solution z(t) ≡ 0 is globally exponentially
stable if there exist κ, λ > 0 such that, for any absolutely continuous
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initial condition φ,

|z(t)| ≤ κ ‖φ‖ e−λ(t−t◦), ∀ t ≥ t◦, (6)

where
‖φ‖ :=

(
|φ(0)|2 + sup

s∈[0,h]

|φ(s)|2
)1/2

.

II. THE PREDICTION METHOD

A. Scalar systems

To better explain our method, let us start with the tracking problem
for a scalar nonlinear system,

ẋ(t) = f
(
x(t)

)
+ u(t), for x(t) ∈ R, (7)

in the absence of input delays. This is a trivial task. Indeed, if
we want x(t) to converge towards a continuously differentiable
reference x∗(t), we may define the tracking error

e(t) = x(t)− x∗(t) (8)

and apply the linearizing control input

u(t) = −f(x(t))− αe(t) + ẋ∗(t), (9)

which stabilizes the origin of the error dynamics

ė(t) = −αe(t) (10)

globally and exponentially, for any control gain α > 0.
In the presence of an input delay, that is for a system described

by the functional differential equation

ẋ(t) = f
(
x(t)

)
+ u(t− h), for x(t) ∈ R, (11)

this task is more involved since the previous control input leads to
the error dynamics

ė(t) = −αe(t− h) + f
(
x(t)

)
− f

(
x(t− h)

)
+ ẋ∗(t− h)− ẋ∗(t),

as opposed to the “ideal” error dynamics (10).
One way to compensate the delay is to use, if possible at all, the

future values of ẋ∗ and x, at the instant t+ h. Nevertheless, on one
hand, in a number of applications the reference trajectory is unknown
in advance, e.g., in the case when a human operator fixes it in real-
time. This justifies to redefine the control goal to tracking the delayed
reference, i.e., to make

lim
t→∞

e(t) = 0, for e(t) := x(t)− x∗(t− h), (12)

instead of (8). On the other hand, in lack of x(t+ h), we introduce
a state prediction, which we denote by xP (t, h) and, we apply the
certainty equivalence control input

u(t) = −f
(
xP (t, h)

)
− αe(t) + ẋ∗(t), (13)

instead of (9), so that in closed loop with (11) we have

ė(t) = −αe(t− h) + f(x(t))− f(xP (t− h, h)) (14)

where xP (t − h, h) corresponds to the prediction of x(t), made at
the instant t − h. Clearly, if the state prediction xP is perfect the
error dynamics becomes

ė(t) = −αe(t− h), (15)

whose origin is known to be exponentially stable if 0 < α < π/2h.
Otherwise, the last two terms in (14) induce a prediction bias p(t)
that is,

p(t) := xP (t− h, h)− x(t).

Notice that if we design the prediction bias to vanish asymptoti-
cally and the solutions remain bounded one may use a vanishing-
perturbation argument to conclude convergence of the estimation
errors. To better see this, notice that the closed-loop equation (14)
may be re-written as

ė(t) = −αe(t− h) + f
(
x(t))− f(x(t) + p(t)

)
. (16)

Thus, we regard (15) as a target error dynamics.
It is based on these observations that we design the state predictor,

but in contrast to most available methods in the literature, which rely
on the integration of the system’s dynamics, ours is based on the
definition of the prediction error. This is obtained by integrating the
stable target error dynamics (15), modulo the addition of an integral
term in order to damp the perturbation induced by the prediction bias,
i.e., we define the error prediction as

eP (t, s) := e(t)− α
∫ t+s

t

e(τ − h)dτ − β
∫ t+s

−∞
p(τ − h)dτ, (17)

for s ∈ [0, h] while the prediction bias is naturally computed by
evaluating the difference between the tracking error measured at the
instant t and its prediction made h units of time earlier, i.e.,

p(t) = eP (t− h, h)− e(t). (18)

Correspondingly, we define the estimate of the future values of the
system’s state based on the estimation error (17), i.e.,

xP (t, s) := x∗(t+ s− h) + eP (t, s), ∀ s ∈ [0, h] (19)

that is, the term xP (t, h) used in the control law in (13) depends on
the reference value x∗(t) and the error prediction.
Remark 1 We stress that the implementation of our prediction
scheme is straightforward: to estimate its future values eP (t, s),
for s ∈ [0, h], only the past values of the error e(t− s) are needed.
Even though this requires to store the past values (for all s ∈ [t−h, t])
of all variables in a memory buffer, this potential drawback is
compensated by its numerical stability.

Next, for the purpose of analysis, we compute the dynamics
of p(t). To that end, we differentiate on both sides of (18), we use
(14) and (17) and, to compact the notation, we introduce

ψ(s) := f
(
x(s)

)
− f

(
x(s) + p(s)

)
.

Then, considering (18), (17) at t−h with s = h, and (14) we obtain

ṗ(t) = −βp(t− h)− ψ(t) + ψ(t− h). (20)

A useful property of this equation is that under a Lipschitz con-
dition on f one may use Lyapunov-Krasovskiı̆’s method to establish
exponential stability of {p = 0} for sufficiently large β; this result
is global if so is the Lipschitz property. As a matter of fact, it may
also be shown that (16) is input-to-state-stable from the input p(t).
Thus, together with (16), Equation (20) forms a closed-loop system
that consists in the cascade of two exponentially stable systems. This
leads to the following statement, whose proof is a direct consequence
of our main result (see Theorem 1 further below).
Proposition 1 Consider the scalar input-delay system (11). Assume
that there exists γ such that the function f satisfies

|f(x)− f(y)| ≤ γ|x− y|, ∀ x, y ∈ R.

For any given h∗ > 0, if the gains α and β satisfy the relations

α < 1/h∗ and β ≥ (9/4)γ + β(β + 2γ)h∗, (21)

the origin of the closed-loop system, given by (11) with the con-
trol u(t) defined by (13) and (17)–(19), is globally exponentially
stable for any constant delay h ∈ [0, h∗]. �
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Observe that the constraint on β imposed by condition (21)
is sufficient for the exponential stability of {p = 0}, for (20).
Additionally, in the absence of the nonlinearities, one may take γ = 0
and, hence, for the system ṗ(t) = −βp(t− h) we obtain β < 1/h∗.

B. Triangular systems

We now show how the prediction algorithm previously explained
for scalar systems may be used recursively to design input-delay
compensation controllers for systems in triangular form (4). Firstly,
since the control input is subject to a constant delay h, as for the
first-order counterpart of (4), the control goal is set to following a
delayed reference. That is, we define

ei(t) = xi(t)− x∗i (t− h), for 1 ≤ i ≤ n. (22)

Then, following the classical backstepping procedure, the vari-
able xi+1 is viewed as a virtual control input to each ẋi-equation
in (4) so, analogously to (13), we define

x∗i (t) := −fi−1(x̄Pi−1(t, h))− αi−1ei−1(t) + ẋ∗i−1(t), (23)

for 2 ≤ i ≤ n, where x̄Pi := [x1 · · ·xi]>; and x∗1(t) := y∗(t). The
terms xPi (t, h), for 1 ≤ i ≤ n, denote the predictions of xi(t + h)
computed at the instant t and we show farther below how they are
computed.

Now, from (22) we have xi+1(t) = ei+1(t) + x∗i+1(t − h) so,
using (23), we see that the ith equation in (4) is equivalent to

ėi(t) = −αei(t− h) + ei+1(t) + f(x̄i(t))− fi(x̄Pi (t− h, h))

for 2 ≤ i ≤ n − 1. Correspondingly, for i = n, the control law is
defined as

u(t) = −fn(xP (t, h))− αnen(t) + ẋ∗n(t). (24)

When the prediction of the state xP is perfect, the error dynamics
has the convenient cascaded structure

ė1(t) = −α1e1(t− h) + e2(t)
ė2(t) = −α2e2(t− h) + e3(t)

...
ėn−1(t) = −αn−1en−1(t− h) + en(t)
ėn(t) = −αnen(t− h),

(25)

which is regarded as the target error dynamics. Hence, the controller
and the predictor are defined with the aim that the error dynamics
correspond to (25). Note, moreover, that the latter consists in a chain
of input-to-state stable systems, driven by the n-th system, whose
origin is exponentially stable. This is the rationale which leads to the
design of the predictor.

As in the scalar case, for i = n, the prediction error is computed
as

ePn (t, h) = en(t)−αn
∫ t+h

t

en(τ−h)dτ−βn
∫ t+h

−∞
pn(τ−h)dτ (26)

where
pn(t) = ePn (t− h, h)− en(t). (27)

Then, we use the latter to compute recursively all other prediction
errors, from i = n− 1 down to 1, defining

ePi (t, h) = ei(t)− αi
∫ t+h

t

ei(τ − h)dτ − βi
∫ t+h

−∞
pi(τ − h)dτ

+

∫ t+h

t

ePi+1(τ − h, h)dτ, (28)

and using the latter, we compute the estimate of xi(t + h) at the
instant t, as

xPi (t, h) = x∗i (t) + ePi (t, h) (29)

which is needed in (23) –see also (24).
We are ready to present our main result.

Theorem 1 Consider the restricted-feedback linearizable system (4)
and assume that, for each 1 ≤ i ≤ n, there exists γi such that

|fi(z)− fi(y)| ≤ γi|z − y|, ∀ z, y ∈ Ri. (30)

Then, given any h∗ > 0, if the control gains α := diag{α1 · · ·αn}
and β := diag{β1 · · ·βn} satisfy

αmin ≥ 4 + αmax(αmax + 2)h∗ (31)

βmin ≥ 4γ + βmax(βmax + 2γ)h∗, (32)

where γ := max{γi}+1, the origin of the closed-loop system, given
by (4) with the controller defined by (24) and (26)–(29), is globally
exponentially stable for any constant delay h ∈ [0, h∗]. �

The proof relies on the observation that the closed-loop equations
have a cascaded form in which the error dynamics (25), whose origin
is exponentially stable by design, is perturbed by the prediction
bias p(t). To see this, we proceed to compute the derivatives
of e(t) and p(t) generated by the closed-loop dynamics. We start by
introducing a compact notation, defining p̄i := [p1 · · · pi]>, p̄n = p,
and

ψi(s) := fi(x̄i(s))− fi(x̄i(s) + p̄i(s)), (33)

so that, for each 1 ≤ i ≤ n,

ėi(t) = −αiei(t− h) + ei+1(t) + ψi(t). (34)

Next, we differentiate on both sides of (27) and use (28), (33), and
(34) to obtain, for 1 ≤ i ≤ n− 1,

ṗi(t) = −βipi(t− h) + ψi(t− h)− ψi(t) + pi+1(t)− pi+1(t− h)

ṗn(t) = −βnpn(t− h) + ψn(t− h)− ψn(t)

so, defining

Ψ(s) := [ψ1(s) · · · ψn(s)]> –cf. Eq. (33)

Φ(s) := [−ψ1(s) + p2(s), · · · − ψn−1(s) + pn(s), −ψn(s) ]>,

and

B =



0 1 0 · · · 0
. . .

...
...

. . . 0
1

0 · · · 0

 ,

we see that the closed-loop dynamics has the cascaded form

ė(t) = −αe(t− h) +Be(t) + Ψ(t) (35a)

ṗ(t) = −βp(t− h) + Φ(t)− Φ(t− h) (35b)

The rest of the proof relies on the sufficient conditions for the origin
of the latter to be exponentially stable. These are presented in the next
section where we formulate a self-contained and original statement
for cascades of functional differential equations.

III. STABILITY OF CASCADED DELAY DIFFERENTIAL EQUATIONS

Even though the stability problem for cascaded systems is well
studied in the literature, we have been unable to locate an “off-the-
shelf” statement for cascades of functional differential equations like
(35). Generally speaking, we consider the system

ż1(t) = −αz1(t− h) +Bz1(t) + Ψ̃(z(t)) (36a)

ż2(t) = −βz2(t− h) + d1Φ̃(z(t)) + d2Φ̃(z(t− h)), (36b)

where z1, z2 ∈ Rn, z = [z>1 z>2 ]>, d1, d2 ∈ R, and the functions
Ψ̃ : R2n → Rn and Φ̃ : R2n → Rn are continuous.
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Theorem 2 Consider the system (36). Assume that α and β are
diagonal positive matrices of dimension n, and that there exist γ1,
γ2 > 0 such that

|Ψ̃(z(s))| ≤ γ1|z2(s)| and
∣∣∣djΦ̃(z(s))

∣∣∣ ≤ γ2|z2(s)|, (37)

for j ∈ {1, 2}. Denote by bM the spectral norm of B. Then, the origin
is globally exponentially stable if (32) holds with γ := max{γ1, γ2}
and

αmin ≥ 4bM + αmax(αmax + 2bM )h∗. (38)

�

Note that the Equations (35) have the form of (36) with e = z1,
p = z2, α := diag{α1 · · ·αn}, β := diag{β1 · · ·βn}, d1 = 1,
d2 = −1, Ψ(s) = Ψ̃(z(s)), and Φ(s) = Φ̃(z(s)). Therefore, the
statement in Theorem 1 follows from Theorem 2 with bM = 1,
γ1 = max{γi}, where γi are defined in (30) and γ2 = γ1 + 1.

The proof of Theorem 2 is constructed based on a usual reasoning
to establish stability for cascaded systems of ordinary differential
equations. The exponential stability of the origin of the z2–dynamics,
(36b), is asserted by invoking the following output-injection statement
which has its own interest; the proof is provided in the Appendix.

Lemma 1 (Output injection) Let z ∈ Rn. The trivial solution of

ż(t) = −βz(t− h) + d1Φ(t) + d2Φ(t− h), d1, d2 ∈ R, (39)

where β ∈ Rn×n is diagonal positive definite, is globally exponen-
tially stable if there exists γ > 0 such that |djΦ(s)| ≤ γ|z(s)|,
j ∈ {1, 2}, and (32) holds. �

Therefore, denoting by φ1 and φ2 the initial conditions of (36a)
and (36b) respectively (see the Notation paragraph of Section I), we
conclude that there exist κ2 and λ2 such that

|z2(t)| ≤ κ2 ‖φ2‖ e−λ2t. (40)

A similar argument leads to the conclusion that the origin of (36a)
without input, i.e., with Ψ̃ = 0, is exponentially stable. Indeed, since
Ψ̃ = 0 if and only if, z2 = 0 and z2(t) exponentially converges
to zero, Ψ(t) = Ψ̃(z(t)) constitutes a vanishing perturbation to the
z1-dynamics, equivalently, the error dynamics (35a). Furthermore,
in view of (40), z2 is uniformly square integrable and bounded.
Therefore, in view of (37), there exists cΨ > 0 such that

max

{
sup
t≥−h

|Ψ(t)|,
(∫ ∞

0

|Ψ(t)|2dt
)1/2

}
≤ cΨ ‖φΨ‖ (41)

where φΨ : [0, h] → Rn and Ψ : [−h,∞) → Rn are absolutely
continuous functions satisfying Ψ(−s) = φ(s) for all s ∈ [0, h].
Thus, by invoking Lemma 2, given below, with z = z1, we conclude
that there exist κ1 and λ1 such that

|z1(t)| ≤ κ1

[
‖φ1‖+ ‖φ2‖

]
e−λ1t.

Lemma 2 (Vanishing perturbation) Consider the system

ż(t) = −αz(t− h) +Bz(t) + Ψ(t), z ∈ Rn (42)

and assume that there exists cΨ > 0 such that (41) holds. Then, there
exist κ, λ > 0 such that

|z(t)| ≤ κ
[
‖φz‖+ ‖φΨ‖

]
e−λt, (43)

where φz is the initial condition of z in (42). �

IV. CONCLUSION

In this paper, we proposed a new method for input delay com-
pensation of restricted-feedback linearizable systems. Our approach
consists in inverting the system, by computing the input that tracks
asymptotically the desired output. In order to compute an estimate of
the future of the system’s state, instead of integrating the original
system (which is nonlinear and might be unstable), we integrate
the desired error dynamics (which is both linear and stable, at least
asymptotically).

The main motivation of our work is to avoid, in the case of an
unstable system, the pitfalls associated to predictors based on the
integration of the system’s dynamics (see, e.g., [4] and [5]). Of course,
several other approaches have already been proposed in order to
increase the robustness of predictors. The approach proposed in [19]
is based in a similar idea, but its generalization in order to invert
nonlinear systems does not seem straightforward. For the class of
systems considered in this paper, another approach has been proposed
in [7], [16], and [17], but using a more complex method.

We should nevertheless admit that, unlike those works (or [6]),
we have not considered the problem of proving the stability of the
numerical discretization of our control law. We have not considered
neither the problem of non-constant input delays [12], nor the
(natural) case of feedback-linearizable systems. This clearly indicates
the preliminary nature of our work, and shows that much remains to
be done to fully develop the proposed approach.

APPENDIX

A. Proof of Lemma 1

We denote by φ the initial condition of (39) as defined in the
Notation paragraph of Section I. Let zi be the ith element of z ∈
Rn, βi be the ith element of the main diagonal of β, and let βmax
be the largest of βis. Consider the Lyapunov-Krasovskı̆i functional
V : Rp→ Rp,

V (t) := V1(t) + V2(t) + V3(t) + V4(t) (44)

V1(t) :=
1

2

n∑
i=1

[
zi(t)− βi

∫ 0

−h
zi(t+ θ)dθ

]2

V2(t) :=
βmax(βmax + 2γ)

2

∫ 0

−h

∫ t

t+θ

|z(s)|2ds dθ

V3(t) :=
γβmax

2

[∫ 0

−h
|z(t+ θ)|dθ

]2

V4(t) := γ

∫ t

t−h
|z(s)|2ds,

which satisfies the following properties. Let δ1 := βmax(βmax +
2γ)/2 and δ2 := γβmax/2, then

V (0) ≤ 1

2

n∑
i=1

[
zi(0)− βi

∫ 0

−h
zi(θ)dθ

]2

+ δ1

∫ 0

−h

∫ 0

θ

|z(s)|2ds dθ + (δ2 + γ)

∫ 0

−h
|z(s)|2ds

≤ |z(0)|2 +
(β2
max + δ1)h2 + (δ2 + γ)h

2
sup

t∈[−h, 0]

|z(t)|2

≤ max
{

1, c◦
}
‖φ‖2 (45)

where

c◦ :=
(β2
max + δ1)h2 + (δ2 + γ)h

2
.
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On the other hand, V (t) ≥ V1(t) and

V1(t) ≥ 1

2
|z(t)|2 − 2

n∑
i=1

βi

(∫ 0

−h
zi(t+ θ)dθ

)2

≥ 1

2
|z(t)|2 − 2β2

maxh sup
t∈[−h, 0]

|z(t)|2 (46)

and we claim that, under (32),

V̇ (t) ≤ −(βmin/2)|z(t)|2 ≤ 0 (47)

therefore, using (45), (46), and V (t) ≤ V (0), we conclude that

sup
t≥−h

|z(t)| ≤ 2 max
{

1, c◦ + 2β2
maxh

}
‖φ‖ . (48)

Finally, we integrate on both sides of the first inequality in (47) to
obtain

βmin

∫ t

0

|z(s)|2ds ≤ 2
[
V (0)− V (t)

]
≤ 2V (0), ∀t ≥ 0

hence ∫ ∞
0

|z(t)|2dt ≤ 2 max {1, c◦}
βmin

‖φ‖2 .

The result follows invoking the following statement which we adapted
from [24, Lemma 3] for the purposes of this paper. Note that the
converse statement of Lemma 3 is also true.

Lemma 3 Assume that there exist constants r > 0 and p ∈ [0,∞)
such that for each h ∈ [0, h̄) there exist c1, c2 > 0 such that for all
t◦ ∈ R≥0, the function t 7→ z is defined on [t◦−h,∞) and satisfies

sup
t≥t◦−h

|z(t)| ≤ c1 ‖φ‖ (49a)∫ ∞
t◦

z(t)pdt ≤ c2 ‖φ‖p (49b)

then, given ε ∈ (0, 1),

|z(t)| ≤ c1 ‖φ‖ e−λ(t−t◦)

where

λ = ln

(
ε

c1c2

)p
ln

(
1

ε

)
and φ(s) = z(t◦ − s), for s ∈ [0, h]. �

It is left to prove that (47) holds. The total derivative of V along
the trajectories of (39) satisfies

V̇ (t) ≤ Y1(t) + Y2(t) + Y3(t) + Y4(t)

where

Y1(t) :=

[
z(t)− β

∫ 0

−h
z(t+ θ)dθ

]>
×[

− βz(t) + d1Φ(t) + d2Φ(t− h)
]

Y2(t) := −δ1
∫ 0

−h

[
|z(t)|2 + |z(t+ θ)|2 − 2|z(t)|2

]
dθ

Y3(t) := βmaxγ

∫ 0

−h
|z(t+ θ)|dθ

[
|z(t)| − |z(t− h)|

]
Y4(t) := γ

[
|z(t)|2 − |z(t− h)|2

]
.

To obtain Y1 we have used

d

dt

[
zi(t)− βi

∫ 0

−h
zi(t+ θ)dθ

]
= żi(t)− βi

∫ 0

−h
żi(t+ θ)dθ

= −βizi(t− h) + βizi(t)− βizi(t) + d1Φ(t)

+ d2Φ(t− h)− βi
∫ 0

−h
żi(t+ θ)dθ

= βi

∫ t

t−h
żi(s)ds− βizi(t) + d1Φ(t)

+ d2Φ(t− h)− βi
∫ t

t−h
żi(s)ds

where, for the last term we used the identity∫ 0

−h
w(t+ θ)dθ =

∫ t

t−h
w(θ)dθ, ∀ t ≥ 0. (50)

To obtain Y2, we have used

V̇2(t) :=
βmax(βmax + 2γ)

2

∫ 0

−h

d

dt

∫ t

t+θ

|z(s)|2 ds dθ

=
βmax(βmax + 2γ)

2

∫ 0

−h

[
|z(t)|2 − |z(t+ θ)|2

]
dθ.

For the computation of Y3, which satisfies Y3 ≥ V̇3, we used (50)
and [∫ 0

−h
zi(t+ θ)dθ

] [
zi(t)

]
=

∫ t

t−h
zi(θ)zi(t) dθ.

Finally, Y4 is obtained by a direct computation of V̇4 which leads to
V̇4 = Y4. Now,

Y1(t) + Y2(t) ≤ −βmin|z(t)|2 + γ|z(t)|2

+γ|z(t)||z(t− h)|+ βmax(βmax + 2γ)h|z(t)|2

+β2
max

∫ 0

−h
|z(t+ θ)|dθ|z(t)|

+βmaxγ

∫ 0

−h
|z(t+ θ)|dθ

[
|z(t)|+ |z(t− h)|

]
−βmax(βmax + 2γ)

2

∫ 0

−h

[
|z(t)|2 + |z(t+ θ)|2

]
dθ

hence

Y1(t) + Y2(t) + Y3(t) ≤ −
[
βmin−γ − βmax(βmax + 2γ)h

]
|z(t)|2

+γ|z(t)||z(t− h)|+ β2
max

∫ 0

−h
|z(t+ θ)|dθ|z(t)|

+2βmaxγ

∫ 0

−h
|z(t+ θ)|dθ |z(t)|

−βmax(βmax + 2γ)

2

∫ 0

−h

[
|z(t)|2 + |z(t+ θ)|2

]
dθ

and the last three terms equal to

−δ1
∫ 0

−h

[
|z(t)|2 − 2|z(t)||z(t+ θ)|+ |z(t+ θ)|2

]
dθ ≤ 0.

Thus,

V̇ (t) ≤ −
[
|z(t)|
|z(t− h)|

]>[
βmin − 2γ + δ1h γ/2

γ/2 γ

][
|z(t)|
|z(t− h)|

]
and in view of (32), the matrix above is positive definite and 2V̇ (t) ≤
−βmin|z(t)|2 − γ|z(t− h)|2.
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B. Proof of Lemma 2

Equation (42) with Ψ ≡ 0 has the form (39) with β = α, d1 =
1, d2 = 0 and Φ(t) := Bz(t) therefore, Lemma 1 applies with
γ = bM ≥ |B|. Moreover, by assumption, Ψ(t) converges to 0
exponentially fast –see Lemma 3, therefore it is only left to prove
that the nominal system corresponding to (42) conserves the property
of (uniform) exponential stability, under the (uniformly) vanishing
perturbation Ψ. For this, we use again the function V defined in (44)
with β = α which satisfies, along the trajectories of (42),

V̇ (t) =

4∑
i=1

Yi(t) +

[
z(t)− α

∫ 0

−h
z(t+ θ)dθ

]>
Ψ(t)

hence, from (47), we have

V̇ (t) ≤ −(αmin/2)|z(t)|2 +

[
z(t)− α

∫ t

t−h
z(θ)dθ

]>
Ψ(t),

where α satisfies (38). To show that the solutions are bounded we
proceed by contradiction. If |z(t)| → ∞ as t → ∞ then |z(t)| ≥
|z(t− h)| and for all t ≥ 0,

V̇ (t) ≤ −(αmin/2)|z(t)|2 + (1 + αmaxh)|z(t)||Ψ(t)|. (51)

Since |Ψ(t)| → 0 let tηΨ be the smallest t such that |Ψ(t)| ≤ η for
all t ≥ tηΨ and any η > 0 then, for all t ≥ tηΨ

V̇ (t) ≤ −
[
(αmin/2)|z(t)| − η(1 + αmaxh)

]
|z(t)|.

Now let t1z be the smallest t such that |z(t)| ≥ 1 then, for all t ≥
max{t1z, tηΨ},

V̇ (t) ≤ −
[
(αmin/2)− η(1 + αmaxh)

]
|z(t)|.

Let η ≤ η∗ with
η∗ :=

αmin
4(1 + αmaxh)

then
V̇ (t) ≤ −αmin

4
|z(t)| ∀ t ≥ max{t1z, tηΨ}

that is, V (t) ≤ 0 for all t ≥ max{t1z, tηΨ} and any η ∈ (0, η∗]
which implies that V (t) ≤ V (0) and in turn, (48) holds with an
appropriate redefinition of the constant c◦ and βmax = αmax. That
is, the solutions are bounded.

Furthermore, again from (51), we have

V̇ (t) ≤ −(αmin/2)|z(t)|2 + λ1(1 + αmaxh)2|z(t)|2 +
|Ψ(t)|2

λ1

for any λ1 > 0 therefore,

V̇ (t) ≤ −c|z(t)|2 +
|Ψ(t)|2

λ1

where
c :=

[
(αmin/2)− λ2

1(1 + αmaxh)2
]

is positive for a suitable choice of λ1. Therefore,∫ ∞
0

|z(t)|2dt ≤ 1

c

[
V (0) +

1

λ1

∫ ∞
0

|Ψ(t)|2dt
]
. (52)

where V (0) satisfies (45). The result follows using (41) and invoking
Lemma 3.
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