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Adaptive tracking control of Euler-Lagrange systems with
bounded controls

D. J. López-Araujo1 and Antonio Lorı́a2 and A. Zavala-Rı́o3

Abstract

We solve the simultaneous closed-loop identification and tracking-control problems for fully-actuated
Euler-Lagrange systems under input constraints. We use a nonlinear adaptive controller reminiscent
of computed-torque-type controllers in which linear correction terms are saturated in order to comply
with the imposed bounds on the control inputs. Adaptation, reminiscent of gradient methods, is used
also with saturation. With respect to related literature, our contribution consists in establishing uniform
global asymptotic stability. Therefore, our control scheme ensures robustness with respect to bounded
perturbations and uniform convergence of the estimation errors for any initial conditions.

I. INTRODUCTION

Tracking control of robot manipulators has proven to be a challenging task. Efforts to solve such an
interesting problem have been devoted, initially assuming the availability of all the system information,
both in unconstrained- [1, Part III] and constrained-input [2] contexts. However, inaccuracies on the
system model and parameters generally lead to implementations characterized by post-transient variations
around the desired trajectories, as may be seen for instance in [2]. This has motivated the reformulation
of the motion control problem in order to deal with the inexact knowledge of the system parameters,
giving rise to adaptive schemes that achieve the tracking control objective avoiding the exact system
parameter values in the feedback. In this direction, fundamental approaches have been those developed
by Slotine [3], [4], [5], which have been used as a basis to obtain further refined adaptive algorithms. Such
proposals are generally based on some type of system dynamics compensation that include parameter
estimation variables adjusted through an auxiliary (adaptation) dynamics. Within the resulting extended
state space, convergence of the position and velocity error variables to zero is generally focused in the
closed-loop analysis understating the parameter estimator post-transient behavior. Uniform stabilization
in the extended state space is however a stronger and more desirable result that remains undeveloped in
the unconstrained-input framework.

Following the seminal work of Slotine on adaptive tracking control of robot manipulators, the problem
was widely studied in the literature in the unrealistic setting in which the inputs may take arbitrarily large
values. Under the more realistic conditions, in which the control torques delivered by the actuators are
naturally constrained, the number of controllers found in the literature is much more limited, due to the
complexity imposed by saturations in the design and analysis of bounded control schemes. To the best
of the authors knowledge, the only works addressing this problem are [6], [7], [8].

To achieve the tracking objective, the adaptive control scheme developed in [6], includes proportional
and derivative correction terms bounded through the hyperbolic tangent function tanh(·), and involves
a term of adaptive desired compensation of the manipulator dynamics with parameter estimators. The
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adaptation algorithm is defined in terms of a discontinuous auxiliary dynamics by means of which the
parameter estimators are prevented to take values beyond some pre-specified limits. Consequently, the
estimated gravity-forces terms are ensured to remain within prescribed bounds. Semiglobal asymptotic
tracking was concluded provided that the minimum eigenvalue of the control gain applied to the derivative
action was sufficiently large.

The work developed in [7] presents a controller structured in the same way the previously described
algorithm did, involving only estimation of the gravity vector to achieve the control objective while
preventing the inputs to reach their saturation value through the hyperbolic tangent function and a
discontinuous adaptation algorithm resembling that of [6].

Recently, a generalized adaptive scheme giving rise to a family of bounded adaptive tracking controllers
was developed in [8]. The proposed approach allows different saturating structures and a wide range of
saturating functions, including the hyperbolic tangent as a particular case, while assuring the adaptive
tracking objective for any initial condition (globally), avoiding discontinuities throughout the scheme,
preventing the inputs to reach their natural saturation bounds, and imposing no saturation avoidance
restriction on the control gains.

In all latter three references only boundedness of the parametric error variable was proved. Loosely
speaking, it is widely known that a sufficient and necessary condition to conclude parametric convergence
is for the regression matrix to satisfy a persistency of excitation property. This is the case, at least for
systems in which the regression matrix may be expressed as a function of time only. Typically, this
implicitly leads to a condition along the systems trajectories hence, a condition impossible to verify
without a priori knowledge of the latter.

In [9] we introduced a new notion of persistency of excitation (PE), called uniform δ-PE tailored for
nonlinear time-varying systems hence, for adaptive tracking control problems. A mathematical refinement
of this property was introduced in [10] where it was established that uniform δ-PE is necessary and
sufficient for uniform global asymptotic stability of a general class of nonlinear time-varying systems.
Relying on these technical tools in this paper we establish, for the generalized control scheme proposed
in [8], uniform global asymptotic stability of the origin of the closed-loop system. The latter particularly
implies uniform convergence of both, the estimation and the tracking errors. Furthermore, uniform
asymptotic stability implies robustness with respect to bounded perturbations.

The rest of this paper is organized as follows. In Section II we state the control problem, we list some
fundamental properties of Euler-Lagrange systems. In Section III we present our main result, the proof of
which is developed in Section IV. Simulation results that illustrate our theoretical findings are presented
in Section V and we wrap up the paper with some concluding remarks in Section VI.

II. PROBLEM STATEMENT

A. The model

We consider Euler-Lagrange systems defined by the equation

Hψ(q)q̈ + Cψ(q, q̇)q̇ + Fψ q̇ + gψ(q) = u (1)

where q and q̇ ∈ Rn denote, respectively, the generalized positions and velocities, Hψ(q) ∈ Rn×n

corresponds to the inertia matrix, Cψ(q, q̇) denotes the matrix of Coriolis and centrifugal forces, Fψ q̇,
with Fψ diagonal positive definite, denotes a vector of viscous friction forces, gψ(q) denotes the vector
of forces derived from potential energy and u is a vector of external inputs, typically control inputs.
All functions are parameterised by ψ ∈ Rρ which is a vector of lumped constant parameters, these are
functions of physical quantities such as mass, inertia, length, friction coefficients, etc.



As is customary in the literature of Lagrangian systems, we focus our attention on systems which
possess the following properties.

Property 1: The inertia matrix Hψ(q) is positive definite, symmetric and bounded. Hence, there exist
µm and, for all i ∈ {1, . . . n}, µMi > 0 such that, for all q ∈ Rn,

µmIn ≤ Hψ(q), ‖Hψi(q)‖ ≤ µMi (2)

where Hψi(q) denotes the ith row of Hψ(q). /

Property 2: The Coriolis-forces matrix is linear in the second argument, and uniformly bounded in
the first that is, there exists kCi > 0 such that for all q, q̇ and x ∈ Rn

Cψ(q, q̇)x = Cψ(q, x)q̇, (3a)

‖Cψi(q, q̇)x‖ ≤ kCi‖q̇‖‖x‖ (3b)

where Cψi(q, q̇) denotes the ith row of Cψ(q, q̇). Moreover, for all (q, q̇) ∈ Rn × Rn and x ∈ Rn,

x>
[

1

2
Ḣψ(q, q̇)− Cψ(q, q̇)

]
x = 0. (4)

/

Remark 1: Linearity of Cψ(q, q̇) comes from its construction [11] and it is a property satisfied by
a number of Euler-Lagrange systems [12], [13]. The latter, (4), is equivalent to Ḣψ(q, q̇) = Cψ(q, q̇) +

Cψ(q, q̇)>. /

Property 3: The viscous friction matrix F is diagonal positive definite that is, F := diag[f1, . . . , fn]

where fi > 0, i ∈ {1, . . . , n}. /

Remark 2: For the sequel we define

fm , min
i≤n
{fi}, fM , max

i≤n
{fi}. (5)

/

Property 4: There exist positive constants Bgi, i ∈ {1, . . . , n}, such that each element of the potential-
energy forces vector, gψi(q), satisfies |gψi(q)| ≤ Bgi, for all q ∈ Rn. /

Remark 3: The properties listed previously hold for each fixed parameter ψ ∈ Rρ hence, a priori,
the constants µm, µM , kC , fm, fM and Bgi depend on the latter. However, these functions may be
constructed to be continuous and monotonic. Moreover, owing to the fact that ψ is function of physical
quantities, it is reasonable to assume that there exists a compact Ψ ⊂ Rρ such that ψ ∈ Ψ. From this, it
follows that there exist constants depending only on the boundary of Ψ, for which Properties 1–4 hold
uniformly for all ψ ∈ Ψ. With an abuse of notation, we redefine µm, µM , kC , fm, fM and Bgi to denote
such uniform constant bounds. /

Property 5: There always exist a constant vector ψ ∈ Rρ whose elements depend exclusively on the
system’s physical parameters and a continuous regression function Y : Rn×Rn×Rn → Rn×ρ such that

Hψ(q)q̈ + Cψ(q, q̇)q̇ + Fψ q̇ + gψ(q) = Y (q, q̇, q̈)ψ (6)

/

That is, the regression matrix Y (q, q̇, q̈) ∈ Rn×ρ depends exclusively on configuration, velocity and
acceleration variables and does not involve any of the physical parameters. Moreover, in view of properties
1–4 we have, for each i ∈ {i . . . , n},

‖Yi(q, q̇, q̈)ψ‖ ≤ µMi ‖q̈‖+ kCi ‖q̇‖2 + fMi ‖q̇‖+Bgi (7)

where Yi(q, q̇, q̈) denotes the ith row of Y (q, q̇, q̈).

Remark 4: In general, the choice of ψ is not unique hence, ψ may be assumed to be the same in all
properties previously listed. /



B. The control problem

We consider the following tracking control problem. Let qd : R+ → Rn be a twice continuously
differentiable bounded function with bounded derivatives. More precisely, we assume that

qd ∈ Qd, Qd ,
{
qd ∈ C2(R+;Rn) : ‖q̇d(t)‖ ≤ Bdv, ‖q̈d(t)‖ ≤ Bda

}
(8)

for some positive constants Bda and Bdv < fm/kC .

Let q̄ , q−qd then, the constrained-input global adaptive tracking control problem consists in designing
a control law u that depends only on the measurable positions and velocities, as well as on estimations
of the lumped parameters, which we denote by ψ̂. That is, u(t, q, q̇, ψ̂) such that, while satisfying the
input constraints

|ui| ≤ Ti (9)

for given constants Ti > Bgi > 0, the origin of the closed-loop system in the extended state space is
rendered globally uniformly stable and

lim
t→∞

q̄i(t) = 0, lim
t→∞

˙̄qi(t) = 0 (10)

for all i ∈ {1, . . . , n}.
This tracking problem was solved in [6], [7], [8]; it was established in the latter that (10) holds and

that the parameter estimations ψ(t) are bounded for all t. In this paper we establish the much stronger
property of uniform global asymptotic stability of the origin of the closed-loop system. That is, we
establish that

• the origin is uniformly stable;
• the solutions are uniformly globally bounded;
• the origin is uniformly globally attractive.

The value of uniform global asymptotic stability cannot be over estimated. For comparison, the limits in
(10) do not necessarily hold with a rate of convergence that is independent of the initial conditions. Yet,
only uniformity may ensure robustness with respect to bounded disturbances; a property introduced by
Malkin [14] under the name of total stability and better known as local input-to-state-stability [15]. In
particular, uniform global asymptotic stability may not be concluded either from uniform stability plus
uniform global attractivity alone –see [16]; whence the importance of uniform global boundedness in
nonlinear time-varying systems. Furthermore, note that the condition (10) does not imply (non-uniform)
attractivity of the origin since it only concerns part of the states; indeed, the parameter estimation errors
ψ̄ , ψ − ψ̂ are guaranteed only to be bounded. Last but not least, it is important to emphasize that for
uniform global asymptotic stability the solutions must be bounded globally by a bound independent of
the initial conditions.

Thus, only together do the three conditions listed above imply the existence of a class KL function1

β such that the solutions of a nonlinear time-varying system satisfy, in general,

‖x(t)‖ ≤ β(‖x◦‖ , t− t◦) ∀ t ≥ t◦ ≥ 0.

The latter leads to the construction of converse Lyapunov functions uniformly monotone and, in turn,
implies robustness with respect to external perturbations –see [14].

1Strictly increasing in the first argument and, strictly decreasing and asymptotically convergent to zero in the second.



III. MAIN RESULT

In this paper, we establish uniform global asymptotic stability for the origin of system (1) in closed
loop with a particular case of the adaptive controller of [8] presented in [17], under the constraint (9).
As in the latter reference we make use of saturation functions, which we define as follows.

Definition 1: Given a positive constant M , a non-decreasing Lipschitz-continuous function σ : R→ R
is said to be a generalized saturation with bound M if

(a) ςσ(ς) > 0 for all ς 6= 0;
(b) |σ(ς)| ≤M for all ς ∈ R.

/

Generalized saturation functions as defined above possess the following useful properties. Firstly, the
upper Dini derivative of σ satisfies:

lim
|ς|→∞

D+σ(ς) = 0, (11a)

∃ σ′M ∈ (0,∞) such that 0 ≤ D+σ(ς) ≤ σ′M , ∀ ς ∈ R. (11b)

Also, in view of Lipschitz continuity, it may be shown that, for any k > 0,

|σ(kς)| < k|ς|, ∀ ς ∈ R, (12a)

|σ(kς + η)− σ(η)| < k|ς|, ∀ ς, η ∈ R. (12b)

Furthermore, because generalized saturations are monotonic, their primitive satisfies:

σ2(kς)

2kσ′M
≤
∫ ς

0
σ(kr)dr ≤ kσ′M ς

2

2
, ∀ ς ∈ R, (13a)∫ ς

0
σ(kr)dr > 0, ∀ ς 6= 0, (13b)∫ ς

0
σ(kr)dr →∞, as |ς| → ∞. (13c)

If, moreover, σ is strictly increasing, we have ς[σ(ς + η)− σ(η)] > 0, for all ς 6= 0 and all η ∈ R. Also,
for any constant a ∈ R, σ̄(ς) = σ(ς + a) − σ(a) is a strictly increasing generalized saturation function
with bound M̄ = M + |σ(a)|.

A commonly-used example of generalized saturation function is hyperbolic tangent, defined as

tanh(x) =
ex − e−x
ex + e−x

.

Its primitive is ln(cosh(x)) which is radially unbounded with linear growth and its first derivative is
sech2(x) which is a “bell-shaped” function.

Relying on Definition 1 and the properties enunciated above, let us now consider the adaptive controller
from [17], defined as

u(t, q, q̇, ψ̂) = −sP (KP q̄)− sD(KD ˙̄q) + Y (q, q̇d(t), q̈d(t))ψ̂ (14a)

ψ̂ = sa(φ) (14b)

φ̇ = −ΓY (q, q̇d(t), q̈d(t))
>[ ˙̄q + εsP (KP q̄)

]
. (14c)

The first and second terms in the right-hand side of (14a) correspond, respectively, to a position error
correction term and, to a motion dissipation term. We assume that KP ,KD ∈ Rn×n are positive definite
diagonal matrices, i.e., KP = diag[kP1, . . . , kPn] with kPi > 0 and KD = diag[kD1, . . . , kDn] with



kDi > 0 for all i ∈ {1, . . . , n}. The functions sP : Rn → Rn and sD : Rn → Rn, which are bounded,
are defined as

sP (x) =
[
σP1(x1) , . . . , σPn(xn)

]>
, sD(x) =

[
σD1(x1) , . . . , σDn(xn)

]>
where, for every i = 1, . . . , n, σPi(·) is a continuous differentiable generalized saturation function with
bound MPi, and σDi(·) is a generalized saturation with bound MDi.

The estimated parameters are generated by the adaptation law (14c) which has the usual “speed-
gradient” form. However, to keep them within prescribed bounds, we use the saturation

sa(x) =
[
σa1(x1) , . . . , σaρ(xρ)

]>
, (15)

where σaj(·), for each j ∈ {1, . . . , ρ}, is a strictly increasing generalized saturation function with bound
Maj . Γ ∈ Rρ×ρ is a positive definite diagonal constant matrix, i.e. Γ = diag[γ1 . . . , γρ] with γj > 0 for
all j ∈ {1, . . . , ρ}. Finally, ε is a “small” positive constant such that

ε < εM , min{ε1, ε2} (16)

where
ε1 ,

√
µm

µ2
MβP

, ε2 ,
fm − kCBdv

βM +
(
kCBdv +

fM + βD
2

)2

where, in turn,
βP , max

i
{σ′PiMkPi}, βD , max

i
{σ′DiMkDi}

BP ,

√√√√ n∑
i=0

M2
Pi, βM , kCBP + µMβP

and σ′PiM , σ′DiM are bounds on the variation of σPi(·) and σDi(·) respectively –cf. (11b). The constants
µm, µM , kC , fm, and fM follow from Properties 1–4 and are independent of the parameters ψ –see
Remark 3. Finally, note that ε2 > 0 since, by assumption, the desired trajectory is such that fm > kCBdv.

We are ready to present our main result.

Proposition 1: Consider the system (1) satisfying Properties 1–5. Let qd ∈ Qd be a given reference
trajectory as in (8) such that Bdv < fm/kC . Let us define φ̄ , φ − φ∗ with φ∗ =

(
φ∗1, . . . , φ

∗
ρ

)> and
φ∗j = σ−1

aj (ψj), for all j ∈ {1, . . . , ρ}2.

Then, there always exist positive-definite diagonal matrices KP , KD such that the origin
{

[q̄> ˙̄q> φ̄>]> =

0
}

of the closed loop system with the adaptive controller (14), is uniformly globally asymptotically stable
if and only if Y (qd(t), q̇d(t), q̈d(t)) is persistently exciting that is, there exist µY and TY > 0 such that∫ t+TY

t
Y (qd(s), q̇d(s), q̈d(s))

>Y (qd(s), q̇d(s), q̈d(s))ds ≥ µY I, ∀ t ≥ 0 (17)

Moreover, for any given Ti, with i ∈ {1, . . . , n} such that Ti > Bgi, one can always satisfy the input
constraint (9) by restricting the choice of qd ∈ Qd. /

IV. PROOF OF THE MAIN RESULT

The proof of Proposition 1 is structured as follows. First, we establish that the input constraint is
satisfied. Then, we derive the closed-loop equations and, finally, we prove the stability statement.

2Observe that their strict monotonic character renders σaj(·), j = 1, . . . , ρ, invertible.



A. Input constraints

According to (7), the term Y (q, q̇d(t), q̈d(t))ψ̂ in the control law (14a) satisfies∥∥Yi(q, q̇d(t), q̈d(t))ψ̂∥∥ ≤ µMi ‖q̈d(t)‖+ kCi ‖q̇d(t)‖2 + fMi ‖q̇d(t)‖+Bgi (18)

hence, for any fixed ψ̂, we have, according to (8),∥∥Yi(q, q̇d(t), q̈d(t))ψ̂∥∥ ≤ BMa
Di , BMa

Di , µMiBda + kCiB
2
dv + fMiBdv +Bgi (19)

uniformly for all desired reference trajectories qd ∈ Qd. That is, strictly speaking, BMa
Di is a function of

Bda, Bdv, Bgi and ψ̂. Now, by definition –see (14b) and (15), ψ̂ belongs to a compact. More precisely,
for each j ∈ {1, . . . , ρ} we have |ψ̂j | ≤Maj . Therefore, BMa

Di depends only on Maj , Bdv, Bda and Bgi
but not on ψ nor ψ̂. Thus, for any given Ti > Bgi one can always find Bdv and Bda sufficiently small to
guarantee that

∥∥Yi(q, q̇d(t), q̈d(t))ψ̂∥∥ ≤ Ti. In other words, in order to comply with the input constraint
imposed on the control torques, one may always restrict the variation of the reference trajectory and
impose appropriate saturation levels on sPi and sDi.

B. The error dynamics

Now we derive the closed-loop equations which generate the error trajectories. To that end, we replace
u from (14a) in Equation (1) and use (3a) to obtain

H(q)¨̄q +
[
C(q, q̇) + C(q, q̇d(t))

]
˙̄q + F ˙̄q =

− sP (KP q̄)− sD(KD ˙̄q) + Y (q, q̇d(t), q̈d(t))s̄a(φ̄).
(20)

We recall that φ̄ = φ− φ∗ and sa(φ∗) = ψ, that is, φ∗ is constant and belongs to a known compact set.
Furthermore, we have introduced s̄a : Rρ → Rρ, defined by

s̄a(φ̄) , sa(φ̄+ φ∗)− sa(φ∗). (21)

Observe that the elements of s̄a(φ̄) in (21), i.e.

σ̄aj(φ̄j) = σaj(φ̄j + φ∗j )− σaj(φ∗j ), j ∈ {1, . . . , ρ},

are strictly increasing generalized saturation functions.

On the other hand, since φ∗ is constant, we have

˙̄φ = −ΓY (q, q̇d(t), q̈d(t))
>[ ˙̄q + εsP (KP q̄)

]
. (22)

For further development, we define the closed-loop state vector as x , [x1, x2]>, with x1 , [x11, x12]>,
x11 = q̄, x12 = ˙̄q and x2 , φ̄. Using this notation, the closed-loop dynamics (20), (22) takes the form

ẋ = Fψ(t, x) (23)

where

Fψ(t, x) ,

(
Aψ(t, x1) +Bψ(t, x)

Mψ(t, x)

)
(24)

and, in turn,3

Aψ(t, x1) =

(
x12

Hψ(q)−1
[
− sP (KPx11)− sD

(
KDx12

)
− Fψx12 −

[
Cψ(q, q̇) + Cψ(q, q̇d(t))

]
x12

])
3To avoid a cumbersome notation, we use q and q̇ instead of x11 + qd(t) and x12 + q̇d(t), respectively, in Hψ(q), Cψ(q, q̇),

Cψ(q, q̇d(t)) and Y (q, q̇d(t), q̈d(t)).



Bψ(t, x) =

(
0

Hψ(q)−1Y (q, q̇d(t), q̈d(t))s̄a(x2)

)
(25)

Mψ(t, x1) = −ΓY (q, q̇d(t), q̈d(t))
>[x12 + εsP (KPx11)

]
(26)

The error dynamics falls into the class of nonlinear time-varying systems considered in [18], [10], in
which necessary and sufficient conditions are laid for uniform global asymptotic stability of the origin
of (23) (considering ψ arbitrarily fixed).

C. Proof of stability

The rest of the proof consists in verifying the conditions of the following statement, which has been
paraphrased from [18] for the purposes of this paper.

Theorem 1: The origin of system (23)-(26) is uniformly globally asymptotically stable if Assumptions
1–3 enunciated below hold. Moreover, under Assumptions 1, 2, the condition imposed in Assumption 3
is also necessary. /

Assumption 1: There exists a continuously differentiable function V : R+ × R2n+ρ → R+ which is
positive definite, decrescent, radially unbounded and has a negative semidefinite time derivative. More
precisely, assume that there exist functions α1, α2 ∈ K∞ and U : R2n → R+ continuous positive definite,
such that

α1(‖x‖) ≤ V (t, x) ≤ α2(‖x‖) (27)

V̇ (t, x) ≤ −U(x1) (28)

for all t ≥ 0, all x ∈ R2n+ρ and all ψ ∈ Ψ.

Assumption 2: The function Bψ is continuously differentiable, uniformly bounded in t on each compact
set of the state. More precisely, let

B◦(t, x2) , Bψ(t, x)|x1=0. (29)

Then, assume that for each ∆ > 0 there exist a constant bM > 0 and continuous non-decreasing functions
ρi : R+ → R+ with i = 1, 2 (possibly depending on the boundary of the compact Ψ but independent of
ψ) satisfying ρi(0) = 0, such that, for all t ≥ 0, all x ∈ R2n+ρ and all ψ ∈ Ψ,

max
‖x2‖≤∆

{
‖B◦(t, x2)‖∞ ,

∥∥∥∥∂B◦∂t
∥∥∥∥
∞
,

∥∥∥∥∂B◦∂x2

∥∥∥∥
∞

}
≤ bM (30)

max
‖x2‖≤∆

‖Bψ(t, x)−B◦(t, x2)‖∞ ≤ ρ1 (‖x1‖) (31)

max
‖x2‖≤∆

{
‖Aψ(t, x1)‖∞ , ‖Mψ(t, x)‖∞

}
≤ ρ2 (‖x1‖) (32)

where, for each fixed z, ‖·‖∞ denotes the ∞–norm that is, ‖f(t, z)‖∞ := sup
t≥0
‖f(t, z)‖.

Assumption 3: The smooth function B◦ : R+ × Rρ → R2n defined in (29) is uniformly δ-persistently
exciting with respect to x2, that is, for each x2 6= 0 there exist T > 0 and µ > 0 such that

x2 6= 0 =⇒
∫ t+T

t
‖B◦(s, x2)‖ds ≥ µ, ∀ t ≥ 0. (33)



D. Verification of Assumption 1

By assumption, KP , KD and Γ are diagonal positive definite and ε satisfies (16). Consider the smooth
function V : R+ × R2n+ρ → R+ defined as

V (t, x) =
1

2
x>12H(q)x12 + εx>12H(q)sP (KPx11)

+

∫ x11

0n

sP (KP r)
>dr +

∫ x2

0p

s̄a(r)
>Γ−1dr

(34)

with ∫ x11

0n

sP (KP r)
>dr =

n∑
i=1

∫ q̄i

0
σPi(kPiri)dri

and ∫ x2

0ρ

s̄a(r)
>Γ−1dr =

ρ∑
j=1

∫ φ̄j

0
s̄aj(rj)γ

−1
j drj .

Observe, from Property 1 of the inertia matrix and the properties of the generalized saturation functions,
that V (t, x) can be bounded above and below, i.e.,

W1(x) ≤ V (t, x) ≤W2(x)

where

W1(x) = W11(x1) + (1− α)

∫ x11

0n

sP (KP r)
>dr +

∫ x2

0p

s̄a(r)
>Γ−1dr (35)

W2(x) = W12(x1) +

∫ x2

0p

s̄a(r)
>Γ−1dr, (36)

W11(x1) =
1

2

(
‖sP (KPx11)‖
‖x12‖

)>
Q11

(
‖sP (KPx11)‖
‖x12‖

)
(37)

W12(x1) =
1

2

(
‖x11‖
‖x12‖

)>
Q12

(
‖x11‖
‖x12‖,

)
(38)

Q11 =

(
α
βP

−εµM
−εµM µm

)
Q12 =

(
βP εµMβP

εµMβP µM

)
and α is a positive constant such that

ε2

ε2
1

< α < 1. (39)

In view of (39) W1 and W2 are positive definite. To see this, note that Q11 and Q12 are positive definite
in view of (16) and (39). Consequently, in view of (13c), W1 is radially unbounded. It follows that V is
positive definite, radially unbounded and decrescent. That is, condition (27) of Assumption 1.

Next, the total derivative of V along the system’s trajectories is given by

V̇ (t, x) = x>12H
(
q
)
ẋ12 +

1

2
x>12Ḣ

(
q, q̇
)
x12 + εsP (KPx11)>H(q)ẋ12 + εx>12Ḣ

(
q, q̇
)
sP (KPx11)

+εx>12H(q)s′P (KPx11)KPx12 + sP (KPx11)>x12 + s̄a(x2)>Γ−1ẋ2

= −x>12C
(
q, q̇d(t)

)
− x>12Fx12 − x>12sD(KDx12)− εs>P (KPx11)C

(
q, q̇d(t)

)
x12

−εsP (KPx11)>Fx12 − εsP (KPx11)>sD(KDx12)− εsP (KPx11)>sP (KPx11)

+ε ˙̄q>
[
C
(
q, x12

)
+ C

(
q, q̇d(t)

)]
sP (KPx11) + εx>12H(q)s′P (KPx11)KPx12



in which we used (20) and (22) and

s′P (KP q̄) , diag[σ′P1(kP1q̄1), . . . , σ′Pn(kPnq̄n)].

In view of (8), Properties 1–3, item (b) of Definition 1, (11b), and the fact that KP > 0, we have

V̇ (t, x) ≤ −W3(x1)

where

W3(x1) =

(
‖sP (KPx11)‖
‖x12‖

)>
Q3

(
‖sP (KPx11)‖
‖x12‖

)
(40)

with

Q3 =

 ε −ε
(
fM+βD

2 + kCBdv

)
−ε
(
fM+βD

2 + kCBdv

)
fm − kCBdv − εβM


Note that, from the satisfaction of (16), W3(x1) is positive definite (since any ε < εM ≤ ε2 renders
positive definite the matrix at the right-hand side of (40)).

Thus, we have V̇ (t, x) ≤ 0, ∀(t, x11, x12, x2) ∈ R+ × Rn × Rn × Rρ, with V̇ (t, x) = 0 ⇐⇒
(x11, x12) = (0n, 0n). Therefore condition (28) of Assumption 1 is fulfilled, concluding the proof.

E. Verification of Assumption 2

From the definition of Bψ(t, x) –see (25), we see that B◦, defined in (29), is given by

B◦(t, x2) =

(
0

Hψ(qd(t))
−1Y (qd(t), q̇d(t), q̈d(t))s̄a(x2).

)
(41)

We have used the fact that x1 = 0 if and only if q = qd(t) and q̇ = q̇d(t). Now, on one hand, the
function Hψ is uniformly bounded in its argument as well as in ψ ∈ Ψ and, on the other, the function
Y is smooth. Hence, since s̄a is uniformly bounded, we conclude from (2) and (8) that B◦ is uniformly
bounded for all t ≥ 0 and x2 ∈ Rρ.

The same property may be concluded for the partial derivatives of B◦ after a direct computation. Let
Θ(t) , Hψ(qd(t))

−1Y (qd(t), q̇d(t), q̈d(t)) so we may write, in compact form, B◦(t, x2) = Θ(t)s̄a(x2).
Then,

∂B◦(t, x2)

∂t
= Θ̇(t)s̄a(x2),

∂B◦(t, x2)

∂x2
= Θ(t)s̄′a(x2)

and, in view of Properties 1–4 as well as (8), Θ and Θ̇ are uniformly bounded. Thus, (30) holds.

Inequality (31) holds in view of (2) and the Lipschitz continuity of C –see (3b). Via similar arguments,
invoking Properties 1–4 as well as the definition of the saturation functions, we conclude that (32) also
holds.

F. Verification of Assumption 3

Let (17) generate µY and TY > 0. We must verify (33) for B◦(t, x2) as defined in (41) that is, it is
required to guarantee that, for each x2 6= 0, there exist T and µ > 0 such that

s̄a(x2)>
[∫ t+T

t
Θ(s)>Θ(s)ds

]
s̄a(x2) ≥ µ ∀ t ≥ 0. (42)



Let T = TY ; we show that there exists µ′ such that (42) holds with µ , µ′ ‖s̄a(x2)‖2 which is positive
for any x2 6= 0. Indeed, in this case, (42) is equivalent to∫ t+TY

t
Θ(s)>Θ(s)ds ≥ µ′ > 0 ∀ t ≥ 0. (43)

On the other hand, in view of the fact that Hψ(qd(t))
−1 in Θ(t) = Hψ(qd(t))

−1Y (qd(t), q̇d(t), q̈d(t)) is
positive definite uniformly in t, the existence of µ′ > 0 such that (43) holds, is equivalent to the existence
of µY > 0 such that (17) is satisfied, which holds by assumption.

Thus, by invoking Theorem 1 we conclude that the origin x = 0 of the closed-loop system (23)–(26)
is uniformly globally asymptotically stable. This concludes the proof of Proposition 1.

V. SIMULATION RESULTS

In order to corroborate the effectiveness of the studied scheme, simulations were implemented using a
two degree of freedom robot model taken from [1]. Using Property 5 the regression matrix and parameter
vector of the considered dynamics can be written as

Y (q, q̇, q̈)> =



q̈1 0

(2q̈1 + q̈2) cos(q2)

− q̇2(2q̇1 + q̇2) sin(q2)
q̈1 cos(q2) + q̇2

1 sin(q2)

q̈2 q̈1 + q̈2

q̇1 0

0 q̇2

sin(q1) 0

sin(q1 + q2) sin(q1 + q2)


ψ> =

[
0.323 0.0127 0.0122 0.274 0.144 11.508 0.4596

]
Properties 1-4 are satisfied with µm = 0.0974 kg·m2, µM = 0.7193 kg·m2, kC = 0.0487 kg·m2,
fm = 0.144 kg·m2/s, fM = 0.274 kg·m2/s, Bg1 = 11.9674 Nm, and Bg2 = 0.4596 Nm. The input
saturation bounds are set to T1 = 15 Nm for the first link and T2 = 4 Nm for the second one. Let

σs(ς;L,M) =

ς ∀|ς| ≤ L
sign(ς)L+ (M − L) tanh

(
ς−sign(ς)L
M−L

)
∀|ς| > L

with 0 < L < M . The involved saturation functions are defined as

σPi(ς) = σs(ς;LPi,MPi) , σDi(ς) = MDi sat(ς/MDi)

for i = 1, 2, and
σaj(ς) = σs(ς;Laj ,Maj)

for all j ∈ {1, . . . , 7}.
Simulations were carried out using the following saturation values, MP1 = MD1 = 0.9, MP2 = MD2 =

1.5, with LPi = 0.9MPi, for i = 1, 2, and the parameter bounds Maj ∈ {0.3387 , 0.0133 , 0.0128 , 0.2877 ,

0.1512 , 12.08 , 0.4825}, with Laj = 0.9Maj , for each corresponding j ∈ {1, . . . , 7}. The initial link
positions, velocities, and auxiliary states were taken as qi(0) = q̇i(0) = φj(0) = 0, for all i ∈ {1, 2},
j ∈ {1, . . . , 7}. The desired trajectory is given by

qd(t) =

(
qd1(t)

qd2(t)

)
=


π

2
+

3

π2
tanh

(π
5
t
)

sin
(π

3
t
)

π

2
+
π

4

(
1− e−

t
8

)
sin

(
2

π
t

)




TABLE I
CONTROL PARAMETER VALUES

Parameter SP-SD

kP1 50
kP2 35
kD1 4.75
kD2 3.5

diag{Γ}
[
0.325 0.055 0.0175 0.725 0.4 38 0.095

]
ε 0.975

Observe that for the chosen trajectory, (8) is satisfied with Bdv < 0.779 < fm
kC
≈ 2.95 and Bda = 1.074.

The control parameter values are shown in Table I. In Figures 1 and 2 we show the tracking error
evolution and the obtained control signals, observe that the algorithm avoid input saturation even when
the chosen control gains are rather large. The evolution of the parameter estimation errors is shown in
Figure 3; due to the small value of ε the convergence rate is slow.

Persistency of excitation is, in general, a condition difficult to verify even when it is stated in function
of reference trajectories. Here, we provide a numerical verification for our simulation case-study hence,
on a finite window. To that end, we define Υ(t) ,

∫ T
t Φ(τ)>Φ(τ)dτ , with Φ(t) = Y

(
qd(t), q̇d(t), q̈d(t)

)
.

Observe from Figure 4 that the eigenvalues of Υ(t) are greater than zero for all simulated time, which
makes it positive definite.
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VI. CONCLUSIONS

We have presented an adaptive tracking controller for Lagrangian systems under the assumption that
the inputs are constrained by predefined bounds. For dissipative systems (for instance, in the presence of
friction), we can establish uniform global asymptotic stability; this includes the convergence to zero of
the parameter-estimation errors. The property that we guarantee, however, shall not be underestimated;
uniform convergence and uniform stability ensure robustness of the system with respect to bounded
disturbances. The main condition to achieve this property is stated in terms of a persistency-of-excitation
condition on a regressor function evaluated along the reference trajectories which renders the condition
verifiable. A challenging problem, albeit of theoretical interest, is to establish uniform global asymptotic
stability for lossless systems that is, by removing the assumption that the system naturally has viscous
friction.
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[8] D. J. López-Araujo, A. Zavala-Rı́o, V. Santibáñez, and F. Reyes, “A generalized global adaptive tracking control scheme
for robot manipulators with bounded inputs,” International Journal of Adaptive Control and Signal Processing, vol. 29,
no. 2, pp. 180–200, 2015.

[9] A. Lorı́a, E. Panteley, and A. Teel, “A new persistency-of-excitation condition for UGAS of NLTV systems: Application
to stabilization of nonholonomic systems,” in Proc. 5th. European Contr. Conf., 1999. Paper no. 500.

[10] A. Lorı́a, E. Panteley, D. Popovic, and A. Teel, “A nested Matrosov theorem and persistency of excitation for uniform
convergence in stable non-autonomous systems,” IEEE Trans. on Automat. Contr., vol. 50, no. 2, pp. 183–198, 2005.

[11] R. Ortega, A. Lorı́a, P. J. Nicklasson, and H. Sira-Ramirez, Passivity-based Control of Euler-Lagrange Systems: Mechanical,
Electrical and Electromechanical Applications. London: Springer-Verlag, 1998.

[12] F. Ghorbel, B. Srinivasan, and M. W. Spong, “On the uniform boundedness of the inertia matrix of serial robot manipulators,”
Journal of Robotic Systems, vol. 15, no. 1, pp. 17–28, 1998.

[13] R. Gunawardana and F. Ghorbel, “On the uniform boundedness of the coriolis/centrifugal terms in the robot equations of
motion,” International Journal of Robotics and Automation, vol. 14, no. 2, pp. 45–53, 1999.

[14] I. Malkin, “Ob ustoı̆chivosti pri postoyanno deı̆stvuyuschih vozmyscheniyah,” Prikl. Mat. i Mekh., vol. Tom. VIII, pp. 241–
245, 1944. In Russian. Engl. translation: On stability under constantly acting disturbances.

[15] E. D. Sontag, “Smooth stabilization implies coprime factorization,” IEEE Trans. on Automat. Contr., vol. 34, no. 4, pp. 435–
443, 1989.

[16] A. R. Teel and L. Zaccarian, On the Literature’s Two Different Definitions of Uniform Global Asymptotic Stability for
Nonlinear Systems, vol. 328 of Lecture Notes in Control and Information Sciences, ch. in Advanced topics in control
systems theory, pp. 285–289. DOI: 1–84628–313–2. A. Lorı́a, F. Lamnabhi-Lagarrigue, E. Panteley, eds., London: Springer,
2006.
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