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ABSTRACT

We are interested in the local limits of families of random trees that satisfy the
Markov branching property, which is fulfilled by a wide range of models. Loosely, this
property entails that given the sizes of the sub-trees above the root, these sub-trees
are independent and their distributions only depend upon their respective sizes. The
laws of the elements of a Markov branching family are characterised by a sequence of
probability distributions on the sets of integer partitions which describes how the sizes of
the sub-trees above the root are distributed.

We prove that under some natural assumption on this sequence of probabilities, when
their sizes go to infinity, the trees converge in distribution to an infinite tree which also
satisfies the Markov branching property. Furthermore, when this infinite tree has a single
path from the root to infinity, we give conditions to ensure its convergence in distribu-
tion under appropriate rescaling of its distance and counting measure to a self-similar
fragmentation tree with immigration. In particular, this allows us to determine how, in
this infinite tree, the “volume” of the ball of radius R centred at the root asymptotically
grows with R.

Our unified approach will allow us to develop various new applications, in particular
to different models of growing trees and cut-trees, and to recover known results. An
illustrative example lies in the study of Galton-Watson trees: the distribution of a critical
Galton-Watson tree conditioned on its size converges to that of Kesten’s tree when the
size grows to infinity. If furthermore, the offspring distribution has finite variance, under
adequate rescaling, Kesten’s tree converges to Aldous’ self-similar CRT and the total size
of the R first generations asymptotically behaves like R2.

1 INTRODUCTION

The focus of this work is to study the asymptotic behaviour of sequences of random trees which satisfy the
Markov branching property first introduced by Aldous in [6, Section 4] and later extended for example
in [17, 30, 31]. See Haas [28] for an overview of this general model and Lambert [40] for applications
to models used in evolutionary biology. Our study will therefore encompass various models, like Galton-
Watson trees conditioned on their total progeny or their number of leaves, certain models of cut-trees
(see Bertoin [12, 13, 14]) or recursively built trees (see Rémy [46], Chen-Ford-Winkel [19] and Haas-
Stephenson [32]) as well as models of phylogenetic trees (Ford’s α-model [24] and Aldous’ β-splitting
model [6]).

Informally, a sequence (Tn)n of random trees satisfies the Markov branching property if for all n, Tn has
“size” n, and conditionally on the event “Tn has p sub-trees above its root with respective sizes n1 ≥ · · · ≥ np”,
these sub-trees are independent and for each i = 1, . . . , p, the ith largest sub-tree is distributed like Tni

.
The sequence of distributions of (Tn)n is characterised by a family q = (qn)n of probability distributions,
referred to as “first-split distributions” (see next paragraph), where qn is supported by the set of partitions
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Introduction

of the integer n. We will detail two different constructions of Markov branching trees corresponding to a
given sequence q for two different notions of size: the number of leaves or the number of vertices.

Let (qn)n be a sequence of first-split distributions. A tree with n leaves with distribution in the associated
Markov branching family is built with the following process. Consider a cluster of n identical particles and
with probability qn(λ1, . . . ,λp), split it into p smaller clusters containing λ1, . . . ,λp particles respectively.
For each i = 1, . . . , p, independently of the other sub-clusters, split the ith cluster according to qλi

. Repeat
this procedure until all the sub-clusters are empty. The genealogy of these splits may be encoded as a tree
with n leaves, the distribution of which we’ll denote by MBL,q

n .

Figure 1: Example of a tree with 7 leaves (in red) and first-split equal to (5,2)

A Markov branching tree with a given number of vertices, say n, is built with a slightly different
procedure and we will note MBq

n its distribution. Section 2.2.1 will rigorously detail the constructions of
both MBq

n and MBL,q
n . Rizzolo [47] considered a more general notion of size and described the construction

of corresponding Markov branching trees.

One way of looking at the behaviour of large trees is through the local limit topology. For a given
tree t and R≥ 0, we denote by t|R the subset of vertices of t at graph distance less than R from its root.
We will say that a sequence tn converges locally to a limit tree t∞ if for any radius R, tn|R = t∞|R for
sufficiently large n. There is considerable literature on the study of the local limits of certain classes of
random trees or, more generally, of graphs. For instance, see Abraham and Delmas [1, 2], Stephenson [51],
Stefánsson [48, 49] or a recent paper by Broutin and Mailler [18], as well as references therein, for studies
related to our work.

Let us present in this Introduction the simplest, and most common, case in which Markov branching
trees have local limits. Let (Tn)n be a sequence of Markov branching trees indexed by their size with
corresponding family of first-split distributions (qn)n. Let p be a non-negative integer and λ1 ≥ · · · ≥ λp > 0
be a non increasing family of integers with sum L. For n large enough, consider qn(n − L,λ1, . . . ,λp),
that is the probability that Tn gives birth to p+ 1 sub-trees among which the p smallest have respective
sizes λ1, . . . ,λp. Assume that for any such p and λ, qn(n− L,λ1, . . . ,λp) converges to q∗(λ1, . . . ,λp) for
some probability measure q∗ on the set of non-increasing finite sequences of positive integers. Under
this natural assumption, we will prove in a rather straightforward way that Tn locally converges to some
“infinite Markov branching tree” T∞ with a single path from the root to infinity, called its infinite spine. The
distribution of T∞ is characterised by the family (qn)n and the measure q∗ which describes the distribution
of the sizes of the finite sub-trees grafted on the spine of T∞. See Theorem 2.5 for a more precise and
general statement.

A drastically different approach to understand the behaviour of large random trees is that of scaling
limits. Aldous was the first to study scaling limits of random trees as a whole, see [5], and notably
introduced the celebrated Brownian tree as the limit of rescaled critical Galton-Watson trees conditioned
on their size with any offspring law that has finite variance. See also Le-Gall [41] for a survey on random
“continuous” trees.
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Markov branching trees and their local limits

In this context, we will consider Tn as a metric space rescaled by some factor an, i.e. the edges of Tn

will be viewed as real segments of length an, and denote by anTn this rescaled metric space. Scaling limits
for Markov branching trees were studied in [30, 31] by Haas-Miermont et al. Their main result is that
under simple conditions on the sequence (qn)n of first-split distributions, Tn converges in distribution,
under appropriate rescaling, to a self-similar fragmentation tree. These objects were introduced by Haas
and Miermont [29] and notably encompass Aldous’ Brownian tree as well as Duquesne and Le-Gall’s stable
trees [23].

Haas and Miermont’s result in particular gives an asymptotic relation between the size and height of a
finite Markov branching tree. When considering an infinite Markov branching tree T , we may wonder if a
similar relation exists, namely how many vertices or leaves are typically found at height less than some
large integer R. This seemingly simple question, the study of the integer sequence (#T |R)R, leads us to
consider the scaling limits of the weighted tree (T,µT ), where µT is the counting measure on either the
vertices of T or on its leaves.

In Theorem 4.1, we consider the case in which T is an infinite Markov branching tree with a unique
infinite spine with distribution characterised by a family (qn)n of first-split distributions and a probability
measure q∗ associated to the sizes of the finite sub-trees grafted on the spine. We prove that under the
assumptions of Haas and Miermont’s theorem on the family (qn)n and an additional condition on the
measure q∗, when R goes to infinity, the tree T/R endowed with the adequately rescaled measure µT

converges in distribution to a self-similar fragmentation tree with immigration. These infinite continuous
trees were introduced by Haas [27]. They include Aldous’ self-similar CRT [5] (which will appear as the
limit in many of our applications) and Duquesne’s immigration Lévy trees [22].

As a result, under appropriate rescaling, the “volume” of the ball of radius R centred at the root of
T converges in distribution to the measure of the ball with radius 1 centred at the root of a self-similar
fragmentation tree with immigration. Proposition 4.2 actually gives the stronger convergence of the whole
“volume growth” process.

The unified framework used here will yield multiple applications. As a first example, Theorem 2.5 will
allow us to recover known results on the local limits of conditioned Galton-Watson trees towards Kesten’s
tree (see Abraham Delmas [2] for instance) and Theorem 4.1 will give an alternative proof to Duquesne’s
results (see [22]) on the convergence of rescaled infinite critical Galton-Watson trees to immigration Lévy
trees. We will give similar results for some models of cut-trees, which encodes the genealogy of the random
dismantling of trees, studied by Bertoin [12, 13, 14]. We will also study some models of sequentially
growing trees described in [19, 32, 42, 46] and models of phylogenetic trees [6, 24].

This paper will be organised as follows. In Section 2, we will define finite and infinite Markov branching
trees and give a natural criterion for their convergence under the local limit topology in Theorem 2.5. In
Section 3 we will detail the background needed for our main result, Theorem 4.1, i.e. the study of the
scaling limits of infinite Markov branching trees. Section 4 will focus on the proof of this result. Finally,
Section 5 will give applications of our unified approach to various Markov branching models.

2 MARKOV BRANCHING TREES AND THEIR LOCAL LIMITS

2.1 Trees and partitions

2.1.1 Background on trees. First of all, let us recall Neveu’s formalism for trees, first introduced in [44].
Let U :=

⋃

n≥0 Nn be the set of finite words on N with the conventions N= {1,2,3, . . . } and N0 = {∅}.
We then call a plane tree or ordered rooted tree any non-empty subset t ⊂ U such that:
− The empty word ∅ belongs to t, it will be thought of as its “root”,
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Markov branching trees and their local limits Trees and partitions

− If u= (u1, . . . , un) is in t, then its parent pr(u) := (u1, . . . , un−1) is also in t,
− For all u in t, there exists a finite integer cu(t) ≥ 0 such that u i := (u1, . . . , un, i) is in t for every

1≤ i ≤ cu(t). We will say that cu(t) is the number of children of u in t.
Let Tord be the set of plane trees. Observe that if t is an infinite plane tree, this definition requires the
number of children of each of its vertices to be finite.

Plane trees are endowed with a total order which is of limited interest to us. Because of this, we define
an equivalence relation on Tord to allow us to consider as identical two trees which have the same shape.

Say that two plane trees t and t′ are equivalent (noted t∼ t′) i.f.f. there exists a bijection σ : t→ t′

such that σ(∅) =∅ and for all u ∈ t \ {∅}, pr[σ(u)] = σ[pr(u)]. Finally, set T := Tord/∼. From now on,
unless otherwise stated, we will only consider unordered trees, i.e. by “tree” we will mean an element of T.

Let t be a tree. We say that a vertex u on t is a leaf if it has no children, i.e. if cu(t) = 0. Define #t as
the total number of vertices of t and #Lt as its number of leaves. For any positive integer n, let Tn and
TL

n be the sets of finite trees with n vertices and n leaves respectively. Moreover, note T∞ the set of infinite
trees.

We will use the following operations on trees:
− Let t1, . . . ,td be trees; their concatenation is the tree ¹t1, . . . ,tdº obtained by attaching each of their

respective roots to a new common root, see Figure 2,
− Let t and s be two trees and u be a vertex of t; set t⊗ (u,s) the grafting of s on t at u, i.e. the tree

obtained by glueing the root of s on u, see Figure 3,
− Fix t a tree, a non-repeating family (ui)i∈I of vertices of t, and a family of trees (si)i∈I; let

t
⊗

i∈I(ui ,si) be the tree obtained by grafting si on t at ui for each i in I.

t1

t2

t3

old
roots

new root

Figure 2: The tree ¹t1,t2,t3º

u

s

t

Figure 3: The tree t⊗ (u,s)

For all n≥ 0, let bn be the branch of length n, i.e. the tree with n+ 1 vertices among which a single
leaf. Similarly, define the infinite branch b∞ and note (vn)n≥0 its vertices where v0 is its root and for all
n≥ 0, vn = pr(vn+1).

The local limit topology. If t is a tree, we may endow it with the graph distance dgr where for all u
and v in t, dgr(u, v) is defined as the number of edges in the shortest path between u and v. For any
non-negative integer R, we will note t|R the closed ball of radius R centred at the root of t, that is the tree
t|R := {u ∈ t : dgr(∅, u)≤ R}.

The local distance between two given trees t and s is defined as

dloc(t,s) := exp
�

− inf{R≥ 0 : t|R 6= s|R}
�

.

The application dloc is an ultra-metric on T and the resulting metric space (T, dloc) is Polish. The following
well-known criterion for convergence in distribution with respect to the local limit topology will be useful.
See for instance [2, Section 2.2] for a proof (which relies on [16, Theorem 2.3] and the fact that dloc is an
ultra-metric).
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Markov branching trees and their local limits Trees and partitions

Lemma 2.1. Let Tn, n≥ 1 and T be T-valued random variables. Then, Tn→ T in distribution with respect
to dloc i.f.f. for all t ∈ T and R≥ 0, P[Tn|R = t|R]→ P[T |R = t|R] as n tends to infinity.

2.1.2 Partitions of integers. As discussed in the introduction, Markov branching trees are closely related
to “partitions of integers”. This section thus aims to introduce a few notions on these objects which will be
useful for our forthcoming purposes.

Set P0 := {∅}, P1 := {∅, (1)} and for n ≥ 2, let Pn be the set of partitions of n, i.e. of finite non-
increasing integer sequences with sum n. More precisely, set

Pn :=
¦

λ= (λ1, . . . ,λp) ∈Np : p ≥ 1, λ1 ≥ · · · ≥ λp > 0 and λ1 + · · ·+λp = n
©

.

Similarly, let P∞ be the set of finite non-increasing N∪ {∞}-valued sequences with infinite sum (and
therefore at least one infinite part). In other words, define

P∞ :=
¦

λ= (λ1, . . . ,λp) ∈
�

N∪ {∞}
�p

: p ≥ 1 and∞= λ1 ≥ · · · ≥ λp > 0
©

.

Set P<∞ :=
⋃

n≥0 Pn and P := P<∞ ∪P∞.

Let λ= (λ1, . . . ,λp) be in P. We will use the following notations:
− Let p(λ) := p be its length and ‖λ‖= λ1 + · · ·+λp its sum (with the conventions p(∅) = ‖∅‖= 0).
− For k ∈N∪ {∞}, let mk(λ) :=

∑

i 1λi=k be the number of occurrences of k in the partition λ.
− For a non-negative integer K, set λ∧ K := (λ1 ∧ K , . . . ,λp ∧ K). This finite partition will be called

the truncation of λ at level K .

We endow P with an ultra-metric distance defined similarly to dloc. For all λ and µ in P, let

dP(λ,µ) := exp
�

− inf {K ≥ 0 : λ∧ K 6= µ∧ K}
�

.

Lemma 2.2. (i) The application dP is an ultra-metric distance,
(ii) The metric space (P, dP) is Polish.

Remark 2.1. For all λ and µ in P and K ≥ 0, λ∧K = µ∧K i.f.f. dP(λ,µ)< e−K . In particular, dP(λ,µ) = 1
i.f.f. λ∧ 0 6= µ∧ 0 in which case p(λ) 6= p(µ).

Proof. (i) Clearly, dP is symmetrical and dP(λ,µ) = 0 i.f.f. λ = µ. Hence, we only need to prove that
dP satisfies the ultra-metric triangular inequality. Let λ, µ and ν be in P and assume that dP(λ,ν) >
dP(λ,µ)∨ dP(µ,ν). Then, there exists K ≥ 0 such that λ∧ K = µ∧ K = ν∧ K and λ∧ K 6= ν∧ K , which is
absurd. Consequently, dP(λ,ν)≤ dP(λ,µ)∨ dP(µ,ν).

(ii) Observe that P ⊂
⋃

n≥0(N∪ {∞})
n and is as a result both countable and separable. Therefore, it

only remains to show that it is complete.
Let (λn)n be a Cauchy sequence with respect to dP. By assumption, there exists an increasing sequence

(nK)K such that for all K ≥ 0, λn ∧ K = λm ∧ K when n, m≥ nK . In particular, there exists a constant p ≥ 0
such that p(λnK

) = p for all K . Furthermore, notice that for all i = 1, . . . , p, the sequence [λnK
(i)∧ K]K is

non-decreasing. For each i = 1, . . . , p, set λ(i) := supK λnK
(i)∧ K ≤∞. Clearly, λ := [λ(1), . . . ,λ(p)] is in

P and is such that dP(λn,λ)→ 0 when n→∞. This proves that (P, dP) is indeed complete. �

Lemma 2.3. Let (Λn)n≥1 and Λ be P-valued random variables. Then, Λn converges to Λ in distribution with
respect to dP i.f.f. for all λ in P<∞ and all K ≥ 0, we have P[Λn∧K = λ∧K]→ P[Λ∧K = λ∧K] as n→∞.

Proof. Uses the same arguments as the proof of Lemma 2.1 (recall that dP is an ultra-metric and use [16,
Theorem 2.3]). �

5



Markov branching trees and their local limits The Markov-branching property

Remark 2.2. Elements of P<∞ are closely related to elements of T. Indeed, if t is a finite tree which can
be written as the concatenation of p trees t1, . . . ,tp, i.e. t = ¹t1, . . . ,tpº, then the partition at the root or
first split of t defined by Λ(t) := (#t1, . . . ,#tp)↓ is a partition of n when t has n+ 1 vertices (the root
plus n descendants).

Similarly, if we consider leaves instead of vertices, then ΛL(t) := (#Lt1, . . . , #Ltp)↓ is a partition of n
when t has n leaves.

In this article, we will often have to consider sequences of random partitions Λn ∈ Pn that will weakly
converge to a limit partition Λ∞ ∈ P∞ such that, m∞(Λ∞) = 1 a.s.. In this particular setting, the weak
convergence can be defined as follows.

Lemma 2.4. For all 1≤ n≤∞, let qn be a probability measure on Pn and assume that q∞(m∞ = 1) = 1.
Then, qn⇒ q∞ with respect to dP i.f.f. for all λ in P<∞ we have qn(n− ‖λ‖,λ)→ q∞(∞,λ) as n→∞.

Proof. ⇒ Let λ= (λ1, . . . ,λp) be in P<∞ and K > λ1. In light of Lemma 2.3,

qn(n− ‖λ‖,λ) = qn

�

µ ∈ Pn : µ∧ K = (K ,λ)∧ K
�

−−−→
n→∞

q∞
�

µ ∈ P∞ : µ∧ K = (K ,λ)∧ K
�

= q∞(∞,λ).

⇐ For fixed K ≥ 0 and λ in P<∞, Fatou’s lemma ensures that

lim inf
n→∞

qn

�

µ ∈ Pn : µ∧ K = λ∧ K
�

= lim inf
n→∞

∑

ν∈P<∞
1(∞,ν)∧K=λ∧K qn(n− ‖ν‖,ν)

≥
∑

ν∈P<∞
1(∞,ν)∧K=λ∧K q∞(∞,ν) = q∞

�

µ ∈ P∞ : µ∧ K = λ∧ K
�

.

Similarly,
lim inf
n→∞

qn

�

µ ∈ Pn : µ∧ K 6= λ∧ K
�

≥ q∞
�

µ ∈ P∞ : µ∧ K 6= λ∧ K
�

.

As a result and thanks to Lemma 2.3, we get that qn⇒ q∞. �

2.2 The Markov-branching property

2.2.1 Finite Markov branching trees. We will now follow [30, Section 1.2] and define two types of
family of probability measures on the set of finite unordered rooted trees, satisfying the Markov branching
property discussed in the Introduction.

Fix q = (qn) a sequence of probability measures respectively supported by Pn−1 (referred to as “first-split
distributions” in the Introduction). We will define a sequence MBq = (MBq

n)n of probability measures on
the set of finite trees where
− For all n, MBq

n is supported by the set of trees with n vertices,
− A tree T with distribution MBq

n is such that
+ The decreasing rearrangement Λ(T ) of the sizes of the sub-trees above its root is distributed

according to qn−1,
+ Conditionally on Λ(T ) = (λ1, . . . ,λp), the p sub-trees of T above its root are independent with

respective distributions MBq
λi

.
We will also define a sequence MBL,q satisfying the same Markov branching property where we count
leaves instead of vertices to measure the size of a tree.

Markov branching tree with n vertices. First of all, set N an infinite subset of N with 1 ∈ N. This set will
index the possible number of vertices of the trees we want to generate, which is why we need 1 to belong
to N. Let q = (qn−1)n∈N be a sequence of probability measures such that q0(∅) = 1, q1[(1)] = 1 (if 2 ∈ N),
and for all n in N, n≥ 2, qn−1 is supported by the set {λ ∈ Pn−1 : λi ∈ N, i = 1, . . . , p(λ)}.
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Markov branching trees and their local limits The Markov-branching property

Remark 2.3. This last condition comes from the fact that if T is distributed according to MBq
n, the blocks of

Λ(T ) need to be in N because the distribution of the corresponding sub-trees belong to the family (MBq
k)k∈N.

We now detail a recursive construction for MBq. Let MBq
1({∅}) = 1 and for n ≥ 2, proceed by a

decreasing induction as follows:
− Let Λ have distribution qn−1,
− Conditionally on Λ= (λ1, . . . ,λp) ∈ Pn−1, let (T1, . . . , Tp) be independent random trees such that Ti

is distributed according to MBq
λi

for each 1≤ i ≤ p,
− Define MBq

n as the law of the concatenation of these trees, i.e. that of ¹T1, . . . , Tp(Λ)º.

...

λ
qn−1

MBq
λ1 MBq

λ2 MBq
λp

⊥⊥

Figure 4: The construction of a tree with distribution MBq
n

Markov branching tree with n leaves. Similarly, fix an infinite subset N of N such that 1 ∈ N (corresponding
to the possible number of leaves of the trees we will generate) and let q = (qn)n∈N be such that for all n
in N, qn is a probability measure supported by the set {λ ∈ Pn : λi ∈ N, i = 1, . . . , p(λ)}.

To define MBL,q, we will proceed by the same recursive method used for MBq: first choose how the
mass is shared between the children sub-trees of the root, ans then generate the said sub-trees adequately.
However, if for some n in N we have qn(n) = 1, the recursion will be endless. For this reason, we also
require that for all n in N, qn(n)< 1 (i.e. with positive probability, a tree “splits” into smaller trees).

Let MBL,q
1 be the distribution of a branch of geometric length with parameter 1−q1(1), i.e. MBL,q

1 (bk) =
q1(1)k[1− q1(1)] for all k ≥ 0. For n> 1, we do as follows:
− Let T0 be a branch with geometric length with parameter 1− qn(n) and call U its leaf,
− Let Λ have distribution qn conditioned on the event {mn = 0},
− Conditionally on Λ = (λ1, . . . ,λp), let (T1, . . . , Tp) be independent random trees respectively dis-

tributed according to MBq
λi

for 1≤ i ≤ p,

− Graft the concatenation of these trees on the leaf U of T0, i.e. set T := T0 ⊗
�

U ,¹T1, . . . , Tp(Λ)º
�

and
let MBL,q

n be the distribution of T .

2.2.2 Infinite Markov branching trees. Using the same principle as before (split the mass above the
root and generate independent sub-trees with corresponding sizes) we will define a probability measure
supported by the set of infinite trees which satisfies a version of the Markov branching property. Let N and
q = (qn−1)n∈N satisfy the conditions exposed in the construction of the sequence MBq.

In order to lighten notations, for any finite decreasing sequence of integers λ = (λ1, . . . ,λp), we define
MBq

λ
as the distribution of the concatenation of independent MBq

λi
-distributed trees. More precisely:

− Let MBq
∅ be the Dirac measure on the tree with a single vertex (its root), namely MBq

∅ = δ{∅},
− For any λ ∈ P<∞ with p = p(λ)> 0 and λi ∈ N for i = 1, . . . , p, let (T1, . . . , Tp) be independent trees

with respective distributions MBq
λi

for all i = 1, . . . , p. Set MBq
λ

as the distribution of the concatenation
of these trees.

Observe that when p(λ) = 1, a tree with distribution MBq
λ

is obtained by attaching an edge “under” the
root of a MBq

λ1
-distributed tree.
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Markov branching trees and their local limits Local limits of Markov-branching trees

Consider q∞, a probability measure on P∞ supported by the set
�

λ ∈ P∞ : λi ∈ N∪ {∞}, i = 1, . . . , p(λ)
	

and let Λ follow q∞. Let T ◦ be a Galton-Watson tree with offspring distribution the law of m∞(Λ).
Conditionally on T ◦, let (Λu, Tu)u∈T ◦ be independent pairs and such that:
− Λu has the same distribution as Λ conditioned on the event m∞(Λ) = cu(T ◦),
− Conditionally on Λu = (∞, . . . ,∞,λ) with λ in P<∞, Tu follows MBq

λ
.

Then, for every vertex u in T ◦, graft the corresponding tree Tu on T ◦ at u. Let T be the tree hence obtained,
i.e. set T := T ◦

⊗

u∈T ◦(u, Tu). Finally, call MBq,q∞
∞ the distribution of T .

Remark 2.4. − Suppose that q∞(m∞ = 1) = 1. In this case, the construction of MBq,q∞
∞ is much

simpler: the tree T ◦ is simply the infinite branch and the family (Λvn
, Tvn
)n≥0 is i.i.d.. In particular, T

a.s. has a unique infinite spine, i.e. a unique infinite non-backtracking path originating from the root.
− A tree T with distribution MBq,q∞

∞ satisfies the Markov branching property: conditionally on Λ(T ),
the sub-trees of T above its root are independent and their respective distributions are either MBq,q∞

∞
or in the family (MBq

n)n∈N, depending on their sizes.
− The same exact construction can be used to define a measure MBL,q,q∞

∞ .

2.3 Local limits of Markov-branching trees

Let q be the sequence of first-split distributions associated to a Markov-branching family MBq (respectively
MBL,q). Suppose q∞ is a probability measure on P∞ supported by the set of sequences λ such that for all
i = 1, . . . , p(λ), λi is either infinite or in N. The aim of this section is to expose suitable conditions on q
and q∞ such that MBq

n converges weakly to MBq,q∞
∞ (or MBL,q

n ⇒MBL,q,q∞
∞ ) for the local limit topology.

Theorem 2.5. Suppose that when n goes to infinity, qn converges weakly to q∞ with respect to the topology
induced by dP. Then, with respect to dloc, MBq

n⇒MBq,q∞
∞ (respectively MBL,q

n ⇒MBL,q,q∞
∞ ).

In many cases, the infinite trees we will consider will have a unique infinite spine, which corresponds
to q∞(m∞ = 1) = 1 and the particular construction mentioned in Remark 2.4. In this situation, we may
use Theorem 2.5 alongside Lemma 2.4 to get the following corollary.

Corollary 2.6. Assume that q∞ is such that q∞(m∞ = 1) = 1 and suppose that for any finite partition λ in
P∞ we have qn(n− ‖λ‖,λ)→ q∞(∞,λ). Then, MBq

n ⇒ MBq,q∞
∞ (or MBL,q

n ⇒ MBL,q,,q∞
∞ ) with respect to

the local limit topology.

Proof of Theorem 2.5. For all n in N ∪ {∞}, let Tn follow MBq
n. We will use Lemma 2.1 and proceed by

induction on R. First, it clearly holds that for every tree t, t|0 = {∅}= Tn|0 = T∞|0 a.s..

Let R be a non-negative integer and suppose that for any s ∈ T, P[Tn|R = s|R]→ P[T∞|R = s|R] as
R→∞. Fix t ∈ T and set d := c∅(t), the number of children of its root. We may write t|R+1 = ¹t1, . . . ,tdº

for some t1, . . . ,td in T with height R or less.
The labelling of t1, . . . ,td such that t|R+1 = ¹t1, . . . ,tdº is arbitrary and creates a kind of order

between the children vertices of the root of t. As a result, we need to consider a subset S of the set of
permutations on {1, . . . , d} such that for every permutation σ there is a unique τ ∈ S such that for all
i = 1, . . . , d, tσ·i = tτ·i as elements of T. Then for all n in N∪ {∞}, it ensues from the Markov-branching
nature of Tn that

P
�

Tn|R+1 = t|R+1

�

=

∫

P

∑

σ∈S

�

∏d
i=1P

�

Tλi
|R = tσ·i

�

�

1p(λ)=d qn−1(dλ).
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Background on scaling limits

Our induction assumption ensures that for all i = 1, . . . , d and s in T with height R or less, the application
P→ [0, 1], λ 7→ P[Tλi

|R = s]1p(λ)=d is continuous. As a result, P[Tn|R+1 = t|R+1] may be expressed as the
integral against qn−1 of a finite sum of continuous functions. Therefore, since qn⇒ q∞,

P
�

Tn|R+1 = t|R+1

�

−−−→
n→∞

P
�

T∞|R+1 = t|R+1

�

.

We proceed in the same way to prove the claim on MBL,q trees. �

In the next proposition, we prove that the condition “qn⇒ q∞” in Theorem 2.5 is optimal for MBq trees.

Proposition 2.7. Let q = (qn−1)n∈N be the sequence of first split distributions associated to a family MBq of
Markov branching trees with given number of vertices. If there exists a probability measure q∞ on P∞ such
that MBq

n converges weakly to MBq,q∞
∞ for the local limit topology, then qn−1 ⇒ q∞ in the sense of the dP

topology.

Proof. Observe that for all K ≥ 0 and t,s ∈ T, if t|K = s|K then Λ(t) ∧ K = Λ(s) ∧ K. As a result,
dP[Λ(t),Λ(s)] ≤ dloc(t,s) which proves in particular that the application Λ : T → P is continuous.
Consequently, since for all possibly infinite n, Λ(Tn) has distribution qn−1, in the sense of the dP topology
we have qn−1⇒ q∞ when n→∞. �

3 BACKGROUND ON SCALING LIMITS

In this section, we will introduce the framework needed to consider the scaling limits of both finite and
infinite Markov branching trees as well as the corresponding limiting objects: self-similar fragmentation
trees with or without immigration. Afterwards, we will also give a few useful results on point processes
related to our models of trees.

3.1 R-trees and the GHP topology

To talk about scaling limits of discrete trees, we need to introduce a continuous analogue. We use the
framework of R-trees. An R-tree (or real tree) is a metric space (T, d) such that for all x and y in T :
− There exists a unique isometry ϕ : [0, d(x , y)]→ T such that ϕ(0) = x and ϕ[(d(x , y)] = y ,
− If γ : [0,1]→ T is a continuous injection with γ(0) = x and γ(1) = y , then ℑγ= ℑϕ =: ¹x , yº.

This roughly means that any two points in an R-tree can be continuously joined by a single path, up to its
reparametrisation, which is akin to the acyclic nature of discrete trees.

To compare two such objects, we will use the Gromov-Hausdorff-Prokhorov distance. More precisely,
we will follow the definition from [4] and extend it in a way similar to that of [3].

For any metric space (X , d) let M f (X ) be the set of all finite non-negative Borel measures on X and
M(X ) be the set of all non-negative and boundedly finite Borel measures on X , i.e. non-negative Borel
measures µ on X such that µ(A)<∞ for all measurable bounded A⊂ X .

A pointed metric space is a 3-tuple (X , d,ρ) where (X , d) is a metric space and ρ ∈ X is a fixed
point, which we will call its root. For any x ∈ X , set |x | := d(ρ, x) the height of x in (X , d,ρ), and let
|X | := supx∈X |x | be the height of X .

We will call pointed weighted metric space any 4-tuple X= (X , d,ρ,µ) where (X , d) is a metric space,
ρ ∈ X is its root and µ is a boundedly finite Borel measure on X .

Remark 3.1. If X is a pointed weighted metric space, we will implicitly note X = (X , dX ,ρX ,µX ) unless
otherwise stated.

Two pointed weighted metric spaces X and Y will be called GHP-isometric if there exists a bijective
isometry Φ : X → Y such that Φ(ρX ) = ρY and µX ◦Φ−1 = µY . Let K be the set of GHP-isometry classes of
compact pointed weighted metric spaces.
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Background on scaling limits R-trees and the GHP topology

3.1.1 Comparing compact metric spaces. Let X and Y be two pointed weighted compact metric spaces.
A correspondence between X and Y is a measurable subset C of X × Y which contains (ρX ,ρY ) such that
for any x ∈ X there exists y ∈ Y with (x , y) ∈ C and conversely, for any y ∈ Y there is x ∈ X such that
(x , y) ∈ C . We will denote by C(X,Y) (or C(X , Y ) with a slight abuse of notation) the set of all pointed
correspondences between X and Y. For any C ∈ C(X,Y), let its distortion be defined as follows:

disX,Y C := sup
�

|dX (x , x ′)− dY (y, y ′)| : (x , y), (x ′, y ′) ∈ C
	

.

When the setting is clear, we will simply note dis C := disX,Y C . Observe that dis C ≤ 2
�

|X | ∨ |Y |
�

<∞
and that dis C ≥

�

�|X | − |Y |
�

�.

For any finite Borel measure π on X × Y , we define its discrepancy with respect to µX and µY as:

D(π;µX ,µY ) := ‖µX −π ◦ p−1
X ‖TV + ‖µY −π ◦ p−1

Y ‖TV

where ‖ · ‖TV is the total variation norm, and pX : (x , y) ∈ X × Y 7→ x , pY : (x , y) ∈ X × Y 7→ y are the
canonical projections from X × Y to X and Y respectively. The definition of the total variation norm and
the triangular inequality give D(π;µX ,µY )≥ |µX (X )−µY (Y )|.

Following [4, Section 2.1], we define the Gromov-Hausdorff-Prokhorov distance (or GHP distance for
short) between two pointed weighted compact metric spaces X and Y as:

dGHP(X,Y) := inf
§

1
2

dis C ∨D(π;µX ,µY )∨π(C c) : C ∈ C(X , Y ),π ∈M(X × Y )
ª

where C c = X × Y \ C .

Remark 3.2. Observe that dGHP(X,Y)≤
�

|X |∨ |Y |
�

∨
�

µX (X )+µY (Y )
�

and is consequently finite. Moreover,
dGHP(X,Y) ≥

�

1/2 ·
�

�|X | − |Y |
�

�

�

∨
�

�µX (X ) − µY (Y )
�

�. Therefore, the applications K → R+, X 7→ |X| and
X 7→ µX (X ) are both continuous with respect to dGHP.

As was mentioned in [4, Section 2.1], dGHP is a well-defined distance on K which gives rise to the
same topology as the GHP distance defined in [3]. As a result and thanks to [3, Theorem 2.5], (K, dGHP) is
completely metrisable and separable. It is therefore Polish.

Rescaling compact metric spaces. For all m≥ 0, let 0(m) :=
�

{∅}, d,∅, mδ∅
�

∈K be the degenerate metric
space only made out of its root on which a mass m is put. For a pointed weighted metric space X and
any non-negative real numbers a and b, we will note (aX , bµX ) := (X , adX ,ρX , bµX ). When X is in K and
µX (X ) = m, we will use the convention (0X ,µX ) = 0(m) (which makes sense since (εX ,µX ) converges to
0(m) as ε goes to 0 with respect to dGHP).

Lemma 3.1. Let X and Y be two elements of K. For any non-negative real numbers a, b, c and d:

(i) dGHP

�

(aX , bµX ), (cX , dµX )
�

≤
�

|a− c| |X |
�

∨
�

|b− d|µX (X )
�

,

and (ii) dGHP

�

(aX , bµX ), (aY, bµY )
�

≤ (a ∨ b)dGHP(X,Y).

Proof. (i) Let C = {(x , x) : x ∈ X } ∈ C(X , X ). We have

dis(aX ,bµX ), (cX ,dµX ) C = sup
�

|a dX (x , y)− c dX (x , y)| : x , y ∈ X
	

≤ 2|a− c| |X |.

Let π ∈ M(X × X ) be defined for all measurable A ⊂ X × X by π(A) =
∫

X 1A

�

(x , x)
�

bµX (dx). Then
D(π; bµX , dµX ) = |b− d|µX (X ) and π(C c) = 0.

(ii) For every correspondence C ∈ C(X , Y ), we clearly have dis(aX ,bµX ), (aY,bµY ) C = a disX,Y C . No less
clearly, for any finite measure π on X × Y , D(bπ; bµX , bµY ) = bD(π;µX ,µY ). �

Corollary 3.2. The application K×R+ ×R+ −→K defined by (X, a, b) 7−→ (aX , bµX ) is continuous for the
product topology.
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Background on scaling limits R-trees and the GHP topology

Concatenated compact metric spaces. Let (Xi)i∈I be a countable family of pointed weighted metric spaces
with Xi = (X i , di ,ρi ,µi). Let (X , d,ρ,µ) where:
− X = {ρ} t

⊔

i∈I X i ,
− d is defined by:

+ For all i, j ∈ I, d(ρ,ρi) := d(ρi ,ρ j) = 0,
+ For all i ∈ I, and x , y ∈ X i , d(x , y) := di(x , y),
+ For all i 6= j and x ∈ X i , y ∈ X j , d(x , y) := di(x ,ρi) + d j(y,ρ j),

− For any Borel subset A of X , µ(A) =
∑

i∈Iµi(A∩ X i).
With a slight abuse of notation, we will consider (X , d) to be the quotient metric space X/∼d where x ∼d y
i.f.f. d(x , y) = 0. For each i in I, we will also identify X i with its image in X by the quotient map. Note
X=: 〈Xi ; i ∈ I〉.

Remark 3.3. If (Ti)i∈I is a countable family of weighted R-trees, then 〈Ti ; i ∈ I〉 is clearly an R-tree itself.

Lemma 3.3. For all i ≥ 1, let Xi = (X i , di ,ρi ,µi) be in K. Their concatenation 〈Xi ; i ≥ 1〉 is an element
of K i.f.f. the height |X i | of X i goes to 0 as i goes to infinity and

∑

i≥1µi(X i) is finite.

Proof. Set X := 〈Xi ; i ≥ 1〉 and for all x in X and positive r, note BX (x , r) := {y ∈ X : dX (x , y) < r} the
open ball of X centred at x with radius r. Similarly, for all i ≥ 1 and x ∈ X i , note Bi(x , r) := {y ∈ X i :
di(x , y)< r}. Clearly, the measure µX is finite i.f.f. the sum

∑

i≥1µi(X i) is.
If |X i | → 0, then in particular, for all positive ε, there exists a integer n such that

⋃

i>n X i ⊂ BX (ρX ,ε).
Moreover, since X i is compact for all i = 1, . . . , n, we can find a finite ε-cover of X i , i.e. a finite subset
Ai of X i such that X i ⊂

⋃

x∈Ai
Bi(x ,ε). Set A := {ρX } ∪ A1 ∪ · · · ∪ An. Observe that it is finite and that

X ⊂
⋃

x∈A BX (x ,ε). Since this holds for all positive ε, it follows that X is compact.
If limsup |X i | > 0, then there exists a positive ε such that |X i | > ε for infinitely many indices i. As a

result, X cannot have a finite ε-cover, which implies that it is not compact. �

Lemma 3.4. Let Xi , Yi , i ≥ 1 be in K and such that X := 〈Xi ; i ≥ 1〉 and Y := 〈Yi ; i ≥ 1〉 both belong to K.
We have

dGHP

�

〈Xi ; i ≥ 1〉, 〈Yi ; i ≥ 1〉
�

≤
∑

i≥1 dGHP(Xi ,Yi).

Proof. Set X := 〈Xi ; i ≥ 1〉 and Y := 〈Yi ; i ≥ 1〉. For all positive ε and i ≥ 1, there exists a correspondence
Ci in C(Xi ,Yi) and a finite Borel measure πi on X i × Yi such that

1
2

dis Ci ∨D(πi;µX i
,µYi
)∨πi(C

c
i )< dGHP(Xi ,Yi) + 2−iε.

Set C :=
⋃

i≥1 Ci , which is a correspondence between X and Y. Let (x , y) and (x ′, y ′) be in C . If both
(x , y) and (x ′, y ′) are in Ci for some i, then clearly, |dX (x , x ′)−dY (y, y ′)| ≤ dis Ci . Otherwise, if (x , y) ∈ Ci

and (x ′, y ′) ∈ C j with i 6= j, then using the definition of dX and dY as well as the triangular inequality, we
get |dX (x , x ′)− dY (y, y ′)| ≤ dis Ci + dis C j . Therefore, 1/2 · dis C ≤

∑

i≥1 dGHP(Xi ,Yi) + ε.
For all n≥ 0, define the finite Borel measure π(n) on X × Y by π(n)(A) :=

∑n
i=1πi

�

A∩ (X i × Yi)
�

for any
Borel set A. By definition,

π(n)(C c) =
∑n

i=1πi

�

C c ∩ (X i × Yi)
�

=
∑n

i=1πi[C c
i ]≤

∑

i≥1 dGHP(Xi ,Yi) + ε.

Moreover, the discrepancy of π(n) with respect to µX and µY satisfies

D(π(n);µX ,µY )≤
∑n

i=1 ‖µX i
−πi ◦ p−1

X i
‖TV + ‖µYi

−πi ◦ p−1
Yi
‖TV +

∑

j>n

�

‖µX j
‖TV + ‖µYj

‖TV

�

≤
∑n

i=1 D(πi;µX i
,µYi
) +

∑

j>n

�

µX j
(X j) +µYj

(Yj)
�

≤
∑n

i≥1 dGHP(Xi ,Yi) + ε +
∑

j>n

�

µX j
(X j) +µYj

(Yj)
�

.

In light of Lemma 3.3, there exists n such that
∑

i>nµX i
(X i) + µYi

(Yi) < ε. As a result, dGHP(X,Y) ≤
∑

i≥1 dGHP(Xi ,Yi) + 2ε which holds for all positive ε. �
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3.1.2 Extension to locally compact R-trees. Let X = (X , dX ,ρX ,µX ) be a locally compact pointed
weighted metric space such that µX is a boundedly finite measure. For all r > 0, let X|r :=

�

X |r , dX ,ρX ,µX |r
�

where X |r := {x ∈ X : |x | ≤ r} is the closed ball with radius r centred at ρX and µX |r := 1X |rµX is
the restriction of µX to X |r . Observe that if r ≤ R, clearly (X|R)|r = (X|r)|R = X|r . We also define
∂r X := {x ∈ X : |x |= r}.

For any two locally compact pointed weighted metric spaces X and Y, we define the extended Gromov-
Hausdorff-Prokhorov distance between them as:

DGHP(X,Y) :=

∫ ∞

0

e−r
�

1∧ dGHP

�

X|r ,Y|r
�

�

dr.

This definition closely resembles that of the GHP distance on locally compact metric spaces defined and
studied in [3].

Remark 3.4. Let X and Y be two weighted locally compact pointed metric spaces. For all R≥ 0,
�

�DGHP(X,Y)−DGHP(X|R,Y|R)
�

�≤
∫∞

R e−r
�

�1∧ dGHP(X|r ,Y|r)− 1∧ dGHP(X|R,Y|R)
�

�

︸ ︷︷ ︸

≤1

dr ≤ e−R.

Let T be the set of GHP-isometry classes of locally compact rooted R-trees endowed with a boundedly
finite Borel measure and Tc , be that of compact weighted and rooted R-trees (i.e. Tc =K∩T).

Proposition 3.5. (i) DGHP is a metric on T,
(ii) If Tn, n ≥ 1 and T belong to T, then DGHP(Tn,T) → 0 i.f.f. dGHP(Tn|r ,T|r) → 0 for all r ≥ 0 with

µT (∂r T ) = 0,
(iii) (T, DGHP) is a Polish metric space,
(iv) dGHP and DGHP induce the same topology on Tc .

Proof. (i) Since dGHP is a metric, DGHP is symmetric and clearly satisfies the triangular inequality. Moreover,
if T and T′ are two elements of T such that DGHP(T,T′) = 0, then for almost every r ≥ 0, T|r = T′|r . In this
case, T and T′ are GHP-isometric (see [3, Proposition 5.3] for a similar proof).

(ii) Suppose dGHP(Tn|r ,T|r)→ 0 for all r ≥ 0 with µT (∂r T) = 0. Since µT is a locally finite measure,
the set {r > 0 : µT (∂r T )> 0} is at most countable. As a result, the sequence

�

r 7→ 1∧ dGHP(Tn|r ,T|r)
�

n≥1
converges to r 7→ 0 almost everywhere in [0,∞). Lebesgue’s dominated convergence theorem then
ensures that DGHP(Tn,T)→ 0.

Assume DGHP(Tn,T)→ 0 and let r > 0 be such that µT (∂r T ) = 0. For every subsequence (nk)k, there
exists a sub-subsequence (k`)` such that 1 ∧ dGHP(Tnk`

|t ,T|t)→ 0 for almost every t ≥ 0 as `→∞. In
particular, there exists R> r such that dGHP(Tnk`

|R,T|R)→ 0.
Recall that dGHP is topologically equivalent to the metric on K studied in [3]. Therefore, in light of the

proof of [3, Proposition 2.10], if τn, n≥ 1 and τ are compact R-trees such that dGHP(τn,τ)→ 0, then for
all r > 0 such that µτ(∂rτ) = 0, dGHP(τn|r ,τ|r)→ 0.

As a result, dGHP(Tnk`
|r ,T|r)→ 0. From every subsequence (nk)k we can thus extract a sub-subsequence

(k`)` such that dGHP(Tnk`
|r ,T|r)→ 0, which is equivalent to saying that dGHP(Tn|r ,T|r)→ 0 as n→∞.

(iii) Since a criterion similar to (ii) holds for the metric studied in [3], this metric is topologically
equivalent to DGHP. As a result and thanks to Theorem 2.9 and Corollary 3.2 in [3], it follows that (T,DGHP)
is completely metrisable and separable, i.e. it is Polish.

(iv) See Proposition 2.10 in [3]. �
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Continuous grafting. Let {(ui ,τi) : i ∈ I} be a family of elements of R+ × Tc such that I is at most
countable. We define the R-tree G

�

{(ui ,τi) : i ∈ I}
�

as

G
�

�

(ui ,τi) : i ∈ I
	

�

:=
�

R+ t
⊔

i∈Iτi , d, 0, µ
�

where the metric d is defined by:
− d[u, v] = |u− v| for all u and v in R+,
− d[x , y] = dτi

(x , y) for all i ∈ I, x and y in τi ,
− d[x , v] = dτi

(x ,ρτi
) + |ui − v| for all i ∈ I, x ∈ τi and v in R+,

− d[x , y] = dτi
(x ,ρτi

) + dτ j
(y,ρτ j

) + |ui − u j | for all i 6= j ∈ I, x ∈ τi and y ∈ τ j ,
and µ is the measure defined for all Borel set A by µ(A) :=

∑

i∈Iµτi
(A∩τi). The application G grafts the

trees τi at height ui for each i ∈ I on R+ which can be thought of as an infinite (continuous) branch. It is
quite obvious that the weighted pointed metric space G

�

{(ui ,τi) : i ∈ I}
�

is an R-tree.

Lemma 3.6. Let (ui)i≥1 be a sequence of non-negative real numbers and (τi , di ,ρi ,µi)i≥1 be a sequence of
compact weighted R-trees. The weighted R-tree T := G

�

{(ui ,τi) : i ≥ 1}
�

is an element of T i.f.f. for all K ≥ 0
and ε > 0 the set {i ≥ 1 : ui ≤ K and |τi | ≥ ε} is finite and

∑

i≥1 1ui≤Kµτi
(τi)<∞.

Proof. For all x in T and positive r, denote by BT (x , r) := {y ∈ T : dT (x , y)< r} the open ball of T centred
at x with radius r and similarly for all i ≥ 1 and x ∈ τi , note Bi(x , r) := {y ∈ τi : di(x , y)< r}.

⇐ Assume that for all K ≥ 0,
∑

i≥1 1ui≤Kµτi
(τi) <∞ and for all positive ε, that the set {i ≥ 1 : ui ≤

K , |τi | ≥ ε} is finite. Observe that for all non-negative K, µT (T |K) ≤
∑

i≥1µτi
(τi)1ui≤K . Therefore, the

measure µT is boundedly finite and we only need to prove that T is locally compact.
Fix K ≥ 0 and let ε be positive. For all i ≥ 1, because τi is compact, there exists a finite subset Ai

of τi such that τi ⊂
⋃

x∈Ai
Bi(x ,ε). To build an ε-cover of T |K , first observe that if i is such that ui ≤ K

and |τi |< ε/2, then τi is contained in some open ball with radius ε centred at some nε for 0≤ n≤ K/ε.
Moreover, by assumption, there are only finitely many indices i with ui ≤ K and |τi | ≥ ε/2. Therefore, if
we let A := {nε; 0≤ n≤ K/ε} ∪ {x ∈ Ai; i ≥ 1, ui ≤ K , |τi | ≥ ε/2}, then A is finite and T |K is contained in
⋃

x∈A BT (x ,ε). As a result, T |K has a finite ε-cover for all positive ε which means that it is compact.

⇒ Suppose the set {i ≥ 1 : ui ≤ K , |τi | ≥ ε} is infinite for some K ≥ 0 and positive ε. In particular, we
can find an increasing sequence (in)n with uin ≤ K and |τin | ≥ ε for all n. For each n ≥ 1, let xn be in
τin and such that ε/2< din(ρin , xn)≤ ε. If n 6= m, the definition of the metric on T gives dT (xn, xm)> ε.
Therefore, (xn)n has no Cauchy subsequence which implies that T |K+ε isn’t compact and that T /∈ T.

Assume that {i ≥ 1 : ui ≤ K , |τi | ≥ ε} is finite for all K ≥ 0 and ε > 0, and that
∑

i≥1 1ui≤K0
µτi
(τi) is

infinite for some finite K0. By assumption, {|τi | : ui ≤ K0} is bounded by a finite constant R. Therefore,
µT (T |K0+R)≥

∑

i≥1 1ui≤K0
µτi
(τi) =∞. Consequently, µT isn’t boundedly finite and T /∈ T. �

Remark 3.5. In the following, when we consider discrete trees, we will see them as R-trees by replacing
their edges by segments of length 1.

3.2 Fragmentation trees

In this section, we will present a few results on certain classes of Tc- and T-valued random variables:
self-similar fragmentation trees (introduced in [29]) and self-similar fragmentation trees with immigration
(see [27]).

13



Background on scaling limits Fragmentation trees

3.2.1 Self-similar fragmentation trees. Let S↓ :=
�

s = (sn)n≥1 ∈ `1 : s1 ≥ s2 ≥ · · · ≥ 0
	

and endow it
with the `1 norm, i.e. for all s and r in S↓, say that the distance between s and r is ‖s− r‖=

∑

i≥1 |si − ri |.
Moreover, set 0 := (0,0, . . . ) and 1 := (1,0, 0, . . . ). We will also note S

↓
≤1 :=

�

s ∈ S↓ : ‖s‖ ≤ 1
	

.
A self-similar fragmentation process is an S

↓
≤1-valued Markovian process (X(t); t ≥ 0)which is continuous

in probability, and satisfies X(0) = 1 as well as the following so-called fragmentation property. There exists
α ∈R such that for all t0 ≥ 0, conditionally to X(t0) = s,

�

X(t0 + t), t ≥ 0
�

has the same distribution as
�

�

si X(i)(sαi t)
�↓

; t ≥ 0
�

where (X(i))i are i.i.d. copies of X. The constant α is called the self-similarity index of the process X.

These processes can be seen as the evolution of the fragmentation of an object of mass 1 into smaller ob-
jects which will each, in turn, split themselves apart independently from one another, at a rate proportional
to their mass to the power α.

It was shown in [8, 9] that the distribution of a self-similar fragmentation process is characterised by a
3-tuple (α, c,ν) where α is the aforementioned self-similarity index, c ≥ 0 is a so-called erosion coefficient
which accounts for a continuous decay in the mass of each particle and ν is a dislocation measure on S↓≤1,
i.e. a σ-finite measure such that

∫

(1− s1)ν(ds) <∞ and ν({1}) = 0. At any given time, each particle
with mass say x will, independently from the other particles, split into smaller fragments of respective
masses xs1, xs2, . . . at rate xαν(ds).

We will be interested in fragmentation processes with negative self-similarity index −γ < 0 with no
erosion, i.e. with c = 0. Furthermore, we will require the dislocation measure ν to be non-trivial, i.e.
ν(S↓≤1) > 0, and conservative, that is to satisfy ν(‖s‖ < 1) = 0. Therefore, the fragmentation processes
we will consider will be characterised by a fragmentation pair (γ,ν) and we will refer to them as (γ,ν)-
fragmentation processes.

Under these assumptions, each particle will split into smaller ones which will in turn break down
faster, thus speeding up the global fragmentation rate. Let X be a (γ,ν)-fragmentation process and set
τ0 := inf{t ≥ 0 : X(t) = 0} the first time at which all the mass has been turned to dust. It was shown
in [10, Proposition 2] that τ0 is a.s. finite and in [25, Section 5.3] that it has exponential moments, i.e.
that there exists a > 0 such that E

�

exp(aτ0)
�

<∞.
Furthermore, a Tc-valued random variable that encodes the genealogy of the fragmentation of the

initial object was defined in [29]. This random R-tree (T, d,ρ,µ) is such that µ(T) = 1 and if for all t ≥ 0,
{Ti(t) : i ≥ 1} is the (possibly empty) set of the closures of the connected components of T \ (T|t), then

�

�

µ[Ti(t)] ; i ≥ 1
�↓

; t ≥ 0
�

is a (γ,ν)-fragmentation process. We will note Tγ,ν the distribution of (T, d,ρ,µ).

Remark 3.6. − More general self-similar fragmentation trees, where both the assumptions “c = 0” and
“ν is conservative” are dropped, were defined and studied in [50].

− Let T be a (γ,ν)-self-similar fragmentation tree and m > 0. The tree (mγT, mµT) encodes the
genealogy of a (γ,ν)-self-similar fragmentation process started from a single object with mass m.

Classical examples. It was observed in [9] that the Brownian tree, which was introduced in [5], may be
described as a self-similar fragmentation tree with parameters (1/2,νB) where νB is called the Brownian
dislocation measure and is defined for all measurable f : S↓≤1→R+ by

∫

f dνB =

∫ 1

1/2

�

2
π x3 (1− x)3

�1/2

f (x , 1− x , 0, 0, . . . )dx .

Another important example of fragmentation trees is the family of α-stable trees from [23], where
α belongs to (1,2). Indeed, a result from [43] states that the α-stable tree is a (1− 1/α,να)-self-similar

14



Background on scaling limits Fragmentation trees

fragmentation tree with να defined as follows: let (Σt ; t ≥ 0) be a 1/α-stable subordinator with Laplace
exponent λ 7→ − log E[exp(−λΣt)] = λ1/α and Lévy measure Π1/α(dt) := [α Γ (1− 1/α)]−1 t−1−1/α 1t>0 dt,
denote the decreasing rearrangement of its jumps on [0, 1] by ∆ and for all measurable f : S↓→R+, let

∫

S↓

f dνα =
Γ (1− 1/α)

kα
E
�

Σ1 f
�

∆/Σ1

�

�

where kα := Γ (2−α)/[α (α−1)]. Observe that the random point measure
∑

i≥1 δ∆i
on (0,∞) with atoms

(∆i , i ≥ 1) is a Poisson Point Process with intensity measure Π1/α.

Scaling limits of Markov branching trees. Self-similar fragmentation trees bear a close relationship with
Markov branching trees. Let ι : P<∞ → S

↓
1 be such that if λ = (λ1, . . . ,λp) is in Pn, then ι(λ) :=

(λ1/n, . . . ,λp/n, 0, 0, . . . ).

Theorem 3.7 ([30], Theorems 5 and 6). − Let (qn)n∈N be the sequence of first-split distributions of a
Markov branching family MBL,q and for all adequate n≥ 1, set q̄n := qn ◦ ι−1. Suppose there exists a
fragmentation pair (γ,ν) and a slowly varying function ` such that, for the weak convergence of finite
measures on S↓,

nγ`(n) (1− s1) q̄n(ds) −−−→
n→∞

(1− s1)ν(ds).

For all n ∈ N, let Tn have distribution MBL,q
n and set µn :=

∑

u∈L(Tn)
δu the counting measure on the

leaves of Tn.
− Let (qn−1)n∈N be the sequence associated to a Markov branching family MBq. Assume that there exists a

fragmentation pair (γ,ν) and a slowly varying function ` with either γ < 1 or γ = 1 and `(n)→ 0 such
that nγ`(n) (1− s1) q̄n(ds)⇒ (1− s1)ν(ds). For each n ∈ N, let Tn be a MBq

n tree and endow it with its
counting measure µn.

Under either set of assumptions, with respect to the GHP topology on Tc ,
�

1
nγ`(n)

Tn,
1
n
µTn

�

−−−→
n→∞

Tγ,ν in distribution.

The following useful result on the heights of Markov branching also holds.

Lemma 3.8. Suppose that (qn)n∈N satisfies the assumptions of Theorem 3.7 with respect to a given frag-
mentation pair (γ,ν) and a slowly varying function `. Then for any p > 0, there is a finite constant hp

such that

sup
n∈N

E

�

� |Tn|
nγ`(n)

�p
�

≤ hp and E
�

|T|p
�

≤ hp

where T is a (γ,ν)-fragmentation tree and, as in Theorem 3.7, Tn has distribution either MBq
n or MBL,q

n .

Proof. See [25, Section 5.3] for the continuous setting and [30, Lemma 33] plus [30, Section 4.5] for the
discrete one. �

Concatenation of fragmentation trees. Fix a fragmentation pair (γ,ν) and let (Ti)i≥1 be a sequence of
i.i.d. (γ,ν)-fragmentation trees. For all i ≥ 1, note µi the measure of Ti . Fix s in S↓ and set (T〈s〉,µ〈s〉) :=



(sγi Ti , siµi) ; i ≥ 1
�

.

Lemma 3.9. With these notations, (T〈s〉,µ〈s〉) a.s. belongs to Tc .

Proof. Clearly T〈s〉 is an R-tree and its total mass is µ〈s〉(T〈s〉) =
∑

i≥1 siµi(Ti) = ‖s‖ which is finite. It only
remains to show that it is compact or, in light of Lemma 3.3, that sγi |Ti | a.s. converges to 0 as i grows to
infinity. Since s is summable, for any positive ε,

∑

i≥1 P
�

sγi |Ti |> ε
�

≤
∑

i≥1
si

ε1/γ
E
�

|T1|1/γ
�

≤
1
ε1/γ

E
�

|T1|1/γ
�

‖s‖<∞
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Background on scaling limits Fragmentation trees

where we have used Markov’s inequality and the fact that |Ti |1/γ ∈ L1 (see Lemma 3.8). Borel-Cantelli’s
lemma then allows us to deduce that sγi |Ti | → 0 a.s. as i→∞. �

Lemma 3.10. For all fixed s in S↓, E
�

dGHP(T〈s〉,T〈r〉)
�

converges to 0 as r→ s.

Proof. For all n≥ 0, in light of Lemmas 3.1 and 3.4,

dGHP

�

T〈s〉,T〈r〉
�

≤
n
∑

i=1

�

�

|sγi − rγi | |Ti |
�

∨ |si − ri |
�

+
∑

i>n

�

si + ri

�

+ sup
i>n

�

sγi |Ti |
�

+ sup
i>n

�

rγi |Ti |
�

.

If γ≤ 1, t 7→ tγ is concave, hence Jensen’s inequality gives

E

�

sup
i>n

�

sγi |Ti |
�

�

= E

��

sup
i>n

si |Ti |1/γ
�γ�

≤
�

E
�

sup
i>n

si |Ti |1/γ
�

�γ

≤ E
�

|T1|1/γ
�γ
�

∑

i>nsi

�γ
,

otherwise, if γ > 1, since (si) is non-increasing, for all i > n, sγi ≤ sγ−1
n+1si which implies

E

�

sup
i>n

�

sγi |Ti |
�

�

≤ sγ−1
n+1 E

�

sup
i>n

�

si |Ti |
�

�

≤ E
�

|T1|
�

sγ−1
n+1

∑

i>n
si ≤ E

�

|T1|
�

�

∑

i>n si

�γ
.

Consequently, there is a constant C ≥ 0 independent of γ such that for all integer n and s in S↓,
E
�

supi>n sγi |Ti |
�

≤ C
�∑

i>n si

�γ
. Hence, for all s and r in S↓ and any n≥ 1

E
�

dGHP(T〈s〉,T〈r〉)
�

≤ ‖s− r‖+E
�

|T1|
�

n
∑

i=1
|sγi − rγi |+

∑

i>n

�

si + ri

�

+ C
�

�

∑

i>n
si

�γ
+
�

∑

i>n
ri

�γ
�

.

As a result,
lim sup

r→s
E
�

dGHP(T〈s〉,T〈r〉)
�

≤ inf
n≥1

2
∑

i>nsi + 2 C
�

∑

i>n si

�γ
= 0.

�

3.2.2 Fragmentation trees with immigration. We say that a non-negative Borel measure I on S↓ is an
immigration measure if it satisfies

∫

S↓
(1∧ ‖s‖) I(ds)<∞. We will say that two such measures I and J are

equivalent if (1∧ ‖s‖) I(ds) = (1∧ ‖s‖) J(ds), i.e. if |I − J | is supported by {0}.
Fix an immigration measure I such that I(S↓) > 0 and let (γ,ν) be a fragmentation pair. Let Σ =

∑

n≥1 δ(un,sn) be a Poisson point process on R+ × S↓ with intensity du ⊗ I(ds) independent of a family
(X(n,k), n≥ 1, k ≥ 1) of i.i.d. (γ,ν)-fragmentation processes. Define the S↓-valued process X as follows:

X=
�

X(t), t ≥ 0
�

:=

�

�

sn,kX(n,k)
�

s−γn,k(t − un)
�

; n≥ 1 : un ≤ t, k ≥ 1
�↓

; t ≥ 0

�

.

We call X a fragmentation process with immigration with parameters (γ,ν, I). It describes the evolution
of the masses of a cluster of independently fragmenting objects, where new objects of sizes sn appear, or
immigrate, at time un. These processes were introduced in [26].

Similarly to pure fragmentation processes, the genealogy of these immigrations and fragmentations
can be encoded as an infinite weighted R-tree (see [27]), say (T(I), d,ρ,µ), such that if for all t ≥ 0, we
note {Ti(t) : i ≥ 1} the set of the closures of the bounded connected components of T(I) \ (T(I)|t), then

�

�

µ[Ti(t)] ; i ≥ 1
�↓

; t ≥ 0
�

is a (γ,ν, I)-fragmentation process with immigration. Let TI
γ,ν be the distribution of (T(I), d,ρ,µ).
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Point process construction. The construction of (γ,ν)-fragmentation trees with immigration I described
in [27] can be expressed using Poisson point processes, concatenated (γ,ν)-fragmentation trees and
the continuous grafting application G from the end of Section 3.1.1. Let Σ =

∑

i≥1 δ(ui ,si) be a Poisson
point process on R+ × S↓ with intensity du⊗ I(ds) and (Ti, j ,µi, j)i, j≥1 be i.i.d. (γ,ν)-fragmentation trees
independent of Σ. For all i ≥ 1, set

Ti :=



(sγi, jTi, j , si, jµi, j); j ≥ 1
�

,

the concatenation of (Ti, j; j ≥ 1) with respective masses si, j . Define T(I) as the tree obtained by grafting Ti

at height ui on an infinite branch for each i ≥ 1, i.e.

T(I) := G
�

�

(ui ,Ti) : i ≥ 1
	

�

.

The random tree T(I) has distribution TI
γ,ν.

Observe that for all K ≥ 0, we can write the total mass grafted on the infinite branch at height less
than K as an integral against the point-process Σ:

∑

i≥1 1ui≤KµTi
(Ti) =

∑

i≥1 1ui≤K‖si‖=
∫

1u≤K ‖s‖Σ(du, ds).

Since
∫

1 ∧
�

1u≤K ‖s‖
�

du I(ds) = K
∫

(1 ∧ ‖s‖)I(ds) <∞, we may use Campbell’s theorem (see [38,
Section 3.2]) and claim that

∫

1u≤K ‖s‖Σ(du, ds)<∞ a.s.. The second condition of Lemma 3.6 is thus
met. Moreover, for all i ≥ 1,

E
�

|Ti |1/γ
�

�Σ
�

= E
�

sup j≥1 si, j |Ti, j |1/γ
�

�Σ
�

≤
∑

j≥1si, jE
�

|T1,1|1/γ
�

≤ E
�

|T1,1|1/γ
�

‖si‖

where we have used the fact that (Ti, j)i, j is an i.i.d. family independent of Σ. Markov’s inequality therefore
implies that

∑

i≥1

1ui≤K P
�

|Ti | ≥ ε|Σ
�

≤
∑

i≥1

1ui≤Kε
−1/γE

�

|Ti |1/γ|Σ
�

≤
E
�

|T1,1|1/γ
�

ε1/γ

∑

i≥1

1ui≤K‖si‖

which is, according to Campbell’s formula, a.s. finite. Consequently, using Borel-Cantelli’s lemma, we
deduce that conditionally on Σ, with probability one, there are finitely many indices i ≥ 1 such that ui ≤ K
and Ti is higher than ε. It follows from Lemma 3.6 that T(I) is a.s. T-valued.

Remark 3.7. Let I be an immigration measure and suppose that there exists some positive γ such that
for any measurable F : S↓ → R+ and c > 0, c

∫

F(s) I(ds) =
∫

F(c1/γs) I(ds). Then, for any dislocation
measure ν, a (γ,ν, I)-fragmentation tree with immigration (T,µ) satisfies the following self-similarity
property: for any positive m, (mγT, mµ) has the same distribution as (T,µ). Furthermore, for any positive
c, (T, cµ) is a (γ, cγν, cγ I)-fragmentation tree with immigration and so is (c−γT,µ).

Relationship to compact fragmentation trees. Let (γ,ν) be a fragmentation pair and I an immigration
measure with I(S↓) > 0. Theorem 17 in [27] states that under suitable conditions, if (T,µT) denotes a
(γ,ν)-self-similar fragmentation tree, then (mγT, mµT) converges to TI

γ,ν in distribution as m→∞ with
respect to the extended GHP topology.

For instance, Theorem 11 (iii) in [5], states that if (T,µT) is a standard Brownian tree then when
m→∞, (m1/2T, mµT) converges in distribution to the “self-similar CRT”. This result was reformulated in
terms of fragmentation trees in [27, Section 1.2]: (m1/2T, mµT) converges in distribution as m→∞ to
a (1/2,νB, IB)-fragmentation tree with immigration, where νB is the Brownian dislocation measure (see
Section 3.2.1) and the Brownian immigration measure IB is defined for all measurable f : S↓→R+ by

∫

F dIB :=
�

2
π

�1/2
∫

[0,∞)

f (x , 0, 0, . . . )
x3/2

dx .

We will call a (1/2,νB, IB)-fragmentation tree with immigration a immigration Brownian tree.
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Set α ∈ (1, 2) and recall the notations used to define να in Section 3.2.1, in particular, that ∆ denotes
the decreasing rearrangement of the jumps on [0, 1] of an 1/α-stable subordinator with Laplace exponent
λ 7→ − log E[exp(−λΣt)] = λ1/α and that kα = Γ (2−α)/[α (α− 1)]. Let I (α) be the immigration measure
defined for all measurable F : S↓→R+ by

∫

S↓

F dI (α) =
1
kα

∫ ∞

0

E
�

F(tα∆)
�

tα
dt.

In [27, Section 5.1], it was observed that if (T,µT) is an α-stable tree, then (m1−1/αT, mµT) converges in
distribution to a (1− 1/α,να, I (α))-fragmentation tree with immigration as m→∞. These trees coincide
with the α-stable immigration Lévy trees introduced in [22, Section 1.2].

3.3 Convergence of point processes

With the notations used in Section 3.2.2, letΠ :=
∑

i≥1 δ(ui ,si ,Ti). It is a Poisson point process on R+×S↓×Tc

with intensity du ⊗ I(ds, dτ) where the measure I on S↓ × Tc is defined as follows: let (τi ,µi)i≥1

be a sequence of i.i.d. (γ,ν)-fragmentation trees and for any s in S↓, similarly to Section 3.2.1, set
τ〈s〉 :=




(sγi τi , siµi) ; i ≥ 1
�

and for all G : S↓ ×Tc →R+, let
∫

G dI :=
∫

E[G(s,τ〈s〉)] I(ds).
Moreover, recall from the construction of Markov branching trees with a unique infinite spine (see

Remark 2.4) that a tree T with distribution MBq,q∞
∞ is obtained by grafting at each height n of an infinite

branch a tree Tn, where the sequence (Tn)n≥0 is i.i.d., is such that for all n≥ 0, Λn := Λ(Tn) has distribution
q∗ = q∞(∞, · ) and conditionally onΛn = λ in P<∞, Tn has distribution MBq

λ
. As a result, T is characterised

by the point process
∑

n≥0 δ(n,Λn,Tn) (or simply by
∑

n≥0 δ(n,Tn)).
Therefore, when considering scaling limits of such trees, it seems natural to take a step back and

instead consider the convergence of the underlying point processes on R+ × S↓ ×Tc . We will follow the
spirit of [27, Section 2.1.2] and introduce a topology on the set of such point measures adequate for our
forthcoming purposes.

Let R be the set of integer-valued Radon measures on R+ × S↓ × Tc which integrate the func-
tion (u, s,τ) 7−→ 1u≤K‖s‖ for all K ≥ 0. Two measures µ and ν in R will be called equivalent when
‖s‖µ(du, ds, dτ) = ‖s‖ν(du, ds, dτ), meaning that |µ− ν| is supported by R+ × {0} ×Tc .

Note F the set of continuous functions F : R+ × S↓ ×Tc −→ R+ such that there is K ≥ 0 satisfying
F(u, s,τ)≤ 1u≤K‖s‖ for all (u, s,τ). If ζ is a random element of R, we define its Laplace transform as the
application Lζ : F→R+, defined by Lζ(F) := E

�

exp
�

−
∫

F dζ
��

for all F in F.
If µn, n ≥ 1 and µ are elements of R, we will say that µn → µ i.f.f. for all F ∈ F,

∫

F dµn →
∫

F dµ.
Appendix A7 of [35] ensures that when endowed with the topology induced by this convergence, R is
a Polish space. Moreover, Theorems 4.2 and 4.9 of [35] give the following criterion for convergence in
distribution of elements of R.

Proposition 3.11 ([35]). Let ξn, n ≥ 1 and ξ be R-valued random variables. Then ξn converges to ξ in
distribution with respect to the topology on R i.f.f. for all F ∈F, Lξn

(F)→ Lξ(F).

The following extension of the Portmanteau theorem to finite measures with any mass will be useful.

Lemma 3.12. Set (M , d) a metric space and let µn, n ≥ 1 and µ be finite Borel measures on M. Then µn

converges weakly to µ i.f.f. for any bounded Lipschitz-continuous function f : M →R,
∫

f dµn converges to
∫

f dµ as n goes to infinity.

Proof. Suppose
∫

f dµn →
∫

f dµ for all Lipshitz-continuous functions f : M → R. Observe that since
constant applications are Lipschitz-continuous, our assumption implies that µn(M)→ µ(M). Therefore, if
µ(M) = 0, we directly get µn⇒ µ.

18



Scaling limits of infinite Markov-branching trees

Otherwise, there exists n0 such that µn(M) > 0 for all n ≥ n0. For all such n, let µ̃n := [µn(M)]−1µn

and µ̃ := [µ(M)]−1µ which are probability measures. It ensues from the usual Portmanteau theorem
and our assumption that µ̃n ⇒ µ̃. As a result, for any bounded continuous function f , as n goes to∞,
∫

f dµn = µn(M)
∫

f dµ̃n→ µ(M)
∫

f dµ̃=
∫

f dµ which is to say that µn⇒ µ. �

4 SCALING LIMITS OF INFINITE MARKOV-BRANCHING TREES

In this section, we will state and prove our main result on scaling limits of infinite Markov branching trees
as well as its corollary on their volume growth.

Let N be an infinite subset of N containing 1 and let q = (qn−1)n∈N be a sequence of first-split
distributions where for each n, qn−1 is supported by

�

λ ∈ Pn−1 : λi ∈ N, i = 1, . . . , p(λ)
	

. Recall from
Section 2.2.1 that the associated Markov branching family MBq is well defined. Furthermore, let q∞ be
a probability measure on P∞ supported by the set

�

(∞,λ) : λ ∈ P<∞,λi ∈ N, i = 1, . . . , p(λ)
	

. In this
way, the probability measure MBq,q∞

∞ on T∞ is also well defined and a.s. yields trees with a unique infinite
spine. To lighten notations, let q∗ := q∞(∞, · ) which is a probability measure on P<∞.

In the remainder of this section, we will assume that:
(S) There exist some γ > 0 and a dislocation measure ν on S↓, such that nγ(1− s)q̄n(ds)⇒ (1− s)ν(ds).

In particular, Theorem 3.7 and Lemma 3.8 hold.
(I) There exists an immigration measure I on S↓ such that if Λ has distribution q∗, for any continuous

F : S↓→R+ with F(s)≤ 1∧ ‖s‖, R E
�

F(Λ/R1/γ)
�

→
∫

F dI as R→∞.

Remark 4.1. Under Assumption (I), the immigration measure I satisfies the self-similarity condition
exposed in Remark 3.7.

Theorem 4.1. Let T be an infinite Markov branching tree with distribution MBq,q∞
∞ endowed with its counting

measure µT . Under Assumptions (S) and (I), if γ < 1, with respect to the extended GHP topology,
�

T
R

,
µT

R1/γ

�

−−−→
R→∞

TI
γ,ν

in distribution, where TI
γ,ν denotes the distribution of a (γ,ν, I)-fragmentation tree with immigration.

Let T be a fixed element of T. We define its volume growth function as the application VT : R+→R+,
R 7→ µT (T |R). In other words, VT(R) is the mass or volume of the closed ball T |R. Once Theorem 4.1 is
proved, we will be interested in the volume growth processes associated to these trees.

Proposition 4.2. Suppose the assumptions of Theorem 4.1 are met. Let T be an infinite Markov branching
tree with distribution MBq,q∞

∞ and (T,µT) be a (γ,ν, I)-fragmentation tree with immigration. Then, the volume
growth function of (T/R,µT/R

1/γ) converges in distribution to that of (T,µT) with respect to the topology of
uniform convergence on compacts of R+. In particular

µT (T |R)
R1/γ

(d)
−−−→
R→∞

µT(T|1).

We may adapt the proofs of Theorem 4.1 and Proposition 4.2 to get the following theorem.

Theorem 4.3. Let T be an infinite Markov branching tree with distribution MBL,q,q∞
∞ and endow it with the

counting measure µT on the set of its leaves. If Assumptions (S) and (I) hold for (qn)n and q∞ respectively,
then the conclusions of both Theorem 4.1 and Proposition 4.2 hold.

Remark 4.2. Instead of Assumption (I), we may assume that
(I′) There exists α < 1/γ and an immigration measure I on S↓ such that if Λ is distributed according

to q∗, R E
�

F(Λ/Rα)
�

→
∫

F dI for any continuous F : S↓→R+ with F(s)≤ 1∧ ‖s‖.
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If T has distribution MBq,q∞
∞ and is endowed with its counting measure µT under (S) and (I′), we get

that (T/R,µT/R
α) converges in distribution to the infinite branch R+ endowed with the random measure

µ =
∑

i≥1 ‖si‖δui
, where {(ui , si); i ≥ 1} are the atoms of a Poisson point process Σ on R+ × S↓ with

intensity du⊗ I(ds). The tree (R+,µ) encodes the genealogy of a pure immigration process. Furthermore,
µT (T |R)/Rα converges in distribution to µ([0,1]) =

∫

[0,1]×S↓ ‖s‖Σ(ds).
Similarly, if T is distributed according to MBL,q,q∞

∞ and is endowed with the counting measure on its
leaves, the same results hold under (S) and (I′).

To prove Theorem 4.1, we will first study the convergence of the underlying point processes in Section 4.1
which will give us more leeway to manipulate the corresponding trees and end the proof in Section 4.2.
Section 4.3 will then focus on proving Proposition 4.2.

4.1 Convergence of the associated point processes

Since (Tc , dGHP) is Polish, in light of Assumption (S), Theorem 3.7 and Skorokhod’s representation theorem,
we can find an i.i.d. sequence [(Ti,n)n∈N,Ti]i≥1, where for each i ≥ 1, the family (Ti,n)n∈N,Ti of random
trees is such that:
− Ti,n has distribution MBq

n,
− Ti is a (γ,ν) self-similar fragmentation tree,
− (Ti,n/n

γ,µTi,n
/n) =: T i,n a.s. converges to Ti as n→∞.

For λ = (λ1, . . . ,λp) ∈ P<∞, let T[λ] := ¹Ti,λi
; 1 ≤ i ≤ pº. For any s ∈ S↓, let T〈s〉 := 〈(sγi Ti , siµTi

); i ≥ 1〉
which is a compact R-tree (see Lemma 3.9).

Finally, let Λ be a random finite partition with distribution q∗ independent of [(Ti,n)n∈N,Ti]i≥1, and
for any R ≥ 1, set q(R) as the distribution of Λ/R1/γ. With these notations, Assumption (I) becomes:
R (1∧ ‖s‖)q(R)(ds)⇒ (1∧ ‖s‖) I(ds) as finite measures on S↓.

Lemma 4.4. Let K ⊂ S↓ be compact. Then sups∈K

∑

i>n si → 0 as n goes to infinity.

Proof. Assume the contrary, i.e. that there exists a sequence (s(n))n≥1 in K and a positive constant c such
that

∑

i>n s(n)i > c for all n ≥ 1. Since K is compact, we can find a subsequence (s(nk))k and s ∈ K such
that ‖s(nk) − s‖ → 0 as k→∞. Consequently, 0< c ≤

∑

i>nk
s(nk)
i ≤

∑

i>nk
si + ‖s(nk) − s‖ → 0 as k→∞,

which is a contradiction. �

Fix G : S↓ ×Tc → R+ a 1-Lipschitz function satisfying G(s, · ) ≤ 1∧ ‖s‖ for any s ∈ S↓. Moreover, set
g : S↓→R+ the function defined by g(s) := E[G(s,T〈s〉)].

Lemma 4.5. We have

R E

�

G
�

R−1/γΛ, (R−1T[Λ], R−1/γµT[Λ])
�

�

−−−→
R→∞

∫

S↓

E
�

G(s,T〈s〉)
�

I(ds).

Proof. Clearly, g(s)≤ 1∧ ‖s‖. Moreover, for any s and r in S↓,
�

�g(s)− g(r)
�

�≤ E
�
�

�G(s,T〈s〉)− G(r,T〈r〉)
�

�

�

≤ ‖s− r‖+E
�

dGHP

�

T〈s〉,T〈r〉
��

−−→
r→s

0

where we have used Lemma 3.10. Therefore, g is continuous and Assumption (I) ensures that

R E

�

G
�

R−1/γΛ,
�

R−1T〈Λ〉, R−1/γµT〈Λ〉

�

�

�

= R E
�

g(R−1/γΛ)
�

−−−→
R→∞

∫

S↓

g(s) I(ds).

Consequently, it will be sufficient to prove that as R→∞,

R E

�
�

�

�G
�

R−1/γΛ, (R−1T[Λ], R−1/γµT[Λ])
�

− G
�

R−1/γΛ, (R−1T〈Λ〉, R−1/γµT〈Λ〉
)
�

�

�

�

�

≤ R E
�

�

1∧ R−1/γΛ
�

∧ dGHP

�

(R−1T[Λ], R−1/γµT[Λ]), (R
−1T〈Λ〉, R−1/γµT〈Λ〉

)
��

=:∆R −→ 0.
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For all n≥ 1, thanks to Lemma 3.4 we get

dGHP

�

(R−1T[Λ], R−1/γµT[Λ]), (R
−1T〈Λ〉, R−1/γµT〈Λ〉

)
�

≤
n
∑

i=1

dGHP

�

(R−1Ti,Λi
, R−1/γµTi,Λi

), (R−1Λ
γ
i Ti , R−1/γΛiµTi

)
�

+ sup
i>n

�

Λ
γ
i

R
|T i,Λi

|
�

+ sup
i>n

�

Λ
γ
i

R
|Ti |
�

+ 2
∑

i>n

Λi

R1/γ
,

and for each i ≥ 1, Lemma 3.1 gives

dGHP

�

(R−1Ti,Λi
, R−1/γµTi,Λi

), (R−1Λ
γ
i Ti , R−1/γΛiµTi

)
�

≤
�

Λ
γ
i

R
∨
Λi

R1/γ

�

dGHP

�

T i,Λi
,Ti

�

.

Let ε > 0 be fixed. As a result of Assumption (I), the sequence R (1∧ ‖s‖)q(R)(ds), R≥ 1 is tight and
so there exists a compact subset K of S↓ such that supR≥1 R

∫

(1∧ ‖s‖)
�

1− 1K(s)
�

q(R)(ds)< ε. Moreover,
as a compact subset, K is bounded, i.e. sups∈K ‖s‖= C <∞.

For all n≥ 1, recall that dGHP(T 1,n,T1)≤ 2∨ |T 1,n| ∨ |T1|. As a result, thanks to Lemma 3.8,

supn E
�

�

dGHP(T 1,n,T1)
�2�≤ 3

�

22 + supn E
�

|T 1,n|2
�

+E
�

|T1|2
�

�

≤ 12+ 6 h2 <∞,

so the sequence
�

dGHP(T 1,n,T1)
�

n is bounded in L2. Since by assumption, it converges to 0 a.s., it also
does in L1. Furthermore, supn E[dGHP(T 1,n,T1)] =: D is finite. Consequently, and because the sequence
of families

�

(Ti,n)n,Ti

	

i≥1 is i.i.d., for any η > 0, there exists N such that for all i ≥ 1 and n ≥ N ,
E
�

dGHP

�

T i,n,Ti

��

< η. This gives the rather crude following bound

E
�

dGHP(T i,n,Ti)
�

≤ D 1n<N +η.

For all δ > 0, in light of Lemma 4.4, there exists an integer mK ,δ which depends only on K and δ such
that sups∈K

∑

i>mK ,δ
si < δ. Then for all R≥ 1 and λ ∈ P<∞ with λ/R1/γ ∈ K , if γ≤ 1, Jensen’s inequality

gives

E

�

sup
i>mK ,δ

�

λ
γ
i

R
|T i,λi

|
�

�

≤
�

E

�

sup
i>mK ,δ

λi

R1/γ
|T i,λi

|1/γ
�

�γ

≤
�

∑

i>mK ,δ

λi

R1/γ
E
�

|T i,λi
|1/γ

�

�γ

≤ (h1/γ)
γ δγ

where h1/γ is the constant from Lemma 3.8. Otherwise, if γ > 1, since (λi)i≥1 is a non-increasing sequence,

E

�

sup
i>mK ,δ

�

λ
γ
i

R
|T i,λi

|
�

�

≤
�λmK ,δ+1

R1/γ

�γ−1

E

�

sup
i>mK ,δ

λi

R1/γ
|T i,λi

|
�

≤ δγ−1
∑

i>mK ,δ

λi

R1/γ
E
�

|T i,λi
|
�

≤ h1 δ
γ

where h1 is defined as in Lemma 3.8. Similarly,

E

�

sup
i>mK ,δ

�

λ
γ
i

R
|Ti |
�

�

≤

(

(h1/γ)γ δγ if γ≤ 1,

h1 δ
γ if γ > 1.

In summary, for all λ in P<∞ such that λ/R1/γ belongs to K , we get that

E

�

∑

i>mK ,δ

λi

R1/γ

�

≤ δ and E

�

sup
i>mK ,δ

�

λ
γ
i

R
|T i,λi

|
�

+ sup
i>mK ,δ

�

λ
γ
i

R
|Ti |
�

�

≤ Bδγ

for some finite constant B independent of ε, η, δ and K .
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Therefore, for all positive ε, δ and η,

∆R ≤ ε + R E

�

1K

�

Λ

R1/γ

��

1∧
‖Λ‖
R1/γ

�

∧
�mK ,δ
∑

i=1

�

Λ
γ
i

R
∨
Λi

R1/γ

�

E

�

dGHP

�

T i,Λi
,Ti

�

�

�

�Λ

�

+E

�

sup
i>mK ,δ

Λ
γ
i

R
|T i,Λi

|+ sup
i>mK ,δ

Λ
γ
i

R
|Ti |+ 2

∑

i>mK ,δ

Λi

R1/γ

�

�

�Λ

�

��

≤ ε + R E

�

�

1∧
‖Λ‖
R1/γ

�

∧
�

(C + Cγ)mK ,δη+
�Nγ

R
+

N
R1/γ

�

mK ,δD+ 2δ+ Bδγ
�

�

.

Let δ be such that (δ+δγ)B < ε and set η < ε/[(C + Cγ)mK ,δ]. Because of Assumption (I), we therefore
get that lim supR→∞ ∆R ≤ O(ε) from which it follows that ∆R→ 0. �

Since the conclusion of Lemma 4.5 is met for any Lipschitz continuous function G : S↓ ×Tc →R+ with
G(s, · )≤ 1∧ ‖s‖, Lemma 4.5 gives the following corollary:

Corollary 4.6. The convergence of Lemma 4.5 holds for any continuous G with G(s, · )≤ 1∧ ‖s‖.

We will now prove that the point processes associated to adequately rescaled Markov branching trees
with a unique infinite spine converge in distribution to the point process associated to fragmentation trees
with immigration. Let Π be a Poisson point process on R+ × S↓ ×Tc with intensity du⊗I(ds, dτ), where
I is the measure defined at the beginning of Section 3.3. Observe that for all K ≥ 0,

∫

1u≤K

�

1∧ ‖s‖
�

du⊗I(ds, dτ) = K
∫

S↓

�

1∧ ‖s‖
�

I(ds)<∞.

Campbell’s theorem (see [38, Section 3.2]) therefore ensures thatΠ a.s. satisfies the integrability conditions
necessary to belong to the set R of point measures on R+ × S↓ ×Tc defined in Section 3.3.

Let T have distribution MBq,q∞
∞ . By construction of Markov branching trees with a unique infinite

spine (see Remark 2.4), there exists a sequence (Λn, Tn)n≥0 of i.i.d. random variables such that T =
b∞

⊗

n≥0(vn, Tn), where Λn is distributed according to q∗ and conditionally on Λn = λ, Tn has distribution
MBq

λ
. For all R ≥ 1, let ΠR be the point process associated to (T/R,µT/R

1/γ), i.e. the R-valued random
variable defined for all measurable f : R+ × S↓ ×Tc −→R+ by

∫

f dΠR :=
∑

n≥0 f
�

n/R, Λn/R
1/γ, (Tn/R,µTn

/R1/γ)
�

.

Lemma 4.7. With respect to the topology on R introduced in Section 3.3, ΠR converges to Π in distribution
as R goes to infinity.

Proof. In light of Proposition 3.11, it will be enough to prove that for any function F in the set F, the
Laplace transform of ΠR evaluated in F converges to that of Π. Fix such F in F and recall that it is
continuous and that there exists K ≥ 0 such that 0 ≤ F(u, s,τ) ≤ ‖s‖1u≤K for all (u, s,τ). Campbell’s
theorem for Poisson point processes gives

LΠ(F) = exp
�

−
∫ �

1− e−F(u,s,τ)
�

du⊗I(ds, dτ)
�

.

For all R≥ 1 and u≥ 0, set

ϕR(u) := R E
�

1− exp
�

− F
�

u,Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
�

��

,

and ϕ(u) :=
∫

E
�

1− exp
�

− F[u, s,T〈s〉]
��

I(ds).

Using these notations, we may write log LΠ(F) = −
∫ K

0 ϕ(u)du and thanks to the i.i.d. nature of the
sequence (Λn, Tn)n≥0, for all R≥ 1,

log LΠR
(F) = −

∑bKRc
n=0 log E

�

exp
�

− F
�

n/R,Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
�

��

= −
∑bKRc

n=0 log
�

1− 1/R ·ϕR(n/r)
�

.
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The functions ϕR, R≥ 1 and ϕ all have support in [0, K] and are continuous (in light of the dominated
convergence theorem). Observe that 0≤ 1− e−F(u,s,τ) ≤ 1∧ ‖s‖. From Corollary 4.6, we know that for all
fixed u≥ 0, ϕR(u)→ ϕ(u) as R→∞ and that furthermore

supR≥1 supu≥0 ϕR(u)≤ supR≥1 R E
�

1∧ (‖Λ0‖/R1/γ)
�

<∞,

i.e. that the sequence (ϕR)R≥1 is uniformly bounded by a finite constant, say C . Let ε be positive. It also
follows from Corollary 4.6 that there exists a compact subset A of S↓ ×Tc with

supR≥1 R E
�

�

1∧ (‖Λ0‖/R1/γ)
�

· 1Ac

�

Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
�

�

< ε.

Recall that F is continuous, hence there exists δ > 0 such that for any (u, s,τ) and (u′, s′,τ′) in the compact
set [0, K]× A, if |u− u′|+ ‖s− s′‖+ dGHP(τ,τ′) < δ, then |F(u, s,τ)− F(u′, s′,τ′)| < ε. As a result, and
because x 7→ e−x is 1-Lipschitz continuous on R+, for all R≥ 1 and u, v in [0, K] with |u− v|< δ,

�

�ϕR(u)−ϕR(v)
�

�≤ R E

�

1∧
�

�F
�

u,Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
�

− F
�

v,Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
��

�

�

≤ ε + R E

�

�

ε ∧ (‖Λ0‖/R1/γ)
�

· 1A

�

Λ0/R
1/γ, (T0/R,µT0

/R1/γ)
�

�

= O(ε).

This ensures that the sequence (ϕR)R≥1 is equicontinuous on [0, K]. It follows from the Arzelà-Ascoli
theorem that ϕR converges uniformly to ϕ. In turn, we deduce that

�

�

�

1
R

∑bKRc
n=0ϕR(n/R)−

1
R

∑bKRc
n=0ϕ(n/R)

�

�

�≤
KR+ 1

R
sup

0≤u≤K

�

�ϕR(u)−ϕ(u)
�

� −−−→
R→∞

0.

Moreover, because supR≥1,u≥0ϕR(u)≤ C ,
�

�

�log LΠR
(F)− 1/R ·

∑bKRc
n=0ϕR(n/R)

�

�

�=
∑bKRc

n=0

�

�

�1/R ·ϕR(n/R)− log
�

1− 1/R ·ϕR(n/R)
�

�

�

�

≤ (KR+ 1)
�

�C/R− log(1− C/R)
�

�= O(1/R) −−−→
R→∞

0

where we have used the fact that the application [0, 1)→R+, x 7→ x − log(1− x) increases with x . Finally,
as Riemann sums of the continuous function ϕ,

1
R

∑bKRc
n=0ϕ(n/R) −−−→R→∞

∫ K

0 ϕ(u)du= log LΠ(F).

In summary, log LΠR
(F)→ log LΠ(F) when R→∞. �

4.2 Proof of Theorem 4.1

Now that we know that the underlying point processes converge, we can prove convergence of the trees
themselves.

Recall that the topology we defined on R in Section 3.3 makes it a Polish topological space. As
such, Skorokhod’s representation theorem holds for R-valued random variables. In particular, because of
Lemma 4.7, there exist:
− A Poisson point process Π with intensity du⊗I(ds, dτ),
− A family

�

(Λ(R)n ,τ(R)n )n≥0; R ∈N
	

such that for all fixed R ≥ 1, (Λ(R)n ,τ(R)n )n≥0 is an i.i.d. sequence,
Λ(R)n follows q∗ and conditionally on Λ(R)n = λ, τ(R)n has distribution MBq

λ
and is endowed with the

measure µτ(R)n
:=
∑

u∈τ(R)n
δu,

such that if for any R we letΠR be the random element of Rdefined for all measurable f : R+×S↓×Tc −→R+

by
∫

f dΠR :=
∑

n≥0 f
�

n/R,Λ(R)n /R
1/γ, (τ(R)n /R,µτ(R)n

/R1/γ)
�

, then ΠR a.s. converges to Π when R→∞.
Let {(ui , si ,Ti); i ≥ 1} be the atoms ofΠ and set Σ :=

∑

i≥1 δ(ui ,si). By definition of the intensity measure
of Π, there exists a family {Ti, j ; i, j ≥ 1} of i.i.d. (γ,ν)-fragmentation trees independent of Σ such that for
all i ≥ 1, Ti := 〈(sγi, jTi, j , si, jµTi, j

); j ≥ 1〉. Set T(I) := G({(ui ,Ti); i ≥ 1}) where G is the continuous grafting
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application defined in Section 3.1.2 and recall that it is a (γ,ν)-fragmentation tree with immigration I (see
Section 3.2.2). For all ε > 0, let

T(I)ε := G
�

{(ui ,Ti); i ≥ 1,‖si‖ ≥ ε}
�

.

This tree can be thought of as T(I) on which all sub-trees grafted on the spine with mass less than ε have
been cut away. Observe that because of the definition of the application G, the measure on T(I)ε is simply
the restriction of µT(I) to T(I)ε .

For all R, set τ(R) := b∞
⊗

n≥0(vn,τ(R)n ) and note µτ(R) its counting measure. Observe that τ(R) is
distributed according to MBq,q∞

∞ . Let T (R) := (R−1τ(R), R−1/γµτ(R)) be the rescaled infinite Markov branching
tree associated to ΠR. Moreover, for all positive ε, let T (R)ε be the tree obtained by removing from T (R) all
the sub-trees grafted on its spine with mass less than ε, i.e. set

T (R)ε := G
�¦

�

n/R, (R−1τ(R)n , R−1/γµτ(R)n
)
� �

� n≥ 0 : ‖Λ(R)n ‖ ≥ R1/γε
©�

.

The tree T (R)ε is clearly a subset of T (R) and it is endowed with the restriction of µT (R) .

In this section we will endeavour to prove Theorem 4.1. In order to do so, we will use the following
criterion for convergence in distribution.

Theorem 4.8 ([16], Theorem 3.2). Let (M , d) be a metric space. If Xn, X (k)n , X (k), n≥ 1, k ≥ 1 and X are
M-valued random variables satisfying:
(i) For all k ≥ 1, X (k)n ⇒ X (k) as n→∞,
(ii) X (k)⇒ X as k→∞,
(iii) For any positive η, limk→∞ limsupn→∞P

�

d(X (k)n , Xn)> η
�

= 0,
Then Xn converges to X in distribution.

Remark 4.3. Condition (i) is akin to finite-dimensional convergence of Xn to X and Conditions (ii) and (iii)
to tightness of (Xn)n.

In our setting, the sequence (T (R);R ∈ N) of rescaled MBq,q∞
∞ trees will play the role of (Xn)n and

the limit variable X will be T(I), a (γ,ν)-fragmentation tree with immigration I . The intermediate family
(X (k)n )n,k will be replaced by (T (R)ε ;R ≥ 1) with ε→ 0 along some countable subset of (0,∞). Similarly,
we’ll consider T(I)ε trees instead of (X (k))k.

Lemma 4.9. With these notations, T(I)ε a.s. converges to T(I) as ε→ 0 with respect to DGHP.

Proof. For all ε > 0, let Cε be the correspondence between T(I) and T(I)ε defined by Cε :=
�

(x , x) : x ∈
T(I)ε

	

∪
⋃

i≥1:‖si‖<ε
Ti × {ui} and set πε, the boundedly finite Borel measure on T(I) × T(I)ε , such that for all

Borel A, πε(A) :=
∫

T
(I)
ε

1A(x , x)µ
T
(I)
ε
(dx). Let K ≥ 0 be fixed. Note πε|K the restriction of πε to T(I)|K×T(I)ε |K .

The monotone convergence theorem yields

D
�

πε|K ;µT(I) |K ,µ
T
(I)
ε
|K
�

= πε|K(C c
ε )≤

∫

‖s‖1‖s‖<ε1u≤KΣ(du, ds)
a.s.
−−→
ε→0

0.

Let Cε|K := Cε ∩
�

T(I)|K × T(I)ε |K
�

and observe that it is a correspondence between T(I)|K and T(I)ε |K . Its
distortion satisfies

dis Cε|K ≤ 2 sup
¦

|Ti | : i ≥ 1, ui ≤ K ,‖si‖< ε
© a.s.
−−→
ε→0

0.

As a result, dGHP

�

T(I)|K ,T(I)ε |K
�

→ 0 a.s. as ε → 0. Since this holds for all K ≥ 0, Proposition 3.5 (ii)
ensures that DGHP

�

T(I),T(I)ε
�

a.s. converges to 0 when ε→ 0. �

Lemma 4.10. For all positive η,

lim
ε→0

limsup
R→∞

P
�

DGHP

�

T (R), T (R)ε
�

> η
�

= 0.
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Proof. We will proceed in a way similar to the proof of Lemma 4.9. For all R ≥ 1 and ε > 0, define
the correspondence C (R)ε between T (R) and T (R)ε as C (R)ε :=

�

(u, u) : u ∈ T (R)ε
	

∪
�

(u, n/R) : n ≥ 1,‖Λn‖ <
R1/γε, u ∈ τ(R)n

	

and let π(R)ε be the boundedly finite measure T (R) × T (R)ε defined for all Borel set A by
π(R)ε (A) :=

∫

T (R)ε
1A(x , x)µT (R)ε

(dx).

For all K ≥ 0, set C (R)ε
�

�

K := C (R)ε ∩
�

T (R)|K × T (R)ε |K
�

, which is a correspondence between T (R)|K and
T (R)ε |K , and let π(R)ε

�

�

K be the restriction of π(R)ε to T (R)|K × T (R)ε |K . Then, for any non-negative K ,

disT (R)|K ,T (R)ε |K
C (R)ε

�

�

K ≤
2
R

sup
¦

|τ(R)n | : 0≤ n≤ RK , ‖Λ(R)n ‖< R1/γε
©

.

For all n≥ 0 and R≥ 1, |τ(R)n | = 1+sup{|τ(R)n,i | : 1≤ i ≤ p(Λ(R)n )}. Further observe that thanks to Lemma 3.8,
we can find a finite constant h such that for all n≥ 0, R≥ 1 and i = 1, . . . , p(Λ(R)n ), E[(1+ |τ(R)n,i |)

1/γ|Λ(R)n ]≤
hΛ(R)n (i). Therefore, since the sequence (Λ(R)n ,τ(R)n )n≥1 is i.i.d.,

E

�

�

disT (R)|K ,T (R)ε |K
C (R)ε

�

�

K

�1/γ
�

≤ (KR+ 1)
21/γ

R1/γ
E
�

∑p(Λ(R)0 )
i=1 (1+ |τ(R)0,i |)

1/γ1‖Λ(R)0 ‖<R1/γ

�

≤ (KR+ 1)
21/γh
R1/γ

E
�

‖Λ(R)0 ‖1‖Λ(R)0 ‖<R1/γε

�

.

Similarly,

E
�

D
�

π(R)ε

�

�

K ;µT (R)
�

�

K ,µT (R)ε

�

�

K

��

= E
�

π(R)ε

�

�

K

�

(C (R)ε )
c
�

�

= (KR+ 1)
1

R1/γ
E
�

‖Λ(R)0 ‖1‖Λ(R)n ‖<R1/γε

�

.

In light of Assumption (I),

(KR+ 1)
1

R1/γ
E
�

‖Λ(R)0 ‖1‖Λ(R)0 ‖<R1/γε

�

≤ (KR+ 1)E
�

ε ∧
‖Λ(R)0 ‖
R1/γ

�

−−−→
R→∞

K

∫

(ε ∧ ‖s‖) I(ds)

Finally, for any positive η, if K > −2 logη, using Markov’s inequality and the monotone convergence
theorem,

limsup
R→∞

P
�

DGHP

�

T (R), T (R)ε
�

> η
�

≤ lim sup
R→∞

P
�

DGHP

�

T (R)|K , T (R)ε |K
�

> η− 2e−K
�

≤ lim sup
R→∞





E
�

�

disT (R)|K ,T (R)ε |K
C (R)ε

�

�

K

�1/γ�

(η− 2e−K)1/γ
+

E
�

D
�

π(R)ε

�

�

K ;µT (R)
�

�

K ,µT (R)ε

�

�

K

�

�

η− 2e−K





≤
�

21/γKh
(η− e−K)1/γ

+
K

η− e−K

�

∫

(ε ∧ ‖s‖) I(ds) −−→
ε→0

0. �

The next result is both intuitive and easy to prove. Its proof will therefore be left to the reader.

Lemma 4.11. Fix n a positive integer and let Gn be the restriction of G to (R+ ×Tc)n. The application Gn is
continuous for the product topology.

Lemma 4.12. Let K ≥ 0 and ε > 0 be fixed. Almost surely, for any continuous F : R+ × S↓ × Tc → R+

bounded by 1,

limsup
R→∞

∫

F(u, s,τ)1u≤K ,‖s‖≥ε dΠR(u, s,τ)≤
∫

F(u, s,τ)1u≤K ,‖s‖≥ε dΠ(u, s,τ),

and lim inf
R→∞

∫

F(u, s,τ)1u<K ,‖s‖>ε dΠR(u, s,τ)≥
∫

F(u, s,τ)1u<K ,‖s‖>ε dΠ(u, s,τ).

Proof. Let ϕ and ϕn, n ≥ 1 be the applications from R+ × S↓ × Tc to R+ defined for all (u, s,τ) by
ϕ(u, s,τ) := 1u≤K 1‖s‖≥ε and ϕn(u, s,τ) := [1− n(u− K)+]+× [1− n(ε−‖s‖)+]+ respectively (where x+ =
x∨0 for any real number x). Observe that for all n≥ 1, ϕn is continuous and that for n large enough, εϕn F
is an element of F. Therefore, everywhere on the event {ΠR→ Π},

∫

ϕn F dΠR→
∫

ϕn F dΠ for any fixed
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n ≥ 1. Furthermore, ϕn ↓n ϕ so the monotone convergence theorem yields infn≥1

∫

ϕn F dΠ=
∫

ϕ F dΠ
and for all R≥ 1, infn≥1

∫

ϕn F dΠR =
∫

ϕ F dΠR. As a result, on {ΠR→ Π},

lim sup
R→∞

∫

ϕ F dΠR ≤ inf
n≥1

�

limsup
R→∞

∫

ϕn F dΠR

�

=
∫

ϕ F dΠ.

Similarly, if we let ψ(u, s,τ) := 1u<K 1‖s‖>ε, there exists a sequence (ψn)n of continuous applications such
that ψn ↑n ψ and for n large enough, εψn F is in F. The same kind of arguments lead to

lim inf
R→∞

∫

ψ F dΠR ≥ sup
n≥1

�

lim inf
R→∞

∫

ψn F dΠR

�

=
∫

ψ F dΠ

everywhere on {ΠR→ Π}. �

Lemma 4.13. Let ε be positive and such that Π
�

(u, s,τ) : ‖s‖= ε
�

= 0 a.s.. Then T (R)ε a.s. converges to T(I)ε
as R→∞.

Proof. Observe that for any K ≥ 0, Π
�

(u, s,τ) : u= K
�

= 0 a.s. which implies that with probability 1, for
any continuous bounded F : R+ × S↓ ×Tc →R+,

∫

F(u, s,τ)1u≤K ,‖s‖≥ε dΠ(u, s,τ) =
∫

F(u, s,τ)1u<K ,‖s‖>ε dΠ(u, s,τ).

Consequently, in light of Lemma 4.12,

1u≤K ,‖s‖≥εΠR(du, ds, dτ)
a.s.
===⇒
R→∞

1u≤K ,‖s‖≥εΠ(du, ds, dτ).

Furthermore, the measures 1u≤K ,‖s‖≥εΠR(du, ds, dτ), R≥ 1 and 1u≤K ,‖s‖≥εΠ(du, ds, dτ) may be written as
finite sums of Dirac measures. As a result, almost surely, the atoms of 1u≤K ,‖s‖≥εΠR(du, ds, dτ) converge
to those of 1u≤K ,‖s‖≥εΠ(du, ds, dτ) when R→∞. Lemma 4.11 then ensures that T (R)ε |K a.s. converges to
T(I)ε |K . Since this holds for any K ≥ 0, Proposition 3.5 allows us to conclude. �

Proof of Theorem 4.1. Observe that the set of positive ε such that P
�

Π
�

(u, s,τ) : ‖s‖= ε
�

= 0
�

< 1 is at
most countable. As a result, we may consider a sequence (εk)k≥1 of positive real numbers which converges
to 0 and such that for all k, Π

�

(u, s,τ) : ‖s‖= εk

�

= 0 a.s.. Lemmas 4.9, 4.10 and 4.13 then respectively
prove that conditions (ii), (iii) and (i) of Theorem 4.8 are met for T (R), T (R)εk

, T(I)εk
, R≥ 1, k ≥ 1 and T(I).

Therefore, T (R)⇒ T(I) with respect to DGHP. �

4.3 Volume growth of infinite Markov branching trees

We now turn to the proof of Proposition 4.2. Recall that if T ∈ T is fixed, then VT, the volume growth
function of T, is given by

VT : R+ −→R+, R 7−→ µT (T |R).

Notice that VT is a non-negative, non-decreasing càdlàg function.

Proof of Proposition 4.2. Proposition 3.5 ensures that (T, DGHP) is a Polish metric space. In light of Sko-
rokhod’s representation theorem and since the assumptions of Theorem 4.1 are met, there exist a se-
quence (τR)R≥1 of MBq,q∞

∞ trees as well as a (γ,ν, I)-fragmentation tree with immigration T(I) such that
(R−1τR, R−1/γµτR

) =: T (R) a.s. converges to T(I).
Proposition 3.5 and Remark 3.2 ensure that a.s., for all t ≥ 0 such that µT(I)[∂tT

(I)] = 0, VT (R)(t)
converges to VT(I)(t). Now observe that µT(I)[∂tT

(I)] = 0 i.f.f. VT(I) is continuous at t. Therefore, if we
prove that VT(I) is a.s. continuous on R+, since volume growth functions are monotone, we may use the
following classical result to conclude this proof:

If ( fn)n is a sequence of monotone functions from a compact interval I to R such that fn→ f point-wise
for some continuous function f , then fn→ f uniformly on I.
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Following the construction of fragmentation trees with immigration detailed in Section 3.2.2, there exist
a Poisson point process Σ =

∑

i≥1 δ(ui ,si) on R+× S↓ with intensity du⊗ I(ds) and a family
�

Ti, j; i, j ≥ 1
�

of
i.i.d. (γ,ν)-fragmentation trees independent of Σ such that

T(I) = G
�

¦�

ui ,

�

sγi, jTi, j , si, jµTi, j

�

; j ≥ 1
�

�

: i ≥ 1
©

�

.

With these notations, we may write VT(I) =
∑

i≥1

∑

j≥1 si, jVTi, j

�

( · − ui)+/sγi, j
�

. Furthermore, for any non-
negative K , since VTi, j

≤ 1 for all i, j ≥ 1,
∑

i≥1

∑

j≥1 si, j1ui≤K =
∫

1u≤K ‖s‖Σ(du, ds)

which is a.s. finite, as already noticed. As a result and in light of the Weierstrass M -test, the restriction of
VT(I) to the compact interval [0, K] is a series which a.s. converges uniformly on [0, K].

Proposition 1.9 in [11] implies that the volume growth function of (γ,ν)-fragmentation trees is a.s.
continuous. In particular, with probability one, VTi, j

is continuous for all i and j. As a uniformly converging
series of continuous functions, VT(I) |[0,K] is a.s. continuous on [0, K]. Since this holds for any K ≥ 0, VT(I) is
a.s. continuous on R+, which concludes this proof. �

4.4 Unary immigration measures

Before concluding this section, we will state a useful criterion to prove Assumption (I) when the limit
immigration measure is unary, i.e. supported by the set {(s, 0, 0, . . . ) : s ≥ 0}.

Lemma 4.14. Let X be an integer valued random variable such that there exist γ ∈ (0,1) and a positive
constant c satisfying n1+γP[X = n]→ c. In this case, for all continuous f : R+ → R+ with f (x) ≤ 1 ∧ x,
R E[ f (X/R1/γ)]→

∫∞
0 c f (x) x−1−γ dx as R goes to infinity.

Proof. By assumption, for all ε > 0, there exists an integer N such that for all n≥ N ,
�

�n1+γP[X = n]−c
�

�< ε.
As a result

R
∑

n>N

(c − ε)
1

n1+γ
f
�

n
R1/γ

�

≤ R E

�

f
�

X
R1/γ

��

≤ R
N
∑

n=1

n
R1/γ

+ R
∑

n>N

(c + ε)
1

n1+γ
f
�

n
R1/γ

�

.

As a Riemann sum, R
∑

n>N n−1−γ f (n/R1/γ) converges toward
∫∞

0 f (x) x−1−γ dx as R goes to infinity. The
desired result then follows. �

For each γ ∈ (0,1), note Iun
γ the measure defined by

∫

S↓
f dIun

γ =
∫∞

0 f (x , 0, 0, . . . ) x−1−γ dx

for any measurable f : S↓→R+. We have
∫

1∧ ‖s‖ Iun
γ (ds)<∞ therefore Iun

γ is an immigration measure.
Observe that IB = (2/π)1/2 Iun

1/2 where IB denotes the Brownian immigration measure from Section 3.2.2.

Proposition 4.15. Let Λ be a random finite partition such that as n→∞, n1+γP[‖Λ‖= n]→ c for some
γ ∈ (0, 1), c > 0 and nγP[Λ1 ≥ n] converges to c/γ. For all R≥ 1, let q(R) be the distribution of Λ/R1/γ. Then,
R (1∧ ‖s‖)q(R)(ds) converges weakly to (1∧ ‖s‖) c Iun

γ (ds) as R→∞ in the sense of finite measures on S↓.

Proof. The main idea for this proof is to show that the tail of Λ is asymptotically negligible when its first
component is large, or more precisely, that R E

�

1 ∧
�

[‖Λ‖ − Λ1]
�

R1/γ
��

converges to 0 when R goes to
infinity. Since ‖Λ‖ fulfils the assumptions of Lemma 4.14,

R E
�

1∧ (‖Λ‖/R1/γ)
�

−−−→
R→∞

c
∫

1∧ ‖s‖ Iun
γ (ds) = c/[γ (1− γ)] =: Cγ
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Furthermore, Λ1 ≤ ‖Λ‖, so we get that lim supR→∞ R E
�

1∧ (Λ1/R
1/γ)

�

≤ Cγ. In light of Fatou’s lemma and
the assumption on the probability tail of Λ1,

lim inf
R→∞

R E

�

1∧
Λ1

R1/γ

�

= lim inf
R→∞

∫ 1

0 R P
�

Λ1 ≥ R1/γ t
�

dt ≥
∫ 1

0 cγ−1 t−γ dt = Cγ.

In summary, when R→∞, R E
�

1∧ (Λ1/R
1/γ)

�

→ Cγ.

Now observe that if a, b, x and y are four real numbers, then a ∧ x + b ∧ y ≤ (a+ b)∧ (x + y). In
particular, for all ε ∈ (0,1), 1∧ (‖Λ‖/R1/γ)≥ (1− ε)∧ (Λ1/R

1/γ) + ε ∧
�

[‖Λ‖ −Λ1]
�

R1/γ
�

. Moreover,

lim
R→∞

R E

�

(1− ε)∧
Λ1

R1/γ

�

= lim
R→∞

(1− ε)R E

�

1∧
Λ1

[(1− ε)γR]1/γ

�

= (1− ε)1−γ
�

lim
S→∞

S E

�

1∧
Λ1

S1/γ

��

= (1− ε)1−γ Cγ

where we have taken S = (1− ε)γ R. Similarly,

limsup
R→∞

R E

�

ε ∧
‖Λ‖ −Λ1

R1/γ

�

= ε1−γ
�

limsup
S→∞

S E

�

1∧
‖Λ‖ −Λ1

S1/γ

��

.

Therefore,

limsup
R→∞

R E

�

1∧
‖Λ‖ −Λ1

R1/γ

�

≤ inf
ε∈(0,1)

Cγ − (1− ε)1−γ Cγ
ε1−γ = 0.

Let f : S↓ → R+ be a Lipschitz-continuous function bounded by 1 and set g(x) := f (x , 0, 0, . . . ) for
all x ≥ 0. There exists a constant K ≥ 0 such that for all x and y in S↓, | f (x)− f (y)| ≤ 1 ∧ (K ‖x− y‖).
Therefore

�

�

�

�

R E

��

1∧
‖Λ‖
R1/γ

�

f
�

Λ

R1/γ

�

−
�

1∧
‖Λ‖
R1/γ

�

g
�

‖Λ‖
R1/γ

��

�

�

�

�

≤ R E

�

1∧
2K (‖Λ‖ −Λ1)

R1/γ

�

−−−→
R→∞

0.

Used conjointly with our assumption on ‖Λ‖ and Lemma 4.14, this ensures that R E
�

(1∧ ‖Λ‖/R1/γ) f (Λ)
�

converges to
∫

f (s) Iun
γ (ds) as R→∞. Lemma 3.12 concludes this proof. �

5 APPLICATIONS

In this section, we will develop applications of our three main results (Theorems 2.5, 4.1 and Proposition 4.2)
to various models of random trees which satisfy the Markov branching property. With our unified approach,
we will recover known results and get new ones.

5.1 Galton-Watson trees

Let ξ be a probability measure on Z+ with mean 1 and ξ(1)< 1 (critical regime). We will be interested in
unordered Galton-Watson trees with offspring ditribution ξ, the law of which we will note GWξ. For any
finite tree t,

GWξ(t) :=
∑

t′∈Tord :t′∼t

∏

u∈t′
ξ
�

cu(t′)
�

.

For each positive integer n such that GWξ(Tn)> 0, let GWn
ξ be the measure GWξ conditioned on the set

of trees with n vertices. Similarly, if n satisfies GWξ(TL,n)> 0, define GWL,n
ξ as GWξ conditioned on the set

of trees with n leaves. Moreover, let d := gcd {n− 1; GWξ(Tn)> 0} and dL := gcd {n− 1; GWξ(TL,n)> 0}.
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Kesten’s tree. Let ξ̂ be the size-biased distribution of ξ, that is ξ̂(k) = kξ(k) for all k ≥ 0. By assumption,
the mean of ξ is 1, so ξ̂ is a probability measure. We define GW∞ξ as the distribution of Kesten’s tree which
is obtained as follows:
− Let (Xn)n≥0 be a sequence of i.i.d. random variables such that Xn + 1 follows ξ̂,
− Independently of this sequence, let (Tn,k; n≥ 0, k ≥ 1) be i.i.d. GWξ trees,
− For each n≥ 0, let Tn := ¹Tn,1, . . . , Tn,Xn

º,
− For all n≥ 0, graft Tn on an infinite branch at height n respectively, i.e. set T := b∞

⊗

n≥0(vn, Tn)
and denote its distribution by GW∞ξ .

Remark 5.1. These infinite trees were first indirectly introduced in [37] by Kesten who studied the geneal-
ogy of Galton-Watson processes conditioned to hit 0 after a large time. This result entails that if T is a
GWξ tree, conditionally on |T | ≥ n, T converges in distribution to GW∞ξ as n→∞. Kesten’s tree can thus
be, in a way, considered as a GWξ tree conditioned to have infinite height.

This tree also appears as the local limit of conditioned critical Galton-Watson trees under various types
of conditionings, see [2]. In particular, it was first proved in [36] (in terms of Galton-Watson processes)
and in [7] (in terms of trees) that if ξ is critical and has finite variance, then GWn

ξ⇒ GW∞ξ . In [20], it was
shown that under the same assumptions, GWL,n

ξ ⇒ GW∞ξ . In both cases, the finite variance assumption
may be dropped, see [33] and [2].

The local limits of Galton-Watson trees conditioned on their size with offspring distribution with means
less than 1 were studied in [34], [33] and [1]. See also [51] for the study of the local limits of multi-type
critical Galton-Watson trees.

Using Theorem 2.5, we will recover the following proposition in Section 5.1.1.

Proposition 5.1. In the sense of the dloc topology, GWn
ξ and GWL,n

ξ both converge weakly towards GW∞ξ .

Afterwards, we will study scaling limits of Kesten’s tree in the spirit of Theorem 4.1. Recall the
descriptions of the immigration Brownian tree and α-stable immigration Lévy trees from Section 3.2.2.

Proposition 5.2. Let T be a tree with distribution GW∞ξ and define µT :=
∑

u∈T δu and µL
T :=

∑

u∈L(T ) δu

the counting measures on the set of its vertices and leaves respectively.

(i) Finite variance: Suppose ξ has finite variance σ2 and that d = 1. Then, with respect to the DGHP

topology,
�

T
R

,
µT

R2

�

(d)
−−−→
R→∞

�

TB,
σ2

4
µB

�

where (TB,µB) is the immigration Brownian tree.

(i′) If ξ has finite variance σ2 and if dL = 1, then
�

T
R

,
µL

T

R2

�

(d)
−−−→
R→∞

�

TB,
σ2 ξ(0)

4
µB

�

.

(ii) Stable case: Suppose that ξ(n)∼ c n−1−α as n→∞ for some positive constant c and α ∈ (1, 2). Then,
�

T
R

,
µT

Rα/(α−1)

�

(d)
−−−→
R→∞

�

Tα, (ckα)
1/(α−1)µα

�

where (Tα,µα) is the α-stable immigration Lévy tree and kα = Γ (2−α)/[α (α− 1)].

Remark 5.2. Both (i) and (ii) were proved in [22] and (i′) seems to be a new, if predictable, result.
We also mention that under the assumptions of (ii), (T/R,µL

T /R
α/(α−1)) should converge in distribution

to
�

Tα, (ckα)1/(α−1) ξ(0)µα
�

. We won’t prove this statement as Assumption (S) hasn’t been proved in this
case and to do so would require quite a bit of computation. The scaling limits of Galton-Watson trees with
such an offspring distribution conditioned on their number of leaves were however studied in [39].

Section 5.1.2 will focus on the finite variance case, first on (i) and then on (i′). We will prove
Proposition 5.2 in the stable case (ii) in Section 5.1.3.
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5.1.1 Markov branching property and local limits. Let N := {n≥ 1 : GWξ(Tn)> 0}. Proposition 37
in [30] states that the sequence of probability measures (GWn

ξ)n∈N satisfies the Markov branching property,
i.e. we have GWn

ξ =MBq
n for all adequate n with qn−1 defined for all λ= (λ1, . . . ,λp) in Pn−1 by

qn−1(λ) =
p!ξ(p)

∏

j≥1 m j(λ)!

∏p
i=1 P[#T = λi]

P[#T = n]

where T is a GWξ tree.
Similarly, if we let NL := {n ≥ 1 : GWξ(TL,n) > 0}, then in light of [47, Lemma 8], the family

(GWL,n
ξ )n∈NL

of probability measures satisfies the Markov branching property and the associated se-
quence qL of first-split distributions such that GWL,n

ξ =MBL,qL

n is given for all n in NL and λ = (λ1, . . . ,λp)
in Pn by

qL
n (λ) =

p!ξ(p)
∏

j≥1 m j(λ)!

∏p
i=1 P[#LT = λi]

P[#TL = n]

where T still denotes a GWξ tree.

A Kesten tree with distribution GW∞ξ can be seen as an infinite Markov branching tree with distribution
MBq,q∞

∞ where q∞ is defined for any λ= (λ2, . . . ,λp) in P<∞ by

q∞(∞,λ) := ξ̂(p)
(p− 1)!

∏

j≥1 m j(λ)!

∏p
i=2P[#T = λi].

The distribution of Kesten’s tree may also be rewritten as GW∞ξ = MBL,qL,qL
∞

∞ where qL
∞ is given for all

λ ∈ P<∞ by

qL
∞(∞,λ) = ξ̂(p)

(p− 1)!
∏

j≥1 m j(λ)!

∏p
i=2P[#LT = λi].

Proposition 5.1 is a direct consequence of the following results from Sections 4.3 and 4.4 in [2] used
alongside Theorem 2.5.

Lemma 5.3. If T is a GWξ tree, then

P[#T = (n+ 1)d + 1]
P[#T = nd + 1]

−−−→
n→∞

1 and
P[#LT = (n+ 1)dL + 1]

P[#LT = ndL + 1]
−−−→
n→∞

1.

Proof of Proposition 5.1. Let λ = (λ2, . . . ,λp) be an element of P<∞. If there exists 2 ≤ i ≤ p such that
λi − 1 isn’t divisible by d, then for all n ∈ N, qn−1(n− 1− ‖λ‖,λ) = 0= q∞(∞,λ). Otherwise, for n ∈ N

large enough, in light of Lemma 5.3

qn−1

�

n− 1− ‖λ‖,λ
�

=
p!ξ(p)

∏

j≥1 m j(λ)!
P[#T = n− ‖λ‖]

P[#T = n]

p
∏

i=1

P[#T = λi]

−−−→
n→∞

ξ̂(p)
(p− 1)!

∏

j≥1 m j(λ)!

p
∏

i=2

P[#T = λi] = q∞(∞,λ).

Similarly, as n goes to infinity, qL
n (n−‖λ‖,λ)→ qL

∞(∞,λ). Since these hold for any λ in P<∞, we end
this proof by using Corollary 2.6. �

5.1.2 Scaling limits, finite variance. In the remainder of this section, (Ti)i≥1 will denote i.i.d. Galton-
Watson trees with offspring distribution ξ, (Yn)n≥1, i.i.d. ξ distributed random variables and for all n≥ 1,
Sn := Y1 + · · ·+ Yn − n. We will also consider N , a random variable independent of both (Ti)i and (Yn)n
and such that N + 1 follows ξ̂.

The following so called Otter-Dwass’ formula or cyclic lemma (see [45, Chapter 6] for instance) will be
the cornerstone of many forthcoming computations.
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Lemma 5.4 (Otter-Dwass’ formula). With these notations, for all k ≥ 1 and n≥ 1,

P
�

#T1 + · · ·+#Tk = n
�

=
k
n

P
�

Sn = −k
�

.

Let q∗ be the probability distribution on P<∞ defined by q∗ = q∞(∞, · ). Let Λ follow q∗ and recall
that it has the same distribution as (#T1, . . . ,#TN )↓.

In this paragraph, we’ll assume that the variance σ2 of ξ is finite and that d = 1. Recall that the
immigration Brownian tree is a (1/2,νB, IB)-fragmentation tree with immigration. It was proved in [30,
Section 5.1] that Assumption (S) of Theorem 4.1 is fulfilled for γ = 1/2 and ν = σ/2 · νB. To prove
Proposition 5.2, it will therefore be sufficient to show that Assumption (I) is satisfied for γ = 1/2 and
I = σ/2 · IB. For all R≥ 1, note q(R) the distribution of Λ/R2.

Proposition 5.5. In the sense of weak convergence of finite measures on S↓, R (1∧ ‖s‖)q(R)(ds) converges as
R goes to infinity toward (1∧ ‖s‖)σ/2 · IB(ds).

Since IB is unary, in order to prove Proposition 5.5, it will be enough to show that Λ satisfies the
assumptions of Proposition 4.15. The next two lemmas will prove that both are met.

Lemma 5.6. When n goes to infinity, n3/2P[‖Λ‖= n]→ (σ2/2π)1/2.

Proof. In light of Otter-Dwass’ formula, for all n≥ 1,

n3/2P
�

‖Λ‖= n
�

= n3/2
∑

k≥1P
�

#T1 + · · ·+#Tk = n |N = k
�

P
�

N = k
�

=
∑

k≥1kξ̂(k)n1/2 P
�

Sn = −k
�

.

Recall the local limit theorem in the finite variance case:

supk∈Z

�

�n1/2 P[Sn = k]− (2πσ2)−1/2 e−k2/2nσ2 �
� −−−→

n→∞
0.

As a result, there exists a finite constant C such that n1/2P[Sn = −k] ≤ C for all n ≥ 1 and k ≥ 1 and if
k ≥ 1 is fixed, n1/2P[Sn = −k]→ (2πσ2)−1/2. Furthermore,

∑

k≥1 kξ̂(k) = σ2 so Lebesgue’s dominated
convergence theorem yields

lim
n→∞

n3/2P[‖Λ‖= n] =
∑

k≥1

kξ̂(k)
�

limn→∞ n1/2P[Sn = −k]
�

=
�

σ2/2π
�1/2

.
�

Lemma 5.7. When n→∞, n1/2P[Λ1 ≥ n] converges to (2σ2/π)1/2.

Proof. Observe that for all n≥ 0, the event {Λ1 ≥ n} has the same probability as {N ≥ 1,∃i ≤ N : #Ti ≥ n}.
Therefore P[Λ1 ≥ n] =

∑

k≥1 ξ̂(k+ 1)
�

1−P[#T1 < n]k
�

. Let G be the moment generating function of ξ,
i.e. G(s) =

∑

k≥0 ξ(k) s
k for all s ∈ [0, 1]. This function is twice-differentiable on [0, 1] and we may write

P[Λ1 ≥ n] = G′(1)− G′
�

1−P[#T1 ≥ n]
�

.
For all n ≥ 1, Otter-Dwass’ formula gives n1/2P[#T1 ≥ n] = n1/2

∑

m≥n m−1 P[Sm = −1]. The local
limit theorem ensures that m1/2P[Sm = −1]→ (2πσ2)−1/2 as m→∞. Therefore, for all positive ε and n
large enough,

n1/2
�

�

�P[#T ≥ n]−
∑

m≥nm−3/2(2πσ2)−1/2
�

�

�≤ n1/2
∑

m≥n

m−3/2 ε −−−→
n→∞

2ε.

Incidentally, n1/2P[#T1 ≥ n] and n1/2
∑

m≥n m−3/2(2πσ2)−1/2 have the same limit when n→∞ which is
to say that n1/2P[#T1 ≥ n]→ (2/πσ2)1/2 as n→∞. As a result,

n1/2P[Λ1 ≥ n] = n1/2
�

G′(1)− G′
�

1−P[#T1 ≥ n]
�

�

−−−→
n→∞

�

2
πσ2

�1/2

G′′(1) =
�

2σ2

π

�1/2

. �
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Lemmas 5.6 and 5.7 and Proposition 4.15 prove Proposition 5.5. Theorem 4.1 therefore implies that
(T/R,µT/R

2) converges in distribution to a (1/2,σ/2 · νB,σ/2 · IB) fragmentation tree with immigration.
Using Remark 3.7, we may restate this last result as Proposition 5.2 (i). Furthermore, as a result of
Proposition 4.2, we get that in particular, µT (T |R)/R2 converges in distribution to (σ2/4)µTB

(TB|1) or
equivalently to µTB

(TB|σ/2).

We will now prove Proposition 5.2 (i′). Assume that dL = 1. Theorem 7 in [47] proves that the family
(qL

n )n of first split distributions associated to Galton-Watson trees conditioned on their number of leaves
satisfies Assumption (S): n1/2 (1− s1) q̄L

n ⇒ σξ(0)
1/2/2 · (1− s1)νB(ds). As a result, we only need to prove

Assumption (I) for γ= 1/2 and I = σξ(0)1/2/2 · IB.

Proof of Proposition 5.2 (i′). Theorem 6 in [47] states that there exists a critical probability distribution ζ
on Z+ such that #LT1, the number of leaves of T1, has the same distribution as #τ, where τ follows GWζ.
Lemma 6 further states that if ξ has finite variance σ2, then ζ has variance σ2/ξ(0).

Let ΛL be such that (∞,Λ) is distributed according to qL
∞. The random partition ΛL is distributed like

(#LT1, . . . , #LTN )↓, or equivalently, like (#τ1, . . . , #τN )↓, where (τn)n≥1 are i.i.d. GWζ trees independent
of N . Therefore, if (Vn)n≥1 is a sequence of i.i.d. ζ-distributed random variables and if Zn := V1+· · ·+Vn−n,
proceeding as in the proof of Lemma 5.6 gives:

n3/2P[‖ΛL‖= n] =
∑

k≥0k ξ̂(k+ 1)n1/2P[Zn = −k] −−−→
n→∞

�

σ2ξ(0)/(2π)
�1/2

.

Similarly, the same kind of computations as in Lemma 5.7 yields

n1/2P[ΛL
1 ≥ n] = n1/2

�

G′(1)− G′
�

1−P[#τ1 ≥ n]
�

�

−−−→
n→∞

�

2σ2ξ(0)/π
�1/2

where G still denotes the moment generating function of ξ. As a result, because of Theorem 4.1 and Proposi-
tion 4.15, when R→∞, (T/R,µL

T /R
2) converges in distribution to a (1/2,σξ(0)1/2/2 ·νB,σξ(0)1/2/2 · IB)

fragmentaion tree with immigration. Remark 3.7 then allows us to conlude. �

5.1.3 Scaling limits, stable case. In this paragraph, we’ll suppose that there exist α ∈ (1,2) and a
positive constant c such that n1+αξ(n)→ c when n→∞.

Recall that Λ denotes a q∗-distributed variable and has the same distribution as (#T1, . . . , #TN )↓ where
N+1 is distributed according to ξ̂ and is independent of the sequence (Tn)n≥1 of i.i.d. GWξ trees. Moreover,
we will use the notations introduced to define να and I (α) in Sections 3.2.1 and 3.2.2: (Σt ; t ≥ 0) will
denote a 1/α-stable subordinator with Laplace exponent λ 7→ − log E[exp(−λΣt)] = λ1/α and ∆ will be
the decreasing rearrangement of its jumps on [0, 1].

It was proved in [30, Section 5.2] that the family q = (qn)n∈N of first-split distributions associated to
(GWn

ξ)n∈N satisfies Assumption (S) of Theorem 4.1 for γ = 1−1/α and ν = (c kα)1/α ·να. Proposition 5.2 (ii)
will therefore be a consequence of the next proposition. For all R≥ 1, note q(R) the distribution of R−α/(α−1)Λ.

Proposition 5.8. When R→∞, R (1∧ ‖s‖)q(R)(ds) converges weakly to (c kα)1/α(1∧ ‖s‖) I (α)(ds).

Proof. As shown in [30, Section 5.2], n1+1/αP[#T1 = n] converges to [(c kα)1/αα Γ (1−1/α)]−1. Therefore,
(#Tn)n≥1 lies in the domain of attraction of a 1/α-stable distribution. More accurately, in the Skorokhod
topology,

�

#T1 + · · ·+#Tbntc

nα
; t ≥ 0

�

(d)
−−−→
n→∞

1
c kα

�

Σt ; t ≥ 0
�

.

This, in conjunction with Skorokhod’s representation theorem, implies that there exists a sequence (Xn)n≥0,
where for all n≥ 1,

Xn
(d)
=

c kα
nα

�

#T1, . . . ,#Tn, 0, 0, . . .
�↓

which a.s. converges to (a version of) ∆.
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Let F : S↓ → R+ be a Lipschitz continuous function such that F(s) ≤ 1 ∧ ‖s‖ and set f : R+ → R+,
t 7→ E[F(tα/(c kα) ·∆)]. The dominated convergence theorem ensures that the function f is continuous.
It is clearly bounded by 1 and

f (t)≤ E
�

1∧
�

tα/(c kα) · ‖∆‖
�

�

= E
�

1∧Σ(c kα)−1/α t

�

≤
t

(c kα)1/α

∫

R+

(1∧ x)Π1/α(dx).

Since nαP[N = n]→ c, Lemma 4.14 ensures that when R goes to infinity, R E
�

f (N/R1/(α−1))
�

converges

to c
∫∞

0 t−α f (t)dt = (c kα)1/α
∫

F dI (α). Furthermore, because Λ is distributed like (c kα)−1 Nα XN ,
�

�

�

�

R E

�

F
�

Λ

Rα/(α−1)

�

− f
�

N
R1/(α−1)

��

�

�

�

�

≤ R E

�

1∧
�

K
�

N
R1/(α−1)

�α




XN −∆






��

where K · (c kα) is bigger than the Lipschitz constant of F . We will now endeavour to prove that this last
quantity goes to 0 when R→∞. For all s in S↓, let s∧ 1 be the sequence (si ∧ 1)i≥1. Then for any x and y
in S↓, we may write ‖x− y‖= ‖x∧ 1− y∧ 1‖+ ‖(x− x∧ 1)− (y− y∧ 1)‖.

In light of Lemma 4.14, n E
�

1∧ (#T1/n
α)
�

converges to [(c kα)1/α Γ (2− 1/α)]−1. It ensues from the
i.i.d. nature of the sequence (#Ti)i≥1 that

sup
n≥1

E
�

‖Xn ∧ 1‖2
�

= sup
n≥1

�

n E

�

�

#T1

nα
∧ 1
�2
�

+ n(n− 1)E
�

#T1

nα
∧ 1
�2
�

<∞.

Fatou’s lemma (or classical results on Poisson Point Process, see [38, Section 3.2]) ensures that E[‖∆∧1‖2]
is also finite. As a result, the sequence (‖Xn ∧1−∆∧1‖)n≥1 is bounded in L2. Since ‖Xn ∧1−∆∧1‖ → 0
a.s., we also have E

�

‖Xn ∧ 1−∆∧ 1‖
�

→ 0.

If β < 1/α, then E[‖∆ −∆ ∧ 1‖β] ≤ E[‖∆‖β] = E[Σβ1 ] <∞. Moreover, since it converges, the
sequence

�

m1+1/αP[#T1 = m]
�

m is bounded by a finite constant, say Q. Consequently,

E
�

‖Xn − Xn ∧ 1‖β
�

= n E

�

�

#T1

nα
− 1

�β

+

�

≤Q n
∑

k>nα

kβ

nαβ
1

k1+1/α
−−−→
n→∞

Q

∫ ∞

1

dt
t1+1/α−β =

αQ
1−αβ

which proves that the sequence
�

E[‖Xn − Xn ∧ 1‖β]
�

n≥1 is bounded. Since this holds for all β < 1/α, if ε
is positive and such that (1+ ε)β =: β ′ < 1/α, then

sup
n≥1

E
�

�

‖(Xn − Xn ∧ 1)− (∆−∆∧ 1)‖β
�1+ε�≤ sup

n≥1
E
�

‖Xn − Xn ∧ 1‖β
′
+ ‖∆−∆∧ 1‖β

′
�

<∞.

Hence, the sequence
�

‖(Xn − Xn ∧ 1)− (∆−∆∧ 1)‖β
�

n≥1 is bounded in L1+ε. Because it converges to 0
almost surely, its expectancy also goes to 0 as n tends to infinity.

For all β < 1/α and ε > 0, there exist a finite constant C and a finite integer nε such that for all n≥ 1

E
�

‖Xn ∧ 1−∆∧ 1‖
�

∨ E
�

‖(Xn − Xn ∧ 1)− (∆−∆∧ 1)‖β
�

≤ ε + C1n<nε .

Using the same arguments as in the proof of Lemma 4.14 it is easy to prove that for any κ > α− 1,

R E
�

1∧ (N/R1/(α−1))κ
�

−−−→
R→∞

c

∫ ∞

0

1∧ tκ

tα
dt =

c
κ− (α− 1)

+
c

α− 1
.

Consequently, if β ∈ (1− 1/α, 1/α), we get

limsup
R→∞

R E

�

1∧
�

K
�

N
R1/(α−1)

�α




XN −∆






��

≤ lim sup
R→∞

R E

�

1∧
�

K
�

N
R1/(α−1)

�α

E
�




XN ∧ 1−∆∧ 1






�

� N
�

��

+ R E

�

1∧
�

Kβ
�

N
R1/(α−1)

�αβ

E
�




(XN − XN ∧ 1)− (∆−∆∧ 1)






β �
� N

�

��
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≤ lim sup
R→∞

R E

�

1∧
�

K
Nα

Rα/(α−1)

�

ε + C1N<nε

�

��

+ R E

�

1∧
�

Kβ
Nαβ

Rαβ/(α−1)

�

ε + C1N<nε

�

��

≤ lim sup
R→∞

K C nαε
Rα/(α−1)−1

+
KβC nαβε

Rαβ/(α−1)−1
+ Kα/(α−1)εα/(α−1) R E

�

1∧
Nα

Rα/(α−1)

�

+ Kα/(α−1)ε[α/(α−1)]/β R E

�

1∧
Nαβ

Rαβ/(α−1)

�

= O(εα/(α−1)).

Since this holds for any positive ε, it follows that

R E

�

1∧
�

K
�

N
R1/(α−1)

�α




XN −∆






��

−−−→
R→∞

0,

which in turn proves that R E
�

F(Λ/Rα/(α−1))
�

indeed converges to (c kα)1/α
∫

S↓
F dI (α). We conclude with

Lemma 3.12. �

5.2 Cut-trees

Let τ be a finite labelled tree. If τ is made out of a single vertex, let its cut-tree Cut (τ) be the tree with a
single vertex. Otherwise, define the cut-tree of τ as the (unordered) binary tree Cut (τ) obtained by the
following recursive process:
− Pick a→ b uniformly at random among the edges of τ and remove that edge,
− Let τ1 and τ2 be the two sub-trees of τ formerly connected by a→ b,
− Define the cut-tree of τ as the concatenation of the cut-trees of τ1 and τ2, i.e. set Cut (τ) :=
¹Cut (τ1), Cut (τ2)º.

With this definition, if τ has n vertices, then Cut (τ) has n leaves. The cut-tree of τ represents the genealogy
of its dismantling when we remove edge after edge, until all have been deleted.

3
4

7
2

1

68
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d
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τ

Cut (τ)

Figure 5: A labelled tree τ and its cut-tree
(the edges of τ are labelled in the order they are removed)

Cut-trees were introduced in [12] as a means of generalising the study of the number of cuts necessary
to isolate a marked vertex or a finite number of marked vertices. In this section, we will study the local
and scaling limits of two models of cut-trees, studied in [12] and [14], which both satisfy the Markov
branching property. Also see [15] and [21] for the study of the cut-trees of conditioned Galton-Watson
trees
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5.2.1 Cut-trees of Cayley trees. A Cayley tree of size n ≥ 1 is a labelled tree τn chosen uniformly
at random in the set of trees with n labelled vertices (for convenience, with labels 1 through n). It is
well-known that, viewed as an unlabelled tree, τn has the same distribution as an unordered Galton-Watson
tree with offspring law Poisson (1) conditioned to have n vertices. For all n≥ 1, let Tn := Cut (τn) be the
cut-tree of a Cayley tree with size n.

Let (ϑn)n≥0 be a sequence of i.i.d. unconditioned GWPoisson (1) trees. Let T∞ be the tree obtained by
attaching for each n≥ 0 the cut-tree of ϑn to the vertex of an infinite branch at height n by an edge. In
other words, set T∞ := b∞

⊗

n≥0

�

vn,¹Cut (ϑn)º
�

.

The aim of this section will be to prove the next two results.

Proposition 5.9. When n→∞, Tn converges to T∞ in distribution with respect to the local limit topology.

Proposition 5.10. Endow T∞ with counting measure on its leaves µ∞. Then (T∞/R,µ∞/R
2) converges as

R goes to infinity to (TB, 1/2 ·µB) in distribution with respect to the DGHP topology, where (TB,µB) denotes the
immigration Brownian tree.

Markov branching property. It was stated in [12] that (Tn) satisfies the Markov branching property and
more specifically, that the distribution of Tn is MBL,q

n where the associated first-split distributions are given
by q1(1) = 1, for all n≥ 2, qn(p 6= 2) = 0 and if 1≤ k < n/2,

qn(n− k, k) =
(n− k)n−k−1

(n− k)!
kk−1

k!
(n− 2)!

nn−3
.

The tree T∞ can be described as an infinite Markov branching tree with distribution MBL,q,q∞
∞ where the

probability measure q∞ is defined by q∞(p 6= 2) = q∞(m∞ 6= 1) = 0 and for all positive k, q∞(∞, k) =
P[#ϑ = k] where ϑ is a GWPoisson (1) tree. Recall that the size of ϑ has Borel distribution with parameter 1,
therefore, for any positive k, q∞(∞, k) = kk−1 e−k/k!.

Local limits. For any k ≥ 1, when n→∞, Stirling’s approximation gives

qn(n− k, k)∼
kk−1 e2−k

k!
(1− 2/n)n −−−→

n→∞

kk−1 e−k

k!
= q∞(∞, k).

We may then use Corollary 2.6 and thus prove Proposition 5.10.

Scaling limits. Section 2.1 in [12] proves that n1/2 (1− s1) q̄n(ds) converges weakly to (1− s1)1/2 ·νB(ds)
in the sense of finite measures on S

↓
≤1.

Moreover, q∞ is a.s. binary, and Stirling’s approximation ensures that n3/2q∞(∞, n) → (2π)−1/2.
Therefore, if Λ is such that (∞,Λ) follows q∞ and if q(R) is the distribution of Λ/R2, then Proposition 4.15
implies that R (1 ∧ ‖s‖)q(R)(ds) weakly converges to (1 ∧ ‖s‖)1/2 · IB(ds) as R →∞. In other words,
Assumption (I) is also satisfied.

Consequently, Theorem 4.1 ensures that when R→∞, (T∞/R,µ∞/R
2) converges in distribution to a

(1/2, 1/2 · νB, 1/2 · IB) fragmentation tree with immigration with respect to the topology induced by DGHP.
Remark 3.7 then concludes the proof of Proposition 5.10.

5.2.2 Cut-trees of uniform recursive trees. A recursive tree with n vertices is a labelled tree (with
labels 1 through n) such that the labels on the shortest path from 1 to any given leaf are increasing. For all
n≥ 1, let τn denote a labelled tree chosen uniformly at random among the set of recursive trees with n
vertices and call Tn its cut-tree.

Define a probability measure π on N by π(n) = 1/[n(n+ 1)] and let (Xn,ϑn)n≥0 be a sequence of i.i.d.
variables, where for each n, Xn follows π and conditionally on Xn = `, ϑn is a recursive tree with ` vertices.
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Define T∞ as the tree obtained by attaching the cut-tree of ϑn by an edge to an infinite branch at height n,
i.e. set T∞ := b∞

⊗

n≥0

�

vn,¹Cut (ϑn)º
�

.

Proposition 5.11. In the sense of the local limit topology, Tn converges in distribution to T∞ when n→∞.

It was observed in [13] and [14] that the sequence (Tn)n≥1 is Markov branching. Moreover, we
may deduce from [13, Section 2] the expression of the respective distributions qn of ΛL(Tn). Clearly,
q1(1) = 1, and for n ≥ 2, if X denotes a random variable with distribution π, then for all k ≤ n/2,
qn(n− k, k) = P[X = k|X < n] +P[X = n− k|X < n]1k 6=n/2. In particular,

qn(n− k, k) =











n
n− 1

�

1
k(k+ 1)

+
1

(n− k)(n− k+ 1)

�

if k < n/2,

4
(n− 1)(n+ 2)

if k = n/2.

The tree T∞ may also be described as an infinite Markov branching tree with distribution MBL,q,q∞
∞

where the measure q∞ is given by q∞(p 6= 2) = q∞(m∞ 6= 1) = 0 and for all k ≥ 1, q∞(∞, k) = π(k).

If k is a fixed integer, then qn(n − k, k) clearly converges to q∞(∞, k). We conclude the proof of
Proposition 5.11 with Corollary 2.6.

Remark 5.3. It was shown in [14] that (n/ log n)−1Tn converges to the real interval [0, 1] rooted at 0 and
endowed with the Lebesgue measure. However, Assumption (S) doesn’t hold.

5.3 The α-γ model

In this section, we will study trees generated according to the algorithm of the α-γ model described
in [19]. This algorithm was introduced as an interpolation between various models of sequentially growing
trees such as Rémy’s algorithm [46], used to generate uniform binary trees with any number of leaves,
Marchal’s [42], which gives the n-dimensional marginal of Duquesne-Le Gall’s stable trees (the discrete
tree spanned by n leaves chosen uniformly at random in a stable tree), and Ford’s α-model [24], used for
instance in phylogeny.

Let 0≤ γ≤ α≤ 1. Start with T1 := {∅}, the trivial tree, and T2 := {∅, (1), (2)}, a tree with two leaves
attached to its root. Then for n≥ 3, conditionally on the tree Tn−1:
− Assign to each edge of Tn−1 (considered as a planted tree, i.e. a tree in which a phantom edge has

been attached under the root) the weight 1−α if the edge ends with a leaf or γ otherwise,
− Also assign to each non-leaf vertex u the weight [cu(Tn−1)− 1]α− γ,
− Pick an edge or a vertex in Tn−1 with probability proportional to these weights,

+ If an edge was picked, place a new vertex at its middle and attach a new leaf to it,
+ If a vertex was selected, attach a new leaf to it,

and call Tn the tree thus obtained. We will also note AGn
α,γ its distribution for all n≥ 1 and 0≤ γ≤ α≤ 1.

Remark 5.4. As mentioned at the beginning of this section, some particular choices of parameters give
previously studied algorithms:
− When α= γ= 1/2, we get Rémy’ algorithm [46],
− If β ∈ (1,2), taking α= 1/β and γ= 1−α gives Marchal’s algorithm [42],
− When α= γ, this algorithm coincides with that of Ford’s α-model [24].

The Beta geometric distribution. Fix θ in (0,1). Let Π be a Beta random variable with parameters
(1− θ ,θ ), and conditionally on Π, let X have geometric distribution with parameter 1−Π, meaning that
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P[X = n |Π] = Πn(1−Π) for every integer n≥ 0. We say that X is a beta geometric variable of parameters
(θ , 1− θ ). For all integers n≥ 0,

P[X = n] = E
�

Πn(1−Π)
�

=
1

B(1− θ ,θ )

∫ 1

0

xn−θ (1− x)θdx =
θ Γ (n+ 1− θ )
Γ (1− θ ) (n+ 1)!

.

We will also use the convention X = 0 a.s. if θ = 1 and X =∞ a.s. if θ = 0.

Infinite α-γ tree. Assume that 0< γ≤ α≤ 1. Let (Xn)n≥0 be a sequence of i.i.d. beta geometric random
variables with parameters (γ/α, 1− γ/α). Let (Yn,k,τn,k) be a sequence of i.i.d. variables independent of
(Xn)n such that Yn,k is a (α, 1−α) beta geometric variable and conditionally on Yn,k = `, τn,k is an α-γ tree
with `+ 1 leaves, i.e. τn,k follows AG`+1

α,γ .
Finally, conditionally on (Xn, Yn,k,τn,k; n ≥ 0, k ≥ 0), define T∞ as the tree obtained by grafting for

each n≥ 0 the concatenation of τn,i , 0≤ i ≤ Xn at height n on an infinite branch. In other words,

T∞ := b∞
⊗

n≥0

�

vn,¹τn,0, . . .τn,Xn
º

�

and denote by AG∞α,γ its distribution.

Remark 5.5. In Ford’s α-model, i.e. when α = γ > 0, Xn = 0 a.s. for all n, so a single tree is grafted at
each height. Similarly, when α= 1 and 0< γ≤ α, Yn,k = 0 a.s..

We will start our study of the α-γ model by proving this next proposition with the help of Theorem 2.5.
Similar results for α= γ were already proved in [48] and in [18, Lemma 3.8] for any 0< γ≤ α≤ 1.

Proposition 5.12. For any 0 < γ ≤ α ≤ 1, the probability measure AGn
α,γ converges weakly to AG∞α,γ as n

grows to∞ in the sense of the local limit topology.

We will then study the scaling limits of these infinite trees: Section 5.3.2 will focus on the case
0< γ < α < 1 and Section 5.3.3, on α= γ.

5.3.1 Markov branching property and local limits. Proposition 1 in [19] states that the sequence
(AGn

α,γ)n satisfies the Markov branching property. Moreover, the sequence q = (qn)n associated to the first
split distributions of Tn, i.e. such that qn is the law of ΛL(Tn) for all n≥ 1, is given by q1(∅) = 1, and for
any n≥ 2, for all λ= (λ1, . . . ,λp) ∈ Pn,

qn(λ) =
1

∏

j≥1
m j(λ)

�

γ+
1−α− γ
n(n− 1)

∑

i 6= j

λiλ j

�

Γ (1−α)n!
Γ (n−α)

αp−2 Γ (p− 1− γ/α)
Γ (1− γ/α)

p
∏

i=1

Γ (λi −α)
Γ (1−α)λi!

,

with the conventions Γ (0) =∞ and Γ (0)/Γ (0) = 1 (which will be used throughout this section).
We can also write AG∞α,γ =MBL,q,q∞

∞ where q∞ is the measure on P∞ given by

q∞(∞,λ) =
γ/α Γ (p− γ/α)
Γ (1− γ/α) p!

p!
∏

j≥1 m j(λ)!

p
∏

i=1

α Γ (λi −α)
Γ (1−α)λi!

for all λ= (λ1, . . . ,λp) in P<∞ and q∞(µ) = 0 for all µ in P∞ with either p(µ) = 1 or m∞(µ)> 1.
If X has beta geometric distribution with parameters (γ/α, 1− γ/α) and is independent of the i.i.d.

sequence (Yi)i≥0 of beta geometric variables with parameters (α, 1−α), for any λ= (λ1, . . . ,λp) in P<∞,
we get that

q∞(∞,λ) = P
�

X = p− 1, (Y1 + 1, . . . , Yp(λ) + 1)↓ = λ
�

which ensures that q∞ is a probability measure on P∞.
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Proof of Proposition 5.12. Let λ= (λ1, . . . ,λp) be in P<∞. Then, for n large enough, in light of Stirling’s
approximation,

qn(n− ‖λ‖,λ) =
1

∏

j≥1 m j(λ)!

�

γ+

0
↑ n→∞

︷ ︸︸ ︷

1−α− γ
n(n− 1)

∑

i 6= j

λiλ j

�

1
↑ n→∞

︷ ︸︸ ︷

Γ (n− ‖λ‖ −α)n!
Γ (n−α) (n− ‖λ‖)!

×
αp−1 Γ (p− γ/α)
Γ (1− γ/α)

p
∏

i=1

Γ (λi −α)
Γ (1−α)λi!

−−−→
n→∞

γ/α Γ (p− γ/α)
Γ (1− γ/α) p!

p!
∏

j≥1 m j(λ)!

p
∏

i12

α Γ (λi −α)
Γ (1−α)λi!

= q∞(∞,λ).

We conclude with Corollary 2.6. �

5.3.2 Scaling limits. In this paragraph, we will assume that 0 < γ < α < 1. Let Σ be an α-stable
subordinator with Laplace exponent λ 7→ λα and Lévy measure Πα(dt) = α/Γ (1−α) t−1−α 1t>0 dt. Define
∆ as the decreasing rearrangement of its jumps on [0,1]. We define the dislocation measure να,γ for all
measurable functions f : S↓≤1→R+ by

∫

S
↓
≤1

f dνα,γ :=
Γ (1−α)

α Γ (1− γ/α)
E
�

Σ
α+γ
1

�

γ+ (1−α− γ)
∑

i 6= j∆i∆ j

�

f
�

∆/Σ1

�

�

.

Results from [19] and [31] ensure that the family q satisfies Assumption (S): when n→∞, nγ(1−s1) q̄n(ds)
converges weakly towards (1− s1)να,γ(ds).

We also define the immigration measure Iα,γ for all measurable functions F : S↓→R+ by
∫

S↓

F dIα,γ :=
γ/α

Γ (1− γ/α)

∫ ∞

0

E
�

F(t1/α∆)
�

t1+γ/α
dt.

Proposition 5.13. Let T be distributed according to AG∞α,γ and endow it with µT , the counting measure on the
set of its leaves. With respect to the DGHP topology, (T/R,µT/R

1/γ) converges in distribution to a (γ,να,γ, Iα,γ)
fragmentation tree with immigration.

Proof. Let Λ be such that (∞,Λ) follows q∞. For all R≥ 1, set q(R) as the distribution of R−1/γΛ. In light
of Theorem 4.1, it is sufficient to prove that R (1∧ ‖s‖)q(R)(ds)⇒ (1∧ ‖s‖) Iα,γ(ds) when R→∞.

To prove this claim, we may proceed as in the proof of Proposition 5.8. The only significant difference
is that the constant β used near the end of that proof must now belong to the open interval (γ,α). �

Remark 5.6. Let β be in (1,2) and set α = 1/β , γ = 1− α. It was proved in [42] that the distribution
AGn

1/β ,1−1/β coincides with GWL,n
ξ , where the generating function of ξ is given by s 7→ s+β−1(1− s)β . The

results of Propositions 5.12 and 5.13 are then consistent with those of Proposition 5.1 and Remark 5.2.

5.3.3 Ford’s α-model. When α = γ, no weight is ever assigned to vertices. Consequently, the trees
generated by this algorithm are a.s. binary (i.e. each vertex has either two children or none). Furthermore,
the sequence (qn)n of associated first split distributions is much simpler: q1(∅) still equals 1, and for n≥ 2,
if α < 1, for all 1≤ k ≤ n/2,

qn(n− k, k) = (2− 12k=n)
�

n
k

�

Γ (n− k−α) Γ (k−α)
Γ (1−α) Γ (n−α)

�

α

2
+
(1− 2α) (n− k) k

n (n− 1)

�

,

finally if α= 1, qn(n− 1, 1) = 1.
Moreover, if α is positive, for all n≥ 1, q∞(∞, n) = α Γ (n−α)/[Γ (1−α)n!] and q∞(λ) = 0 if p(λ) 6= 2

or m∞(λ) 6= 1. As a result, a tree with distribution AG∞α,α is obtained by grafting at each height of an infinite
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spine a single tree with distribution AGN+1
α,α where N , its number of leaves minus 1, has beta geometric

distribution of parameters (α, 1−α).

Scaling limits of Ford’s α model. Let α ∈ (0, 1). Results from [31, Section 5.2] ensure that (Tn)n satisfies
Assumption (S): when n→∞, nα (1− s1) q̄n(ds)⇒ (1− s1)ν(F)α (ds) where ν(F)α is the binary dislocation
measure defined for all measurable f : S↓≤1→R+ by

∫

f dν(F)α =
1

Γ (1−α)

∫ 1

1/2

�

α

[x(1− x)]1+α
+

2− 4α
[x(1− x)]α

�

f (x , 1− x , 0, 0, . . . )dx .

Furthermore, q∞ is a.s. binary and Stirling’s approximation ensures that q∞(∞, n) is equivalent to
[α/Γ (1−α)]n−1−α when n→∞. Consequently, if Λ is such that (∞,Λ) follows q∞ and q(R) denotes the
distribution of Λ/R1/α, Proposition 4.15 proves that R (1∧‖s‖)q(R)(ds)⇒ (1∧‖s‖) [α/Γ (1−α)] Iun

α (ds) as
R→∞. Therefore, if we set I (F)α := α/Γ (1−α) · Iun

α , we may use Theorem 4.1 and Proposition 4.2 to get
the following result:

Proposition 5.14. Let T be a AG∞α,α tree with α in (0,1) and endow it with the counting measure on the
set of its leaves. Then, (T/R,µL

T /R
1/α) converges in distribution to a (α,ν(F)α , I (F)α )-fragmentation tree with

immigration with respect to the topology induced by DGHP.

Remark 5.7. When α = 1/2, i.e. in Rémy’s algorithm, these results coincide with Proposition 5.1 and
Proposition 5.2 (i′) for ξ(0) = ξ(2) = 1/2.

When α = 1. In this case, the algorithm’s output is deterministic: for each n≥ 2, a tree Tn with distribution
AGn

1,1 is simply equal to a branch of length n−1 upon which a single leaf has been grafted at each non-leaf
vertex (a “comb” of length n). Similarly, an infinite tree with distribution AG∞1,1 is the “infinite comb”,
obtained by attaching a single leaf to all the vertices of the infinite branch.

As a result, if T has distribution AG∞1,1 and µT denotes the counting measure on the set of its leaves,
then clearly, (T/R,µT/R) converges as R→∞ to the metric space R+ rooted at 0 and endowed with the
usual Lebesgue.

When α= 0. Observe that qn(n− k, k) = (2− 1k=n/2)/(n− 1). Then for all K ≥ 1 and n large enough,

P[ΛL(Tn)∧ K =∞2 ∧ K] = 1−
K − 1
n− 1

−−−→
n→∞

1,

which implies ΛL(Tn)→ (∞,∞) a.s. when n→∞. Theorem 2.5 then ensures that Tn converges in
distribution to the complete infinite binary tree (in which every vertex has 2 children). Moreover, since
Tn ⊂ Tn+1 a.s., this convergence happens almost surely.

5.4 Aldous’ β-splitting model

This section will focus on the study a model of binary random trees introduced in [6, Section 4] as a
Markov branching model. Let β > −2 be fixed. Set q1(∅) := 1 and for all n≥ 2 and 1≤ k ≤ n/2,

qn(n− k, k) :=
2− 12k=n

Zn

Γ (n− k+ 1+ β)
(n− k)!

Γ (k+ 1+ β)
k!

where Zn is a normalising constant. For all n≥ 1, let Tn be a random tree with distribution MBL,q
n .

Remark 5.8. − The constant Zn is given by

Zn :=
∑n−1

k=1

Γ (n− k+ 1+ β)
(n− k)!

Γ (k+ 1+ β)
k!

.
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When β > −1, it simplifies to Zn = [B(1+β , 1+β)−2 B(n+1+β , 1+β)] · Γ (n+2+2β)/n! (where
B denotes the usual Beta function) and when β = −1, it becomes Zn = 2/n ·

∑n−1
k=1 k−1.

− When β = −3/2, observe that the sequence (qn)n is the same as that of the α-model with α= 1/2
(see Section 5.3.3). Therefore, like Rémy’s algorithm, this model generates uniform binary trees with
any given number of leaves.

There are three regimes in this model, respectively β > −1, β = −1 and β ∈ (−2,−1). The asymptotic
behaviour of qn were studied in [6, Section 5] in these three regimes.

5.4.1 Local limits. In this paragraph, we will focus on the study of the local limits of Tn. We will once
again rely on the Markov branching nature of the model and on Theorem 2.5.

Proposition 5.15. β ≥ −1 : In the sense of the local limit topology, Tn converges in distribution to the
infinite binary tree.

β ∈ (−2,−1) : Let X follow the beta geometric distribution with parameters (2+β ,−1−β) (see Section 5.3).
Define q∞, a probability measure on P∞, by q∞(∞, k) = P[X = k − 1] for any k ≥ 1 and q∞(λ) = 0 if
p(λ) 6= 2 or m∞(λ) 6= 1. With these notations, Tn converges in distribution to MBL,q,q∞

∞ with respect to the
local limit topology.

Remark 5.9. Suppose β ∈ (−2,−1) and let (Xn,τn)n≥0 be an i.i.d. sequence such that for each n, Xn

has beta geometric distribution with parameters (2+ β ,−1− β) and conditionally on Xn = k− 1, τn is
distributed like Tk. Finally, denote by T∞ the tree obtained by attaching by a single edge the tree τn

respectively at each height n of an infinite branch, i.e. T∞ := b∞
⊗

n≥0

�

vn,¹τnº
�

. The tree T∞ hence
obtained has distribution MBL,q,q∞

∞ .

Proof. Observe that in light of Stirling’s approximation, Γ (n+ 1+ β)/n!∼ nβ when n→∞.

β ≥ −1 : When β > −1, using Stirling’s approximation once again, we get that Zn ∼ B(1+β , 1+β)n−1−2β

so if k ≥ 1 is a fixed integer, qn(n− k, k) = O(n1+β ) when n→∞.
When β = −1, Zn ∼ 2/n · log n hence, for any fixed k ≥ 1, qn(n− k, k)∼ 1/(k log n) as n→∞.
Therefore, for any β ≥ −1, if K ≥ 1,

qn

�

µ ∈ Pn : µ∧ K = (K , K)
�

= 1−
∑K

k=1qn(n− k, k) −−−→
n→∞

1.

Lemma 2.3 then ensures that qn⇒ δ(∞,∞). It follows from Theorem 2.5 that Tn converges in distribution
to the (deterministic) infinite binary tree.

β ∈ (−2,−1) : Let β ∈ (−2,−1). Stirling’s formula ensures that the sequence
�

i−β Γ (i + 1+ β)/i!
�

i≥1 is
bounded by a finite constant. As a result, the dominated convergence theorem ensures that

Zn

nβ
=
∑

k≥1

Γ (k+ 1+ β)
k!

Γ (n− k+ 1+ β)
(n− k)β (n− k)!

(n− k)β

nβ
(2− 12k=n)12k≤n

−−−→
n→∞

2
∑

k≥1

Γ (k+ 1+ β)
k!

= 2
Γ (2+ β+)
−1− β

where we have used the definition of the beta geometric distribution with parameters (2+ β ,−1− β) as
introduced in Section 5.3.

Consequently, for any fixed positive integer k,

lim
n→∞

qn(n− k, k) = lim
n→∞

2
Γ (k+ 1+ β)

k!
Γ (n− k+ 1+ β)

Zn (n− k)!
=
(−1− β) Γ (k+ 1+ β)

Γ (2+ β) k!
= q∞(∞, k).

We may then conclude with Corollary 2.6. �
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5.4.2 Scaling limits. We will now study the scaling limits of the β-splitting model when β ∈ (−2,−1)
with the help of Theorem 4.1.

Let ν(B)β be the dislocation measure such that for all measurable f : S↓≤1→R+,
∫

f dν(B)
β

:=
−1− β
Γ (2+ β)

∫ 1/2

0

tβ (1− t)β f (1− t, t, 0, 0, . . . )dt.

It follows from Section 5.1 in [31] that (qn)n≥1 satisfies Assumption (S) for γ= −1− β and ν= ν(B)β More
precisely, n−1−β (1− s1) q̄n(ds) converges weakly to (1− s1)ν(B)β (ds) as finite measures on S

↓
≤1.

Let Λ denote a random integer such that (∞,Λ) has distribution q∞ and for all R≥ 1, set q(R) as the
distribution of Λ/R1/(−1−β). Just like in Section 5.3.3, Stirling’s approximation and Proposition 4.15 ensure
that Assumption (I) is met for γ = −1− β and the immigration measure I (B)

β
:= (−1− β)/Γ (2+ β) · Iun

−1−β .
As a result,

Proposition 5.16. Fix β ∈ (−2,−1). Let T be a MBL,q,q∞
∞ tree and endow it with µT , the counting measure

on the set of its leaves. In the topology induced by DGHP, (T/R,µL
T /R

1/(−1−β)) converges in distribution to a
(−1− β ,ν(B)

β
, I (B)
β
)-fragmentation tree with immigration.

5.5 k-ary growing trees

Let k ≥ 2 be an integer. In this section, we will study a model of k-ary trees, i.e. trees in which vertices have
either 0 or k children, described in [32]. This model is yet another generalisation of Rémy’s algorithm [46]
(which corresponds to k = 2).

The following algorithm allows us to get a sequence (Tn)n≥0 of k-ary trees such that for all n, Tn has n
internal vertices (vertices that aren’t leaves) or, equivalently, kn+ 1 vertices or (k− 1)n+ 1 leaves. First,
let T0 be the trivial tree {∅} and for n≥ 1, conditionally on Tn−1:
− Pick an edge of Tn−1 (considered as a planted tree) uniformly at random,
− Place a new vertex on that edge and attach k− 1 new leaves to it,

and call Tn the resulting tree. We will note GTn
k the distribution of Tn.

The negative Dirichlet multinomial distribution. Let Π be a (k − 1)-dimensional Dirichlet variable with
k parameters (1/k, . . . , 1/k), i.e. Π takes its values in the (k − 1)-dimensional simplex {x ∈ (0,∞)k :
x1 + · · ·+ xk = 1}. Conditionally on Π, let X = (X1, . . . , Xk−1) have negative multinomial distribution of
parameters (1;Π), i.e. for each i ∈ {1, . . . , k− 1}, X i counts the number of type i results before the first
type k result (failure) in a sequence of i.i.d. trials with k possible results with respective probabilities
Π1, . . . ,Πk. For any non-negative integers n1, . . . , nk−1 and with N = n1 + · · ·+ nk−1, we have

P
�

X = (n1, . . . , nk−1)
�

= E

�

N !
n1! . . . nk−1!

k−1
∏

i=1

Π
ni
i Πk

�

=
1
k

1
1+ N

k
∏

i=2

Γ (ni + 1/k)
Γ (1/k)ni!

.

The random variable X is said to follow a (k−1)-dimensional negative Dirichlet multinomial distribution with
parameters (1; 1/k, . . . , 1/k) which is a multidimensional generalisation of the beta geometric distribution.
Further observe that the sum ‖X‖ = X1 + · · · + Xk−1 has beta geometric distribution with parameters
(1/k, 1− 1/k) and that conditionally on ‖X‖= n, X follows a (k− 1)-dimensional Dirichlet multinomial
distribution with parameters (n ; 1/k, . . . , 1/k).

Corresponding infinite tree. Let (Xn,τn,1, . . .τn,k−1)n≥0 be a sequence of i.i.d. variables such that for all
n≥ 0, Xn is distributed according to a (k−1)-dimensional (1; 1/k, . . . , 1/k) negative Dirichlet multinomial
distribution and conditionally on Xn = (m1, . . . , mk−1), τn,1, . . . ,τn,k−1 are independent and have respective
distributions GTm1

k , . . . ,GTmk−1

k .
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Conditionally on (Xn,τn,1, . . .τn,k−1)n≥0, let T∞ be the tree obtained after grafting at each height n≥ 0
of an infinite branch the concatenation of τn,i , 1≤ i ≤ k− 1, i.e. set

T∞ := b∞
⊗

n≥0

�

vn,¹τn,1, . . .τn,k−1º
�

,

and let GT∞k be the distribution of T∞.

Section 5.5.1 will prove the following proposition.

Proposition 5.17. In the sense of the local limit topology, GTn
k converges weakly to GT∞k when n goes to∞.

Let Π be a (k − 1)-dimensional Dirichlet variable with parameters (1/k, . . . , 1/k). Following [32,
Section 3.1], we define the dislocation measure νGT

k such that for all measurable f : S↓≤1→R+
∫

S
↓
≤1

f dνGT
k =

Γ (1/k)
k

E

�

f
�

(Π, 0, 0, . . . )↓
�

1−Π1

�

.

Let ∆ be a (k − 2)-dimensional Dirichlet variable with parameters (1/k, . . . , 1/k). We also define the
immigration measure IGT

k for all measurable functions F : S↓→R+ by
∫

S↓

F(s) IGT
k (ds) :=

1/k
Γ (1− 1/k)

∫ ∞

0

t−1−1/kE
�

F
�

t (∆, 0, 0, . . . )↓
�

�

dt.

The aim of Section 5.5.2 will be to prove the next proposition.

Proposition 5.18. Let T be a GT∞k -distributed tree and endow it with µ◦T , the counting measure on the set
of its internal vertices. With respect to the topology induced by DGHP, when R grows to infinity, (T/R,µ◦T/R

k)
converges in distribution to a (1/k,νGT

k , IGT
k )-fragmentation tree with immigration.

5.5.1 Markov branching property and local limits. For any t in T, we define Λ◦(t) as the decreasing
rearrangement of the number of internal vertices of the sub-trees of t attached to its root, i.e. we let
Λ◦(t) := Λ(t)−ΛL(t). In the setting of k-ary growing trees, Λ◦(T0) =∅ a.s. and if n≥ 1, Λ◦(Tn) takes its
values in the set of decreasing families of (Z+)k with sum n− 1. Because of the deterministic relationship
between n, #Tn and #LTn, we have Λ(T0) = ΛL(T0) = ∅ and for n ≥ 1, Λ(Tn) = kΛ◦(Tn) + (1, . . . , 1)
in Pkn and ΛL(Tn) = (k − 1)Λ◦(Tn) + (1, . . . , 1) in P(k−1)n+1. For all n ≥ 1, note q◦n−1 the distribution of
Λ◦(Tn), that is the first-split distribution of Tn with respect to internal vertices.

Proposition 3.3 from [32] states that (Tn)n≥0 satisfies the Markov branching property and the distribution
of Tn may be expressed as either MBq

kn+1 or MBL,qL

(k−1)n+1 where q and qL are both easily obtained from
(q◦n)n≥0. Rewriting the formula from this last proposition for our purposes (where partition blocs are
arranged in decreasing order), for all n≥ 1 and λ= (λ1, . . . ,λk) decreasing with sum n, we get that

q◦n−1(λ) =
(k− 1)!

∏

j≥1 m j(λ)!
1
k

Γ (1/k)
Γ (n+ 1+ 1/k)

k
∏

i=1

Γ (λi + 1/k)
Γ (1/k)λi!

k
∑

i=1

�

mλi
(λ)λi!

λi
∑

j=0

( j + n−λi)!
j!

�

.

We can rewrite GT∞k as the distribution MBq,q∞
∞ or MBL,qL,qL

∞
∞ of an infinite Markov branching tree.

The corresponding measures q∞ and qL
∞ on P∞ can also be easily deduced from the measure q◦∞ on the

set of decreasing k-tuples of Z+ ∪ {∞} with infinite sum such that q◦∞(λ) = 0 if λ2 is infinite and

q◦∞(∞,λ2, . . . ,λk) =
(k− 1)!

∏

j≥1 m j(λ)!
1
k

1
‖λ‖+ 1

k
∏

i=2

Γ (λi + 1/k)
Γ (1/k)λi!

for any integers∞> λ2 ≥ · · · ≥ λp ≥ 0. Observe that q◦∞(∞,λ2, . . . ,λk) = P
�

X ↓ = (λ2, . . . ,λk)
�

where
X is a (k− 1)-dimensional negative Dirichlet multinomial variable with parameters (1; 1/k, . . . , 1/k). As a
result, q◦∞ is a probability measure.
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Proof of Proposition 5.17. Let λ = (λ2, . . . ,λk) be a decreasing sequence of (Z+)k−1 and set L = λ2+· · ·+λk.
For n large enough, we have

q◦n(n− L,λ2, . . . ,λk)

=
(k− 1)!

∏

j≥1 m j(λ)!
1
k

k
∏

i=2

Γ (λi + 1/k)
Γ (1/k)λi!

n−L−1∼

n→∞
︷ ︸︸ ︷

Γ (n− L + 1/k)
Γ (n+ 1+ 1/k)

�

nL+1
∫ 1

0 x Ldx∼

n→∞
︷ ︸︸ ︷

n−L
∑

j=0

( j + L)!
j!

+

O(nL)=

n→∞
︷ ︸︸ ︷

k
∑

i=2

λi
∑

j=0

λi! ( j + n−λi)!
(n− L)! j!

�

−−−→
n→∞

(k− 1)!
∏

j≥1 m j(λ)!
1
k

1
L + 1

k
∏

i=2

Γ (λi + 1/k)
Γ (1/k)λi!

= q◦∞(∞,λ).

Corollary 2.6 concludes this proof. �

5.5.2 Scaling limits. Proposition 3.1 in [32] states that n1/k (1−s1) q̄◦n(ds)⇒ (1−s1)νGT
k (ds) as n→∞

in the sense of finite measures on S
↓
≤1. Assumption (S) of Theorem 4.1 is thus met for the sequence q◦.

To prove Proposition 5.18, we will need the following lemma. Let X = (X1, . . . , Xk−1) denote a negative
Dirichlet multinomial variable with parameters (1;1/k, . . . , 1/k).

Lemma 5.19. Let ∆ be a (k− 2)-dimensional Dirichlet (1/k, . . . , 1/k) variable. For all Lipschitz-continuous
functions G : [0,∞)k−1 −→R+ such that G(x )≤ 1∧ ‖x‖ for all x in [0,∞)k−1,

R E

�

G
�

X
Rk

��

−−−→
R→∞

1/k
Γ (1− 1/k)

∫ ∞

0

t−1−1/kE[G(t∆)]dt.

Proof. Let (Yn)n≥1 be i.i.d. and such that conditionally on ∆, Yn is multinomial with parameters (1;∆).
Moreover, set Zn := Y1+ · · ·+Yn. The law of large numbers ensures that Zn/n converges almost surely to∆.
Let N be independent of ∆ and (Zn)n and have beta geometric distribution with parameters (1/k, 1−1/k).
Observe that X has the same distribution as ZN .

Define g : R+ → R+ by g(t) := E[G(t∆)]. The dominated convergence theorem implies that it
is continuous and it clearly satisfies g(t) ≤ 1 ∧ t. Lemma 4.14 then ensures that R E[g(N/Rk)] →
�

k Γ (1− 1/k)
�−1 ∫∞

0 t−1−1/k g(t)dt.
Since Zn/n a.s. converges to ∆ and because ‖(Zn/n)−∆‖ ≤ 2, we can use the dominated convergence

theorem to state that for all positive ε, there exists nε such that E[‖(Zn/n)−∆‖]< ε as soon as n≥ nε.
Therefore, if K is the Lipschitz constant of G,

�

�

�

�

R E

�

G
�

X
Rk

��

− R E

�

g
�

N
Rk

��

�

�

�

�

≤ R E

��

�

�

�

G
�

N
Rk

ZN

N

�

− G
�

N
Rk
∆

�

�

�

�

�

�

≤ R E

�

1∧
�

Kε
N
Rk

�

�

+
2Knε
Rk−1

−−−→
R→∞

1/k
Γ (1− 1/k)

∫ ∞

0

1∧ (Kε t)
t1+1/k

dt

where we have used Lemma 4.14. This last quantity in turn converges to 0 when ε→ 0 which proves the
desired result. �

Proof of Proposition 5.18. Recall that if Λ is such that (∞,Λ) follows q◦∞, then Λ is distributed like X ↓.
We may then deduce from Lemma 5.19 and Lemma 3.12 that Assumption (I) holds for q◦∞, I = IGT

k and
γ= 1/k. As a result, Theorem 4.1 concludes this proof. �
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