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Introduction. In the main paper, a set of fractional moments are used to de-
scribe polydisperse evaporating sprays and correspond to physically identified inter-
face geometrical quantities. In these supplementary materials, we present some math-
ematical elements related to the use of these fractional moments. These elements are
already known for integer moments and can be extended in our case. First, the frac-
tional moment space is defined and the notion of canonical moments and quadrature
is directly extended from the integer moments case. Then, a complete proof is given
for the existence and uniqueness of the Maximum Entropy reconstruction from any
moment vector in the interior of the fractional moment space, as well as an algorithm
to compute the parameters of this reconstruction. Finally, using the canonical mo-
ments, the extension of the realizable transport scheme developed for integer moments
in [SM5] is provided.

SM1. Fractional moment space, canonical moments and quadrature.
The purpose of this part is to extend some definition and relevant properties of the
integer moment space to fractional moment space, in order to provide necessary tools
to characterize the geometry of this space and thus to design realizable numerical
schemes. In the following, we use the normalized fractional moments ¢ /o = my, /2/mg.

SM1.1. Fractional moment space - link with the integer moment space.

DEFINITION SM1. We define the Nth fractional moment space as follows:

Mjl\{z([oﬂ 1]) = {CN(M)a we P([07 1])} ) CN(:U') = (CO(N)7C1/2(/1')7 cee 7CN/2(M))tﬂ

where P([0, 1]) denotes the set of all probability density measures defined on the interval
[0,1] and ci/e = fol zF2dp(x).

The fractional moments can be expressed as integer moments by using the follow-
ing mapping 72 = x for x € [0,1]. Let us then denote /i the measure on the interval
[0,1], which is in a one to one correspondence with the measure p on [0, 1] through
the above transformation, that is: 7([0,7]) = u([0,7%]). The moments can then be
written:

(sM1) el = [ 2du(e) = [ i),

0 0
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This relation expresses an identification between the fractional moment cy/o(u) of the
measure p and the integer moment ¢ = cx () of the measure fi. In the following, we
use these notations to differentiate between the two natures of the moments, even if
they are equal. With this simple identification, we will take benefit from the already
existing results of integer moment space to extend them to the case of fractional
moment space.

SM1.2. Canonical moments. For a fractional moment vector cy € M}\,/Q([O, 1)),
we denote by Py (cy) the set of all measure p € P([0,1]), which are the solution of
the following finite Hausdorff moment problem:

1
(SM2) Ch/2 :/ #*du(z), k=0,1,...,N.
0
If cy = (co, ..., Cny2)" belongs to the interior of M}\{Q([O, 1]), we can show that the set

Py (cy) is infinite. Indeed, these results were shown in [SM3] for integer moments, and
its generalization for fractional is straightforward through the identification (SM1).
Furthermore, the set of c(yy1)/2(), where p € P(cy), is infinite and the maximum
and the minimum of this set are different:

(SM3)

- _ : + _
C(N+1)/2(CN) = Herg(liljv) {C(N+1)/2(“)} ) C(N+1)/2(CN) = Mg%’%i«(zv {C(N+1)/2(“)} :

We define the canonical fractional moments as follows:
Cr/2 — C,:/Q(qu)

CZ/z(Ckfl) = CpyalCho1) .

(SM4) Pr =

The canonical moment vector belongs to [0,1]", which has a simple geometry com-
pared to the moment space. By using the results obtained on canonical integer mo-
ments [SM3], we can write the algebraic relation between fractional moments and their
corresponding canonical moments, in the case of N = 3, by using the identification
(SM1):

—m?2 2
my /2 Moty — My /o (mo —m;y /o) (my pmz/y — my)
(SM5) p1 = / y D2 = / y P3 = / 2 / / L .
mgo (mo - m1/2)m1/2) (moml - ml/g)(ml/Q - ml)
SM1.3. Principal representations - Gauss quadrature. For a moment vec-
tor ¢y in the interior of M}V/z, the vector cﬁﬂ = (mg, ... ,mN/g,c?[NH)/Q(cN)) be-

longs to the boundary of the moment space M}\{il, and the measure set Py 1 (c% )=
{p+} has only one element. The measure py (resp. p_) is called the upper (resp.
lower) principal representation. In the case of integer moment vector Cy, it was
shown [SM3] that the lower and upper principal representations (i and fi_) can be
expressed as sum of ng < (N + 1)/2 weighted delta-Dirac functions (we count the
abscissas in the interior ]0, 1] by 1 and the ones in the extremity, 0 or 1, by 1/2):

(SM6) fi(r) = 3 @50+ (1),
=1

We recall that the subscript e is used for integer moments and their corresponding
measure, which are related to the fractional moments according to the identification
(SM1).
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In the case where N is odd (corresponding to an even number of moments), the
lower principal representation corresponds to the classical Gauss quadrature. Let
us remove the superscripts — to simplify the notations. Then, the weights w; and
the abscissas r; (which are in ]0,1[) can be computed from the moments ¢y, for
example with the Product-Difference algorithm [SM4]. In other words, this algorithm
(efficiently) solves the following non-linear system:

(SM7) G=Y wirf, k=0,1,...,N.

=1

The identification (SM1) allows us to relate the quadrature in terms of fractional
moments, to the quadrature in terms of integer moments:

(SM8) e = > wizi”?, k=0,1,...,N,
=1

where z; = (r;)? and w; = ;. Thus, the Product-Difference algorithm allows to
determine the weights and abscissas of the quadrature for fractional moments.

SM2. Reconstruction through Entropy Maximization. The Maximum
Entropy (ME) problem reads as follows:
(SM9)

max{H[n]:—/oln(S)ln(n(S))dS}, mk/gz/olSk/Qn(S)dS, k=0,...,N,

The existence and uniqueness of the ME solution is first shown, before giving an
algorithm to compute the parameters of such a reconstruction.

SM2.1. Existence and uniqueness of the maximum entropy solution.
The following Theorem is shown here.

THEOREM SM2. If the vector my = (mg,my2,...,m(Ny/2) belongs to the inte-
rior of the Nth fractional moment space, then the constrained optimization (SM9)
problem admits a unique solution, which is in the following form:

N
(SM10) nME(S) = exp <—)\0 -y )\iSi/2> :
i=1

We mention that the case of the integer moments has been already treated in [SMG6].
Here, some ideas of this work are used, but the present proof is completely different
and simplified. Indeed, Mead and Papanicolaou [SM6] have used the monotonic prop-
erties of the moments, which is a characterization of the integer moment space, to
prove existence of the ME solution. In our case, only the definition of the fractional
moment space is used. The proof is then done through two Lemmas.

SM2.1.1. Uniqueness. The first Lemma allows to show the uniqueness and to
give the form of the ME reconstruction.

LEMMA SM3. If the constrained optimization problem (SM9) admits a solution,
then this solution is unique and can be written in the following form:

N
(SM11) nME(S) = exp <—)\0 - Z)\iSim) ,
i=1
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where A = (Ao, .., An)! € RN, Moreover, this problem is equivalent to find an optimum
of the potential function:

1 N N—-1
(SM12) G(No, ..., AN) = / exp(—Ao — Y AiSY2)dS + D Aemyy .
0 i=1 k=0

Proof. The Lagrangian function associated to this standard constrained optimiza-
tion problem is:

(SM13) 1 . 1
L(n,A) = H[n] — (Ao — 1) </O n(s)ds — mo) - ; {)\i (/0 §%n(s)ds — miﬂ)] ,

where A = (Ao, .., An) is the vector of the Lagrange’s multipliers.

Let us suppose that, for a given moment vector my, there exists a density function
n™E which is the solution of the ME problem (SM9). So, there exists a vector AME
for which the differential of the Lagrange function L(n,A) at the point (n™Z AME)
vanishes:

(SM14)
N
DL(nME X)- (h,0) = [} h(s) [~In(nME(s)) — 3 Ais'/?| ds =0,
=0 )
%(TLME,A) _ fol Si/2nZVIE(S)dS — 1 = 0’

where h is a positive distribution. Since the system (SM14) is valid for all h, it yields:

N
nME(S) = exp(—Xo— Y \iSY?),
(SM15) ) =1 N '
Mg, = fo sF/2 exp(—=Xg — 2:1)\1'5’/2)ds.

The problem then consists in finding a vector A = (Ao, .., Ax) in RY which satisfies
the moment equations in the system (SM15). This problem is equivalent to find an
optimum of the potential function G(Xo, .., Ax) defined in (SM12).

2

The Hessian matrix H defined by H;; = % is a positive definite matrix,

iOA;
which ensures uniqueness of an eventual existing solution. ]
SM2.1.2. Existence. The existence of such reconstruction is shown through

the following Lemma.

LEMMA SM4. If the vector my = (mg,my /s, ..., m(y)/2) belongs to the interior
of the Nth fractional moment space, then the function G, defined in (SM12), is a
continuous function in RN, and goes to infinity when ||\|| — +oo.

Proof. Let us suppose that the last assertion is wrong, so there exists a sequence
(A™), o1 such that [|A(™ || = 400 when n — +o00 and sup {G(/\("))} < 400 .
n
Hence, there exists A € R such that:

1 N N
(SM16) G(A™) = / exp(— Y AMS72)dS + 3 A my s < A.
0 i=0 k=0

We write for each n € N, A™ = xn(a{”, o™, ..., o), such that ZiN:O(aE”))? =1
and \(") — +o0.
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Since the sequence (a(”))nzo,l,, is a bounded sequence, we can extract a convergent
subsequence (a¢(”))n, where ¢ : N — N is an increasing function and:

(SM17) lim o™ = ;.

n—+oo

To simplify the notations, we can directly consider that agn) — a; when n — +o00.

We note by Q) (z) = Zi]\io(agn)xim) and Q(z) = Y aya/?.

Since the vector my = (my, my /g, .., m(N)/Q) is a moment vector, there exists a non-

negative distribution function f such that my, = fol sk/2f(s)ds for k = 0,...N,
and

1 1
(SMI1S)  GOA™) = / exp(—AM QM (5))ds + / A®Q () F(s)ds < A.
0 0

Since the first integral is positive

1
(SM19) / QM (s) f(s)ds < —.
0 ()
When n tends to infinity, we get:
1
(SM20) / Q(s)f(s)ds <0.
0

We have @Q # 0, f > 0 and f # 0, and since @ is a continuous function, it follows
from the inequality (SM20) that there exists [a,b] C [0,1] in which Q(s) < —B and
B > 0. Since Q™ converges uniformly to @ in [0, 1], then, for all s € [a,b] and for
the large enough values of n:

(SM21) Q™ (s) < —B/2.
Using these results in the inequality (SM18), as well as ajmy, /o > —mg, we get:

A

v

J2(eap(=AMQM (s)))ds + SN o Ay s,

(SM22)
(- a)e:up()\(”)(g)) — A" Nmy,

Y

In the limit when n goes to infinity, we get the contradiction +o0o < A, thus concluding
the proof. 0

SM2.2. Algorithm of the NDF reconstruction through the Entropy
Maximization. The reconstruction of the NDF through the maximization of Shan-
non entropy goes back to finding the Lagrange’s multipliers Ag ... An such that:

1 N
(SM23) my, 9 = / S*Zexp(—(Xo + Y _ \iSY?)dS, k=0,....N.
0

=1

Solving this nonlinear system is equivalent to optimize the convex function G(A). We
solve the problem by using the Newton iterations as proposed in [SM6]. The ME
reconstruction is then done thanks to the Algorithm SMI1.

The integral computations are done by using Gauss-Legendre quadrature. In
[SM6], it is shown that 24-point quadrature allows to accurately compute the different
integral expressions involved in the Algorithm SM1.
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Algorithm SM1 ME algorithm
Choose initial guess of the vector .
N .
Spja Mg — [1 S¥/2exp(— X \iS2)dS
i=0

while [|8]] > em( do
for 7,5 < N do

N
Hyj + [} STH)/2exp(— 3 \i8%/2)dsS
1=0

end for
AA—H'.¢
for £k < N do
N
Ory2 = mpys = fy S5/ exp(— ;}AiSi/z)ds

end for
end while

SM3. Transport scheme. Here, first and second order schemes are given,
which are directly extended from the schemes developed by Kah et al [SM5] for the
transport of integer moments. For that, the canonical moments defined for fractional
moments in section SM1 are used.

We choose to present the scheme in a two dimensional space to lighten the nota-
tions and we note U = (u,v). For the transport resolution in physical space, we use
a dimensional splitting algorithm. In this context we consider a free transport in one
direction (we present the z-direction here) of the droplets without the evaporation
nor the drag force.

atmk/z =+ aw(mk/zu)z 0, £=0,...,3,
(5M24) O(mU) + 0, (muU)= 0,

The mathematical structure of the pressureless gas system leads to some singular-
ities (known as 0-shocks). These singularities occur when the monokinetic assumption
is violated. This can happen when trajectory crossings take place and lead to particles
accumulation in a very small volume. Following the idea of de Chaisemartin [SM2],
Kah et al [SM5] developed a finite volume kinetic scheme for the EMSM model. We
use the same approach to solve numerically the system (SM24). In the following, we
present briefly the main steps to derive the kinetic scheme for the system (SM24):

A. We write the equivalent kinetic system to the pressureless system (SM24), as

it was proposed in [SM1]:

Oif +0u(caf) =0, and
(SM25) { ft,z, e, S) =n(t,z,S)5(c—U),

B. We use the finite volume discretization of the system (SM24):

At
m?+1 _ n

= m; —*(Fi+1/2_Fi—l/2)7
(SM26) o
p?+1 = p; — E(GrH»l/Q - Gi71/2)7
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where the fluxes are expressed as function of the NDF:

1
51/2

FE 1 [to+r gl S
iv12| _ 1 / / / F(t, 212, €, S)dedSdt,
<Gii+1/2> At )y, Jo Jee | S (6 Titaye )

Su
Sv

C. We split the fluxes in two integral parts: Fj i/, = Fifrl ot F, /2 and
Giy12 = G;;l/2 + G;+1/2' The first (resp. the second) corresponds to the
droplet of positive (resp. negative) velocity in z-direction. Then, we use the
exact solution of the kinetic system (SM25), to express the fluxes as function
of the NDF at ¢t = t,,.

D. Finally, the fluxes are expressed as function of a spatial reconstruction of the
moments and velocities at ¢t = t,,:

mg(ty,, )
- my /o (tn, x)
- Lo 2 L my(t,,z)
SM27 iz = —/ 1o 1yt (x)de,
( ) (Gim N S R VIR N (@)
myu(ty, )
myv(t,,x)

where ¥ = {x/,i(xi+1/2 — Atu(ty, a:/)) < im/}
Here, we present two numerical kinetic schemes of first and second order, which follow
this strategy.

SM3.1. First order scheme. For a first order scheme, we consider a constant
piecewise reconstruction for the moments and the velocity. Then the fluxes become:

n n
mq; Mg i+1
n n
mya; mMy/2i+1
F; my; my, .
(SM28) < l_+1/2 = mnlﬂ maz(ul,0) + m,,bl’Hl min(ug,q,0),
i+1/2 3/2,i 3/2,i+1
n n n n
my ;Ug,; my i+1%0,5+1
n n n n
my my Vit

SM3.2. Second order scheme. Kah et al [SM5] developed a realizable sec-
ond order kinetic scheme. They showed that the canonical moments (in the context
of integer moments) are transported variables. Therefore, these quantities satisfy a
maximum principle. Since, the canonical moments live in the simple space [0, 1]
(N = 3 in our case). The authors proposed to use linear reconstruction of the canon-
ical moments to design a high order scheme, instead of reconstructing directly the
moments, which belong to a complex space. We adopt the same approach with some
adaptations for the fractional moments. After reconstructing the variables (velocity
and canonical moments) the fluxes are computed by a simple integration.
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SM3.2.1. Reconstruction. The reconstructed variables are the moment my,
the canonical moments (defined in part SM1) p1, pa, ps and the velocity.

mo(z) = mg,;+ Dmg(x — x;),
pi(x) = P+ Dpri(x — ),
p2(x) = D2+ Dposi(x — ),
SM29 2.0 :
( ) ps(z) = D3+ Dpsi(z—xy),
u(z) = T;+ Dui(x — xy),
U(:L') = Uil‘i’DUl(I*Il),

where & € [1;_1/9,7;11/2]. Generally the quantities with the bar are different from
the cell averaged quantities py ;, u,; and vy ; and they are determined depending on
the slopes and the following conservation properties:

(SM30)

m?/Q,i = ﬁ gzil//; mo(z)p1(z)dz,

miy = [ me@p ()1 popa + i),

e = A S mapy {1 = pa)(1— p2)paps + (1~ pa)ps + pal?} (@),
mial = o [ mo()p ()1~ pa)ps i) (@)

Compared to the expressions developed in the case of the EMSM model, only the
last integral expression is different. In fact, the velocity is weighted with the moment
m; for both models, but in the new model, m; acts as a second order moment. For
this reason, the expression of the moment m; as function of the canonical moment is
different from the one in the case of integer moments.

Kah el al. [SM5] show that the bar terms can be written as follows:

Dki = Qg+ briDp,
SM31 ) ) ) b
( ) Ui = Gy + by iDuy,

where for each k, ai; and by ; are independent of Dpy; , and a,; and b, ; are inde-
pendent of Du,.

SM3.2.2. Slope limitation. In order to satisfy the maximum principle for the
transported quantities (the canonical moment and the velocity) and the positivity
of the number density myg, the slopes should be calculated carefully. Following the
development done in [SM5], the slopes are calculated as follows:

(SM32)

o (|mf . —my,| mf, —md. ;| 2my,
DmO,i _ d)(m&i_l, mg,i7 mgﬂ) min 0,241 0,2 0,2 0,2—1 0,7 7

Az ’ Az " Az
‘pz,i+1 —aki| lak; — Pii-1
Az + 2b; Az — 2by, 4 ’

. |“zﬂ+1 —up| fu —uig] 1
Du; = ¢(ul* ;,u, u? ;) min , —
! oy, ui, uily) mi (Aa: +2by; Az —2b,,; At)’

where ¢(a,b,c) = 1/2(sgn(b — a) + sgn(c — b)).

Dpri = &Py i—1:Ph i Piis1) min (
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Using the equations (SM30),(SM31) and (SM32) the slopes and the bar variables
can be expressed as functions of the current and neighbor cell variables. However,
these algebra relations are quite heavy. Therefore, their calculation is achieved using
Maple software.

SM3.2.3. Fluxes Computation. After computing the slopes and the bar vari-
ables, the fluxes can be computed as follows:

(SM33)
1
P1
+ .
Elys _ 1 /x1+1/2 mg p1[(1 — p1)p2 + p1] di
G;:_l/g At Jor,, p1{(1 = p1)(1 = pa)paps + [(1 — p1)p2 + p]*} ’
p1[(1 = p1)p2 + p1]u
p1[(1 = p1)p2 + pijv
and
(SM34)
1
Y41
F L[ (1= p1)p2 +
it/2 ) _ 1 / mg p1 p1)p2 + p1 oo | dx
12 At oy p1{(1 = p1)(1 = p2)paps + [(1 — p1)p2 + p1]?} |
p1[(1 = p1)p2 + p1]u
p1[(1 — p1)p2 + p1jv
such that
i; + A2 Duy;)
Lo - AT D)
(SM35) T T I+ AtDu;
R A e e S5 Duiyr) ¢
i+1/2 +1/2 1+ AtDu;yq

The expressions inside the integrals are polynomial functions of = of order up to 6, their
calculation can be achieved by using four points of the Gauss-Legendre quadrature.
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