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Abstract. When it comes to textured object modelling, the standard
practice is to use a multiple view approach. The numerous views allow re-
construction and provide robustness to viewpoint change but yield com-
plex models. This paper shows that robustness with lighter models can
be achieved through robust descriptors. A comparison between various
descriptors allows choosing the one providing the best viewpoint robust-
ness, in this case the ASIFT descriptor. Then, using this descriptor, the
results show, for a wide variety of object shapes, that as few as seventeen
views provide a high level of robustness to viewpoint change while being
fast to process and using small memory space. This work concludes ad-
vocating in favour of modelling methods using robust descriptors and a
small number of views.

Keywords: object modelling, object recognition, multiple views, robust
descriptors

1 Introduction

For textured objects recognition, current modelling methods rely on hundreds
of views to build models containing tens of thousands of local descriptors.

In object recognition problems, an image is compared to known models to
identify objects present in the scene. The objects of interest can have any pose,
i.e. the object-to-image transform can be of any type, see the transform types
Table 1. To ensure recognition under any transform, current modelling methods
aim for viewpoint invariant models. This is generally achieved by including nu-
merous views of the object and produces complex models. The drawback of such
approaches is that complex models are harder to build, slower to process and
their many descriptors increase the chances of confusion.

We believe that, for many applications, full invariance is overkill and some
blind spots in the model are acceptable. Moreover, this paper advocates in favour
of using robust descriptors to reduce the number of views required to achieve a
given level of viewpoint robustness.

Indeed, robustness to viewpoint change can be achieved through two different
paradigms.



Table 1: List of transforms that the image of an object can undergo depending on
the viewpoint. The variables t., ty, 7ij, s, ai,; and h;; are respectively translation,
rotation, scale, affine and homography coefficients.

Name Matrix Figures
71,1 71,2 to
Euclidean 72,1 72,2 by . —_
0 0 1
Sri,1 Sri2 tz
Similarity | | sr2,1 sr2,2 ty . —_ .
0 0 1
ai,1 a2 te
Affine a2,1 a2,2 ty . _— .
0 0 1
hi,1 hi2 hi3
Projective| [ h2,1 ha,2 ha,s . —_— .
hs1 hs2 t33

— Multiple Views: The model can be made robust to a given transform type
by including multiple views of the object, under a wide variety of the given
transform. For example, to achieve in-plane rotation invariance, the model
should include multiple images of the object with different in-plane rotation
angles. This method requires numerous views and creates a complex model.

— Robust Descriptors: Some image descriptors already carry their own invari-
ance to given transforms. By using these descriptors, the resulting model ac-
quires the descriptor’s invariance. For example, Harris cornerness descriptors
[5] are invariant to in-plane rotation. Thus, a model using Harris descrip-
tors is invariant to object rotation in the camera plane. Usually, a descriptor
robust to complex transforms has higher dimensionality.

Though the multiple views paradigm is the most popular, this paper shows
that a correct balance between both paradigms produces light models with high
robustness to viewpoint change.

The contribution of this work is twofold. First, a methodology to assess the
robustness of a recognition model is proposed in Section 3. Scanning an object
observation half-sphere allows finding the blind spots positions and size. Then,
this methodology is put to use on 272 models to get an insight into the bal-
ance between number of views and viewpoint robustness. Results presented in
Section 4 suggest that as few as seventeen views provide high robustness while

keeping complexity low.



The next section describes the multiple view and robust descriptors paradigms
in more detail and covers the corresponding literature.

2 Previous Works

Few works have tackled the specific problem of modelling for recognition [15, 12].
In a notable effort, Waibel et al. [21] created a tool to build models by scanning
objects. But it is hard to control the complexity of the resulting models which
tend to be large and complex. This section present the two main paradigms used
when modelling for recognition and their state of the art.

2.1 Multiple Views Paradigm

The general idea is to build an object’s 3-D model, from pictures or a video
stream. Then, synthetic views of the 3-D model are generated by moving a virtual
camera around it under various transforms. Descriptors are extracted from each
view and added to the model. More different views imply more robustness to
viewpoint change. The aim is to have numerous views for all type of image-to-
object transform. To the best of our knowledge, few works tried to merge the
3-D modelling and recognition modelling processes [15].

To build the 3-D model, the object recognition community relies on tech-
niques originating both from photogrammetry [20] and Structure from Motion
[13]. These methods allow building a 3-D model of the observed scene from a
large set of overlapping images. By matching point features on two images and
using multiple view geometry [6], one can compute the motion between the two
cameras. The motion information allows triangulating [7] the matched features
to get 3-D points, i.e. the structure information. The idea can be applied offline
or online.

The offline methods use a fixed set of images, or views, to create a model.
Such algorithm selects two initial images to compute a baseline, the first motion,
according to some criterion. This is often done by adding a known pattern to the
scene in order to set the scale factor. Then, the other images are added to the
model one by one. Finally, a bundle adjustment algorithm is run on the model.
As an example, the software Bundler [18] allows accurate reconstruction of large
scenes, like a city [19], in the form of a point cloud. It can be combined with the
work from Ponce and Furukawa [4] which allows turning this point cloud into a
full 3-D model. The main drawback is that the views must be taken carefully to
have enough overlap and cover the scene properly. Recently, Autocad made freely
available a software, 123DCatch [2], which allows creating a textured model of
an object from a limited set of views. The modelling itself is made offline, in
the cloud. Then, the user retrieves a textured 3-D model. To facilitate access for
non experts, the software guides the user in finding good views for the model.
But even with this help, getting a precise 3-D model requires expertise and
understanding of the underlying techniques.



The online methods build a model incrementally by adding new views as
they are taken, usually from a video stream. The overlap between views is com-
puted automatically and a new view is added when the overlap is not sufficient
for precise motion estimation. Usually, while modelling is under way, a bundle
adjustment algorithm enforces coherence within the data. The work from [12]
shows an online object modelling program using the 3-D model under construc-
tion to help further modelling. They also regularly run a bundle adjustment for
increased precision. Royer et al. [16] proposed a similar method for modelling but
the bundle adjustment is only run on the most recent parts of the reconstructed
model.

All these methods share the same defect, they need numerous images to cover
all possible transforms. This yields large and complex models.

2.2 Robust Descriptors Paradigm

Instead of capturing views of the object under different transforms, the robust
descriptors paradigm relies on descriptors robust to these transforms. As the
descriptors handle the robustness to transforms, a smaller amount of views is
required. The following goes over some of the most popular descriptors and sums
up their robustness in Table 2.

The cornerness descriptor [5] captures the structure of the local neighbour-
hood with an auto-correlation matrix. It is robust to translations and rotations.
The SIFT descriptor [9] relies on histograms of gradients and a multi-scale sim-
ulation to achieve high degree of robustness against translation, rotation and
scale. The authors of the SURF descriptor [3] use Haar wavelets to approximate
the hessian over a local image patch. The integral image technique allows fast
computation. These approaches are robust to translation, rotation and scale. Re-
cently, Yu et al. proposed the ASIFT descriptor [22], an extension of the SIFT
descriptor which handles affine transforms. The image being described is simu-
lated under different affine transforms, providing robustness to affine transforms.

These descriptors have a high discriminative power at the cost of a high di-
mensionality. Inspired by the CENSUS transform [23], various works have tackled
this problem by focusing on binary descriptors. The ORB descriptor [17] uses
differences of pixels to form a binary vector. Proposed by Alahi et al. and in-
spired by the retina [1], the FREAK descriptor uses differences of Gaussians to
create a binary string.

Finally, the so-called Calonder descriptor [11] is created through a learning
process. This descriptor learns, on a set of images, how to be robust against
different transforms that are present in the training set. Though having showed
good results, it is seldom used. For a comparison of local descriptors perfor-
mances, see the work from Mikolajczyk et al. [10].

This section has presented the two main paradigms available when modelling
an object. They are not exclusive, but finding a right balance between the number
of views and strength of features while keeping the model complexity low is a
hard task.



Table 2: List of some classical descriptors along with their respective invariances.

Name |Rotation|Scale| Affine
Harris
SURF
SIFT
ASIFT
ORB
FREAK
Calonder|Depends
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In the next chapter a robust descriptor is chosen for our experiments. Then
various models are compared, with different number of views, to provide an in-
sight about how to find a right balance between robustness to viewpoint change,
model complexity and processing time.

3 Comparing Models

The general idea is to build a model with a given number of views and a descrip-
tor type. Then scan the observation half-sphere around the object and find out
from how many points of view the object is correctly recognized. Scanning the
full observation half-sphere in a continuous way is not possible, so it is sampled
regularly as illustrated in Figure 1. This sampling method tend to over-represent
the sphere’s poles. In this work, care is taken to keep some distance between the
sampling points and the pole. In the experiments, the minimum theta angle is
30.

3.1 Comparison Method

Consider a set of RGB views of an object, these views form the object set. To
create a model, one selects D, a descriptor type, and N views from the object
set. These N views form the model set. The model set is for training and the
object set is for testing.

Each view in the object set is compared with each view of the model set,
using the descriptors D. For each couple of object-model views, matches are
extracted and filtered using the fundamental matrix.

For a given object view, the best matching model view is the one with the
maximum number of remaining matches. A percentage is obtained by dividing
the number of matches by the total number of descriptors in the object view. If
the percentage of matches is superior to a threshold, fixed for the whole experi-
ment, then the recognition is considered as successful for this pose.

3.2 Comparison metrics

When building a model for recognition, three properties are desirable: robustness
to viewpoint changes, low size and low processing time.
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Fig. 1: The observation half-sphere around an object sampled with angular step 6 and

®.

Viewpoint robustness is measured by quantifying the size of the model’s blind
regions. The blind regions are the angles from which a camera would not be able
to recognize the object, for a given model. The blind region size is measured with
the total blind region, i.e. the sum of all blind regions, expressed in degrees. The
smaller total blind region, the higher viewpoint robustness.

The size of a model has no direct impact on the recognition performances.
However, it is crucial when scaling up the number of objects. Models weighting
various gigabytes will be hard to store when becoming numerous. It can even
come to the point where disc access speed may slow down the overall process.
The model size is measured in megabytes.

Finally, the complexity of a model is crucial for processing speed. It depends
on the number of views incorporated in the model, and the dimensionality of the
descriptors used to characterise these views. The processing speed is computed
in milliseconds.

The next section describes two experiments to help select a robust descriptor
and assess the viewpoint robustness, size and processing time of models depend-
ing on the number of views used to create them.

4 Experiments & Results

Some descriptors provide more robustness to viewpoint change but at the cost
of longer processing time and/or higher model complexity. Before comparing
models, the dataset is presented and the choice of the ASIFT descriptor for this
experiment is justified.



4.1 Dataset: Washington RGB-D

This dataset comes from the work of Lai et al. [8]. It has been acquired by
rotating an object on a turntable in front of a couple of sensors equivalent to a
RGB-D camera.

For a given object, the camera samples the observation half-sphere with an
approximate step of 9° around the vertical axis; and at positions of 30°, 45°
and 60° above the horizontal plan. The resulting dataset contains rgb and depth
pictures, though only the rgb pictures are used for this experiment. There are
roughly 250 pictures per object, for 300 objects from 51 categories. Because a
minimum of texture is necessary for this experiment, only the following categories
are considered: cereal box, food bag, food box, food can, food jar, instant noodles,
soda can, water bottle. This makes a total of 68 objects from 8 classes, see Figure
2. The goal when using various objects is to consider different objects geometries.
In this dataset, objects in the same class have similar geometry. For this reason,
the results shown are the mean over the objects of each class.
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Fig.2: An example for each of the considered classes. From left to right: cereal box,
food bag, food box, food can, food jar, instant noodles, soda can, water bottle.
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4.2 Preliminary experiment

The goal of this preliminary experiment is to select the best suited descriptor
for the rest of the experiments. To do so, an object is matched with a simplified
model made of two views, chosen arbitrarily at 90° and 270°. Various descriptors
are used and the one yielding the highest percent of matches is retained. This
is done for five descriptor types: ASIFT, SIFT, SURF, ORB and FREAK. Each
descriptor is computed on key points obtained with their classically associated
key point detector; respectively SIFT, SIFT, SURF, Oriented FAST and FAST
[14] detectors.



Because the model and the object contain two identical views, the 90° and
270° views, two peaks in the percent of matches are expected, corresponding
to these identical views being matched, and few matches when moving away
from the peaks. Note that the curves represent the mean over all objects of a
class. These objects are not perfectly aligned, so the peak can occur at slightly
different places for each object. When computing the mean, this tend to create
a lower and larger peak which does not reach the 100% matches. Also note that
the curves represent the data for three tilt positions, 15°, 35° and 60°. At best,
each peak is subdivided into three successive peaks, one for each tilt position.
For clarity, the overall results are commented and illustrated with the soda can
and food can classes.

—— ASIFT
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—— FREAK
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Fig. 3: Results for the soda can and food can classes with ORB and FREAK descriptors
for a two views model. ASIFT is provided for comparison.
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Fig.4: Results for the soda can and food can classes with ASIFT, SIFT and SURF
descriptors for a two views model.



As can be seen in Figure 3, ORB, and FREAK descriptors show numerous
peaks and find many matches independent of the angle, thus false matches.
Results for other classes are similar. These descriptors have the particularity of
being binary descriptors, fast to match but with lower dimensionality, thus lower
discriminative power.

Figure 4 shows that SIFT tend to have a high match percentage where there
are no training images, thus false matches. ASIFT and SURF descriptors behave
similarly showing peaks around the training images positions and low percent
of matches elsewhere, but ASIFT tend to score slightly higher. ASIFT uses an
affine approximation of the object to account for affine transforms. As noted
by Lowe in [9], for a given affine transform, the approximation error can be
bounded by the projected diameter of the object’s circumscribing sphere times
a constant. It seems reasonable to believe that SURF and ASIFT giving similar
results hints to the fact that this affine approximation is not valid for objects
of this size. Nevertheless, because of its scores, ASIFT is chosen to perform the
experiment.

4.3 Models comparison

Given the descriptor type and an object, successive models are created using
more and more views. The models are compared with the comparison metrics de-
scribed in the previous section in order to look for the best compromise between
model robustness, model size and processing speed. Using the ASIFT descriptor,
four models are built using 4, 8, 17 and 33 views uniformly distributed, with tilt
15°. Each model is then matched to the full object. Two views are considered
as matching if 25% of their key points are matching. This threshold is chosen
empirically.

As can be seen in Table 3, there is a great inter class variation due to the
objects having different shapes and texture size. For the particular case of the
food can class, a very simple model with 4 views is sufficient for recognition with
few blind spots. This may be due to the cylindrical shape which provide features
appearance changing smoothly.

Otherwise, 4 views are not sufficient in terms of size of blind spots. Using
8 views seems to produce few blind spots, except for the food bag and instant
noodles classes. The speed and model size remain low. Overall, a model with
17 views provides a good compromise in terms of size of blind spots and size of
model. However the matching speed is almost as high as when using 33 views.
For a model with 33 views, the blind spots sum is small but the matching time
can go up to 10 ms and the size of the model up to 20.5 Mb.

Between a model with 4 and 33 views there can be a difference of up to 28
times more blind spots (food jar class). But the processing time and model size
are divided by 10. Using 17 views tend to produce models twice lighter than
using 33 views, and the processing time can be smaller or equal. The difference
in blind spots sum can be divided up to 4 times.



Table 3: For each considered class, this Table shows the number of views, total sum of
blind spots, mean matching time and mean size of the model. The mean and standard
deviation over all classes is provided at the bottom row. This experiment considers 3
tilt and 360°pan positions, the total spanned angle is 360 * 3 = 1080°

Class |Views Blind Time Size
spots(degs)| (ms) | (Mb)

4 630 3.1 2.3

cereal 8 279 4.8 4.8
box 17 198 9.9 10.6
33 108 10.7 20.5

4 981 2.3 1.7

food 8 882 3.6 4.1
bag 17 639 7.7 8.7
33 378 6.7 17.1

4 945 0.8 0.42

instant 8 765 1.7 1.0
noodles | 17 432 3.6 2.2
33 306 7.2 4.3

4 540 0.7 0.25

soda 8 198 1.5 0.51
can 17 63 3.2 1.1
33 36 6.4 2.15

4 639 0.9 0.85

food 8 306 1.9 2.17
box 17 117 4.2 4.6
33 45 8.1 9.0

4 234 0.7 0.24

food 8 0 1.3 0.48
can 17 0 3 1.04
33 0 5.5 2.0

4 432 0.6 0.24

food 8 144 1.2 0.48
jar 17 45 2.8 1.05
33 18 5.5 2.04

4 873 0.9 0.54

water 8 603 1.7 1.1
bottle 17 252 3.7 2.4
33 63 7.2 4.63
4 | 659/245 [1.2/0.8]0.8/0.7
mean /| 8 | 397/295 |2.2/1.2]1.8/1.6
std-dev| 17 | 218/205 |4.8/2.4/4.0/3.5
33 | 119/133 (4.7/5.1|7.7/6.8




Using 33 views provides a model close to covering the whole observation half-
sphere. Still, this is a small number when compared with the hundreds of views
contained in models created with Structure from Motion techniques.

5 Conclusion

This work shows that a small number of views is sufficient to create models robust
to out of plane rotation. Added to the translation invariance, in plane rotation
robustness and scale invariance of the considered features it yields models highly
robust to viewpoint change. The small image set compensate for the complexity
of the descriptors and overall the models are light and fast to process when
compared with models using hundreds of views. Though creating light models
seems to be the way to go, most modelling methods rely on overlapping images
and does not allow to do so. Future work involves developing methods to create
light yet robust models in a simple fashion.
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