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SUB-EXPONENTIAL LOWER BOUNDS FOR EMBEDDED
EIGENFUNCTIONS OF SOME DISCRETE SCHRÖDINGER OPERATORS

MANDICH, MARC-ADRIEN

Abstract. Following the method of Froese and Herbst, we show for a class of potentials V that
an embedded eigenfunction ψ with eigenvalue E of the multi-dimensional discrete Schrödinger
operator H “ ∆ ` V on Z

d decays sub-exponentially whenever the Mourre estimate holds at
E. In the one-dimensional case we further show that this eigenfunction decays exponentially
with a rate at least of cosh´1ppE´ 2q{pθE ´ 2qq, where θE is the nearest threshold of H located
between E and 2. A consequence of the latter result is the absence of eigenvalues between 2

and the nearest threshold to 2 on either side.

1. Introduction

The analysis of the decay rate of eigenfunctions of Schrödinger operators goes back to the
famous works of Slaggie and Wichmann [SW], Agmon [A], and Combes and Thomas [CT]. Their
results showed that eigenfunctions corresponding to eigenvalues located outside the essential
spectrum decay exponentially. Subsequently, Froese and Herbst [FH], but also [FHHO1] and
[FHHO2], investigated what happened for eigenfunctions corresponding to eigenvalues located
in the essential spectrum of Schrödinger operators. They showed that eigenfunctions of the
continuous Schrödinger operator on R

n decay exponentially at non-threshold energies for a large
class of potentials. Since their pioneering work a solid literature has grown using these ideas. For
example, these ideas have been applied to Schrödinger operators on manifolds [V], Schrödinger
operators in PDE’s [HS], and self-adjoint operators in Mourre Theory [FMS]. This short list of
examples is by no means complete. The question however does not seem to have been investigated
for the discrete Schrödinger operator and constitutes the subject of this paper.

We now describe the mathematical setup of the article. The configuration space is the multi-
dimensional lattice Z

d for some integer d ě 1. For a multi-index n “ pn1, ..., ndq P Z
d, we set

|n|2 :“ n21 ` ... ` n2d. Consider the complex Hilbert space H :“ ℓ2pZdq of square summable
sequences pupnqqnPZd . The discrete Schrödinger acting on H is

(1.1) H :“ ∆ ` V,

where ∆ is the non-negative discrete Laplacian defined by

p∆uqpnq :“
ÿ

mPZ
d,

|n´m|“1

pupnq ´ upmqq, for all n P Z
d, u P H,

and V is a multiplication operator by a bounded real-valued sequence pV pnqqnPZd . Let us denote
by τiV and τ˚

i V the operators of multiplication by the shifted sequence pV pnqqnPZd to the right
and to left respectively on the ith coordinate, namely

rpτiV quspnq :“ V pn1, ..., ni ´ 1, ..., ndqupnq, for all n P Z
d, u P H, and i “ 1, ..., d,
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and correspondingly for τ˚
i V . In addition to V bounded, two hypotheses on the potential appear

in this manuscript :

‚ Hypothesis 1: V satisfies

(1.2) max
1ďiďd

sup
nPZd

|nipV ´ τiV qpnqq| ă 8.

‚ Hypothesis 2: The potential V is compact, i.e.

(1.3) V pnq Ñ 0, as |n| Ñ 8.

The method of Froese and Herbst that we employ works in conjunction with the Mourre estimate,
which we now briefly recall in order to present the results. The Mourre estimate is the key relation
in the theory developed by Mourre [Mo]. We refer to [ABG] and references therein for a thorough
overview of the improved theory. The position operator N “ pN1, ..., Ndq is defined by

(1.4) pNiuqpnq :“ niupnq, DpNiq :“
#

u P ℓ2pZdq :
ÿ

nPZd

|niupnq|2 ă 8
+

,

and the shift operators Si and S˚
i to the right and to left respectively act on H by

(1.5) pSiuqpnq :“ upn1, ..., ni ´ 1, ..., ndq, for all n P Z
d and u P H,

and correspondingly for S˚
i . The shift operators allow us to rewrite the Laplacian as ∆ “

řd
i“1p2 ´ S˚

i ´ Siq. The generator of dilations A is the closure of the operator A0 given by

(1.6) A0 :“ i

d
ÿ

i“1

2´1pS˚
i ` Siq ´ pS˚

i ´ SiqNi “ ´i

d
ÿ

i“1

2´1pS˚
i ` Siq `NipS˚

i ´ Siq

with domain DpA0q “ ℓ0pZdq, the collection of sequences with compact support. It is well-known
that A is a self-adjoint operator, see e.g. [GGo]. Let T be an arbitrary bounded self-adjoint
operator on H. If the form

pu, vq ÞÑ xu, rT,Asvy :“ xTu,Avy ´ xAu, Tvy
defined on DpAqˆDpAq extends to a bounded form on HˆH, we denote by rT,As˝ the bounded
operator extending the form, and say that T is of class C1pAq (cf. [ABG][Lemma 6.2.9]). We
refer the reader to [ABG][Theorem 6.2.10] for equivalent definitions of this class. We have that

(1.7) r∆, iAs˝ “
d

ÿ

i“1

∆ip4 ´ ∆iq “
d

ÿ

i“1

p2 ´ pS˚
i q2 ´ pSiq2q

is a non-negative operator. As for the commutator between V and A, we have for u, v P ℓ0pZdq,

xu, rV, iAsvy “
d

ÿ

i“1

xu, rpNi ´ 2´1qpV ´ τiV qSi ` pNi ´ 2´1qpV ´ τ˚
i qS˚

i svy.

Assuming V to be bounded, note that rV, iAs˝ exists if and only if Hypothesis 1 holds. Assuming
rH, iAs˝ to exist, we say that the Mourre estimate holds at λ P R if there exists an open interval
Σ containing λ, a constant c ą 0 and a compact operator K such that

(1.8) EΣpHqrH, iAs˝EΣpHq ě cEΣpHq `K,

in the form sense on H ˆ H. Here EΣpHq is the spectral projector of H onto the interval Σ.
Denote ΘpHq the set of points where a Mourre estimate (1.8) holds for H with respect to A. In
other words, RzΘpHq is the set of thresholds of H. Finally, define for pα, γq P r0,8q ˆ r0, 1s, the
following operator of multiplication on H:

(1.9) ϑα,γ :“ exp
´

α
`

1 ` |N |2
˘γ{2

¯

, with domain
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Dpϑα,γq :“
#

u P H :
ÿ

nPZd

exp
´

2α
`

1 ` |n|2
˘γ{2

¯

|upnq|2 ă 8
+

.

In this manuscript, we will say that ψ P H decays sub-exponentially (resp. exponentially) if
ψ P Dpϑα,γq for some γ ă 1 (resp. for γ “ 1) and some α ą 0. Write ϑα :“ ϑα,1. The main
result of the paper concerning the one-dimensional operator H is :

Theorem 1.1. Assume Hypotheses 1 and 2, and d “ 1. If Hψ “ Eψ with ψ P ℓ2pZq, then if

(1.10) θE :“
#

sup t2 ` pE ´ 2q{ coshα : α ě 0 and ψ P Dpϑαqu , for E ă 2

inf t2 ` pE ´ 2q{ coshα : α ě 0 and ψ P Dpϑαqu , for E ą 2,

one has that either θE P RzΘpHq or θE “ 2. If E “ 2, the statement is that either ψ P Dpϑαq
for all α ě 0 or 2 P RzΘpHq. Moreover, if ψ P Dpϑαq for all α ě 0, then ψ “ 0.

Remark 1.1. The function R
` Q α ÞÑ θEpαq :“ 2`pE´2q{ coshpαq P rE, 2q is strictly increasing

to two when E ă 2 so that E ď θE ď 2, whereas the function is strictly decreasing to two when

E ą 2 in which case E ě θE ě 2.

If E is both an eigenvalue and a threshold, the above result does not give any information
about the rate of decay of the corresponding eigenfunction, whereas if E is not a threshold,
the corresponding eigenfunction decays at a rate at least of cosh´1ppE ´ 2q{pθE ´ 2qq. As in the
continuous operator setting, the possibility of ψ P Dpϑαq for all α ě 0 can be eliminated. The last
part of the Theorem implies the absence of eigenvalues in the middle of the band σp∆q “ r0, 4s,
i.e. between 2 and the nearest threshold to 2 on either side this value. The absence of eigenvalues
has already been shown in similar contexts. For example, in [S] a one-dimensional discrete version
of Weidmann’s Theorem is proven, namely if V is compact and of bounded variation, then the
spectrum of ∆ ` V is purely absolutely continuous on p0, 4q. Another closely related result is
that of [JS] where it is shown that the spectrum of the half-line discrete Schrödinger operator
∆`W `V is purely absolutely continuous on p0, 4qzt2˘2 cospk{2qu, where W pnq “ q sinpknq{nβ
with q, k P R, β P p1{2, 1s and pV pnqq P ℓ1pZq. Note that an application of Theorem 1.1 is in
conformity with their example when β “ 1 and V ” 0.

The main result concerning the multidimensional discrete Schrödinger operator H is:

Theorem 1.2. Let d ě 1. Suppose that Hypothesis 1 holds for the potential V . If Hψ “ Eψ

with ψ P ℓ2pZdq and E P ΘpHq, then ψ P Dpϑα,γq for all pα, γq P r0,8q ˆ r0, 2{3q.
Although Theorem 1.2 does not yield exponential decay of eigenfunctions, the result is useful

for applications in Mourre theory. It appears that the method of Froese and Herbst adapts quite
well for the one-dimensional discrete operator; however, there seems to be a non-trivial difference
between the dimensions d ě 2 and d “ 1 in the discrete setting as far as the method is concerned.
The exponential decay of eigenfunctions in higher dimensions remains an open question because
our proof does not attain it.

From a perspective of Mourre theory and in an abstract setting, a related question is to show
that the eigenfunction ψ P DpAnq for some n ě 1. The first results of this kind were obtained
in [Ca] and [CGH], where it was shown that if Hψ “ Eψ with E embedded in the continuous
spectrum of H, and the iterated commutators adk

ApHq are bounded for k “ 1, ..., ν together
with appropriate domain conditions being satisfied by H and A, then ψ P DpAnq for all n ě 0

satisfying n`2 ď ν, whenever the Mourre estimate holds at E. Here A is the conjugate operator
to the Hamiltonian H in the abstract framework, and the iterated commutators are defined by
ad1

ApHq :“ rH,As˝ and adk
ApHq :“ radk´1

A pHq, As˝. So in the simplest case, one would obtain

ψ P DpAq provided ad3
ApHq exists. Then in [FMS], the authors reduce by one, from n ` 2 to

n ` 1 the number of commutators that need to be bounded in order to obtain ψ P DpAnq, and
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show that the result is optimal. In counterpart of these abstract results, we should point out
that in the framework of Schrödinger operators, minimal hypotheses yield much stronger results.
Indeed, a direct consequence of Theorem 1.2 is that ψ P DpAnq for all n ě 0 assuming only
rH,As˝ bounded.

The notion of the C1pAq class of operators also exists for unbounded operators. It appears
to us that the results of this paper could also apply to Schrödinger operators with unbounded
potentials satisfying the C1pAq condition. A simple criterion to check if the potential belongs to
this class is given in [GM][Lemma A.2]. This criterion is straightforward to verify in the setting of
this paper. It is however doubtful to us if the generalization of the result to unbounded potentials
is significant.

To further motivate Theorem 1.2, we give an application to discrete Schrödinger operators
with Wigner-von Neumann potentials.
Example. (from [Ma]) Let W be the discrete Wigner-von Neumann potential given by

pWuqpnq “ W pnqupnq :“ q sinpkpn1 ` ... ` ndqq
|n| upnq, for all n P Z

d, u P H,

for some pq, kq P R ˆ p´π, πq, and let V be a multiplication operator satisfying for some ρ ą 0,

sup
nPZd

xnyρ|V pnq| ă 8, and max
1ďiďd

sup
nPZd

xnyρ|ni||pV ´ τiV qpnq| ă 8.

Here xny :“
a

1 ` |n|2. Now let H :“ ∆ ` W ` V be the Schrödinger operator on H, and let

P and PK be the spectral projectors onto the pure point subspace of H and its complement
respectively. Let Epkq :“ 4 ´ 4signpkq cospk{2q, and consider the sets

µpHq :“ p0, 4qzt2 ˘ 2 cospk{2qu, for d “ 1,

µpHq :“ p0, Epkqq Y p4d ´ Epkq, 4dq, for d ě 2.

By combining Theorem 1.2 with [Ma, Theorem 1.1], one can remove the abstract assumption
kerpH ´ Eq Ă DpAq that appears in the latter Theorem. We get the following improved result:

Theorem 1.3. We have that µpHq Ă ΘpHq. For all E P µpHq there is an open interval Σ

containing E such that for all s ą 1{2 and all compact intervals Σ1 Ă Σ, the reduced limiting

absorption principle for H holds for with respect to pΣ1, s, Aq, that is,

sup
xPΣ1,y‰0

}xAy´spH ´ x´ iyq´1PKxAy´s} ă 8.

In particular, the spectrum of H is purely absolutely continuous on Σ1 whenever P “ 0 on Σ1,

and for d “ 1, H does not have any eigenvalues on p2 ´ 2 cospk{2q, 2 ` 2 cospk{2qq.
The plan of the paper is as follows: in Section 2, we prove the main result for the multidimen-

sional Schrödinger operator, namely Theorem 1.2. In section 3, we further develop the method
of Section 2 in the case of the one-dimensional operator, and prove Theorem 1.1. Finally Section
4 is the appendix and contains a long technical calculation proving a key relation required for
both Sections 2 and 3.

Acknowledgments: It is a pleasure to thank my thesis director Sylvain Golénia for his nu-
merous useful comments and advice, and also Thierry Jecko and Milivoje Lukic for enlightening
conversations. I am grateful to the University of Bordeaux for funding my studies.

2. The multidimensional case : sub-exponential lower bounds

We begin this section by fixing more notation, and build on the one introduced above. Let

∆i :“ 2 ´ S˚
i ´ Si and
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A0,i :“ ´i
`

2´1pS˚
i ` Siq `NipS˚

i ´ Siq
˘

“ i
`

2´1pS˚
i ` Siq ´ pS˚

i ´ SiqNi

˘

.

Let

(2.1) A1
i :“ iA0,i, A1 :“

d
ÿ

i“1

A1
i “ iA0 with DpA1q “ DpA0q.

Then the following is a non-negative operator on H:

r∆i, A
1
is˝ “ ∆ip4 ´ ∆iq “ 2 ´ pS˚

i q2 ´ pSiq2

A useful identity relating the shift operators and the potential is:

(2.2) SiV “ pτiV qSi and S˚
i V “ pτ˚

i V qS˚
i .

Consider an increasing function F P C3pr0,8qq with bounded derivative away from the origin.
Examples to keep in mind for a later application are Fs,α,γ : r0,8q ÞÑ r0,8q, where ps, α, γq P
r0,8q ˆ r0,8q ˆ r0, 2{3q and

(2.3) Fs,α,γpxq :“ Υspαxγq.
Here Υs is an interpolating function defined for s ě 0 by

(2.4) Υspxq :“
ż x

0

xsty´2dt.

Then Υspxq Ò x as s Ó 0, and

(2.5) Υspxq ď cs for s ą 0, and |Υpnq
s pxq| ď cx´n`1,

where the first constant in (2.5) is dependent of s and the second constant is independent of s.
It is readily seen that there are constants C ą 0 independent of s and γ such that

(2.6) |F 1
s,α,γpxq| ď Cxγ´1 and |F 2

s,α,γpxq| ď Cxγ´2.

We also have that for all x ě 0,

(2.7) F 1
s,α,γpxq ě 0 and F 2

s,α,γpxq ď 0.

So Fs,α,γ is increasing and concave.

For n “ pn1, ..., ndq P Z
d, let xny :“

a

1 ` |n|2. The function F induces a radial operator of
multiplication on H, also denoted by F and acting as follows: pFuqpnq :“ F pxnyqupnq, for all
u P H. For i “ 1, ..., d, we introduce the multiplication operators on H:

(2.8) ϕℓi :“ pτieF ´ eF q{eF “ eτiF´F ´ 1 and ϕri :“ pτ˚
i e

F ´ eF q{eF “ eτ
˚
i F´F ´ 1,

(2.9) gℓi :“ ϕℓi{Ni and gri :“ ϕri{Ni.

In other words, if Ui : Z
d ÞÑ Z

d denotes the flow pn1, ..., ndq ÞÑ pn1, ..., ni ´ 1, ..., ndq and U´1
i

its inverse, then ϕℓi and ϕri are multiplication at n respectively by ϕℓipnq “ eF pxUinyq´F pxnyq ´ 1

and ϕripnq “ eF pxU´1

i ny´F pxnyq ´ 1, while gℓi and gri are multiplication at n respectively by
gℓipnq “ ϕℓipnq{ni and gripnq “ ϕripnq{ni. Since gℓipnq and gripnq are not well-defined when
ni “ 0, set gℓipnq “ gripnq :“ 0 in that case. We will need the operator g on H given by

(2.10) pguqpnq “ gpnqupnq :“ F 1pxnyq
xny upnq.

Three remarks are in order. First, by the mean value theorem, F 1 bounded away from the origin
ensures that ϕℓi , ϕri , gℓi and gri are bounded operators on H; secondly, F increasing implies
signpniqϕripnq ě 0, signpniqϕℓipnq ď 0, gripnq ě 0, gℓipnq ď 0 and gpnq ě 0; and thirdly, we
remark that F,ϕℓi , ϕri and g are radial potentials on H.
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Proposition 2.1. Suppose that Hypotheses 1 holds for the potential V . Let F be a general

function as described above and suppose that for all i, j “ 1, ..., d,

¨ :1 |gri | P Op1q and |gℓi | P Op1q,
¨ :2 |τig ´ g|Nj P Op1q,
¨ :3 |τiϕri ´ ϕri |Nj , |τiϕℓi ´ ϕℓi |Nj, |τiϕrj ´ ϕrj |Ni and |τiϕℓj ´ ϕℓj |Ni P Op1q,
¨ :4 |pgri ´ gq ´ pgℓi ` gq|NiNj P Op1q.

Suppose that Hψ “ Eψ, with ψ P H. Let ψF :“ eFψ, and assume ψF P H. Then ψF P Dp?
gA1q

and there exist bounded operators pWiqdi“1, L, M and G on H depending on F such that

(2.11)

@

ψF , rH,A1s˝ψF

D

“ ´2
›

›

?
gA1ψF

›

›

2 ´
d

ÿ

i“1

›

›

a

∆ip4 ´ ∆iqWiψF

›

›

2

` 2´1
@

ψF , pL ` M ` GqψF

D

.

The Wi are multiplication operators given by Wi “ WF ;i :“
a

coshpτiF ´ F q ´ 1. The expres-

sions of L, M and G are involved; they are given by (4.6), (4.7) and (4.8) respectively. The

relevant point is that these operators are a finite sum of terms, each one of the form

(2.12) P1pS1, ..., Sd, S˚
1 , ..., S

˚
d qTP2pS1, ..., Sd, S˚

1 , ..., S
˚
d q,

where P1 and P2 are multivariable polynomials in S1, ..., Sd, S
˚
1 , ..., S

˚
d and T are multiplication

operators that satisfy one of the assumptions listed in :1 ´ :4.

Remark 2.1. Formula (2.11) has an additional negative term compared to the corresponding

formula for the continuous Schrödinger operator, cf. [FH, Lemma 2.2]:

xψF , rH,A1s˝ψF y “ ´4}?
gA1ψF }2 ` xψF ,QψF y, with Q “ px ¨ ∇q2g ´ x ¨ ∇p∇F q2.

Remark 2.2. As mentionned in [FH], if we consider the Virial Theorem disregarding operator

domains, it is reasonable to expect xψ, rH, eFA1eF sψy “ 0. This idea underlies (2.11).

Proof. Let φ P ℓ0pZdq, the sequences with compact support, and φF :“ eFφ. The first step of
the proof consists in establishing the following identity :

(2.13)

@

φ, reFA1eF ,∆sφ
D

“
@

φF , rA1,∆sφF
D

´ 2
›

›

?
gA1φF

›

›

2

´
ÿ

1ďiďd

›

›

a

∆ip4 ´ ∆iqWiφF
›

›

2 ` 2´1
@

φF , pL ` M ` GqφF
D

.

The proof of (2.13) is technical and long, so it is done in the appendix. The assumptions of this
Proposition and F 1 bounded away from the origin imply that the Wi, L, M and G stemming
from this calculation are bounded operators. Exactly where these assumptions are applied are
indicated in the appendix by p;q. The second step consists in using (2.13) to prove (2.11). For
m ě 1, define the cut-off potentials χmpnq :“ χpxny{mq on Z

d, where χ P C8
c pRq and χ equals

one in a neighborhood of the origin. Then (2.13) holds with φ “ χmψ and φF “ eFχmψ. Adding
@

χmψ, reFA1eF , V sχmψ
D

“
@

eFχmψ, rA1, V seFχmψ
D

to each side of (2.13), and introducing the
constant E in the commutator on the left, we obtain

(2.14)

@

χmψ, reFA1eF ,H ´Esχmψ
D

“
@

eFχmψ, rA1,HseFχmψ
D

´ 2
›

›

?
gA1eFχmψ

›

›

2

´
ÿ

1ďiďd

›

›

a

∆ip4 ´ ∆iqWie
Fχmψ

›

›

2

` 2´1
@

eFχmψ, pL ` M ` GqeFχmψ
D

.
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Since eFχmψ Ñ ψF in H as m Ñ 8, the first, third and fourth terms on the right side of (2.14)
converge. The left side of (2.14) is handled in the same way as in [CFKS, Proposition 4.16]:

@

χmψ, reFA1eF ,H ´ Esχmψ
D

“ ´2ℜ
`@

eFA1eFχmψ, pH ´ Eqχmψ
D˘

“ ´2ℜ
`@

xNy´1A1eFχmψ, xNyeF pH ´ Eqχmψ
D˘

.

Since supppχmq Ă r´2m, 2msd, suppppH´Eqχmψq Ă K :“ r´2m´1, 2m`1sd and so commuting
χm with pH ´ Eq gives

xNyeF pH ´ Eqχmψ “ xNyeF1KpH ´Eqχmψ

“
ÿ

1ďiďd

xNypχm ´ τiχmqeFSiψ ` xNypχm ´ τ˚
i χmqeFS˚

i ψ.(2.15)

An application of the Mean Value Theorem shows that |xNypχm ´ τiχmq| and |xNypχm ´ τ˚
i χmq|

are bounded by a constant independent of m. Moreover, ψF P H and F 1 bounded imply that

eFSiψ “ Sie
τ˚
i F´FψF and eFS˚

i ψ “ S˚
i e

τiF´FψF P H. Thus the sequence (2.15) is uniformly
bounded in absolute value in H. Furthermore, it converges pointwise to zero. By Lebesgue’s
Dominated Convergence Theorem,

(2.16)
›

›xNyeF pH ´ Eqχmψ
›

› Ñ 0 as m Ñ 8.

Since xNy´1A1 is a bounded operator on H, the left side of (2.14) converges to zero as m Ñ 8.
The only remaining term in (2.14) is 2}?

gA1eFχmψ}2, hence it must also converge as m Ñ 8.
To finish the proof, it remains to show that ψF P Dp?

gA1q. Let φ P ℓ0pZq. Then
ˇ

ˇ

@

ψF , A
1?gφ

Dˇ

ˇ “ lim
mÑ8

ˇ

ˇ

@

eFχmψ,A
1?gφ

Dˇ

ˇ ď
´

lim
mÑ8

}?
gA1eFχmψ}

¯

}φ}.

This shows that ψF P D
`

p´A1?gq˚
˘

“ Dp?
gA1q. Then it must be that }?

gA1eFχmψ}2 Ñ
}?
gA1ψF }2 and the proof is complete after rearranging the terms accordingly in (2.14). �

As mentionned in the last Proposition, L,M and G are a finite sum of terms of the form

P1pS1, ..., Sd, S˚
1 , ..., S

˚
d qTP2pS1, ..., Sd, S˚

1 , ..., S
˚
d q

for some polynomials P1 and P2. Going forward, it is essential that the multiplication operators
T “ T pnq decay radially at infinity. In other words, for the minimal assumptions :1 ´ :4, we will
need op1q instead of Op1q. The following Lemma shows that this is the case for F “ Fs,α,γ .

Lemma 2.2. Let F “ Fs,α,γ be the function defined in (2.3). Consider its corresponding func-

tions ϕri , ϕℓi , gri , gℓi and g. The following estimates hold uniformly with respect to s and γ:

¨ ;1 |gri | and |gℓi | P Oαpxnyγ´2q,
¨ ;2 |τig ´ g| P Oαpxnyγ´3q,
¨ ;3 |τ˚

i ϕrj ´ ϕrj | and |τ˚
i ϕℓj ´ ϕℓj | P Oαpxnyγ´2q,

¨ ;4 |pgri ´ gq ´ pgℓi ` gq| P Oαpxny3γ´4q,
¨ ;5 |pτiF ´ F q ´ τipτiF ´ F q| P Oαpxnyγ´2q.

Therefore ;i improve :i for i “ 1, 2, 3, 4 respectively.

Proof. These estimates are simple applications of the Mean Value Theorem (MVT). Let
n “ pn1, ..., ndq and fix i P t1, ..., du. There is n1 “ pn1

1, ..., n
1
dq with n1

i P pni, ni ` 1q and
n1
j “ nj for j ‰ i such that

gripnq “ n1
i

xn1y
F 1pxn1yqeF pxn1yq

nieF pxnyq
.
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This, together with (2.6), and an analogous calculation for gℓipnq shows ;1. Define g : R
d Ñ R,

gpxq :“ F 1pxxyqxxy´1. Then ;2 follows from

Bg
Bxi

pxq “ xi

xxy
F 2pxxyqxxy ´ F 1pxxyq

xxy2 .

Now fix i, j P t1, ..., du. First there is n1 “ pn1
1, ..., n

1
dq with n1

j P pnj , nj ` 1q and n1
k “ nk for

k ‰ j such that

pτ˚
j F ´ F qpnq “ BF̃

Bxj
pn1q “

n1
j

xn1yF
1pxn1yq, with F̃ pxq “ F pxxyq.

Then there is n2 “ pn2
1, ..., n

2
dq with n2

i P pn1
i, n

1
i ` 1q and n2

k “ n1
k for k ‰ i such that

pτ˚
i ϕrj ´ ϕrj qpnq “ B2F̃

BxiBxj
pn2qe

BF̃
Bxj

pn2q
.

This proves ;3 since
ˇ

ˇ

ˇ

ˇ

ˇ

B2F̃
BxiBxj

pxq
ˇ

ˇ

ˇ

ˇ

ˇ

ď |F 1pxxyq|
xxy ` |F 2pxxyq|.

The latter estimate on B2F̃ {pBxiBxjq also implies ;5. Finally, for ;4, we start with

gripnq ´ gpnq “ 1

nieF pxnyq

„

n1
i

xn1yF
1pxn1yqeF pxn1yq ´ ni

xnyF
1pxnyqeF pxnyq



“ 1

nieF pxnyq

Bk
Bxi

pn2q

where
k : R

d Ñ R, kpxq :“ xi

xxyF
1pxxyqeF pxxyq,

and n2 “ pn2
1, ..., n

2
dq with n2

i P pni, n1
iq and n2

j “ nj for j ‰ i. We compute

Bk
Bxi

pxq “
ˆ

F 1pxxyq
xxy ´ x2iF

1pxxyq
xxy3 ` x2iF

2pxxyq
xxy2 ` x2i pF 1pxxyqq2

xxy2
˙

eF pxxyq.

Thus for some n3 “ pn3
1 , ..., n

3
d q with n3

i P pni ´ 1, ni ` 1q and n3
j “ nj for j ‰ i, we have

pgripnq ´ gpnqq ´ pgℓipnq ` gpnqq “ 1

nieF pxny

B2k
Bx2i

pn3q.

A calculation of B2k{Bx2i yields the required estimate. �

We are now ready to prove the main result concerning the multidimensional operator H:

Proof of Theorem 1.2. Let ψFs,α,γ :“ eFs,α,γψ, and let Ψs :“ ψFs,α,γ{}ψFs,α,γ }. We suppose that
for some pα, γq P r0,8q ˆ r0, 2{3q, ψ R Dpϑα,γq and derive a contradiction. Of course, ψFs,α,γ P H

for all s ą 0, but by the Monotone Convergence Theorem, }ψFs,α,γ } Ñ `8 as s Ó 0. Thus, for

any bounded set B Ă Z
d,

(2.17) lim
sÓ0

ÿ

nPB

|Ψspnq|2 “ 0.

In particular, Ψs converges weakly to zero. As α and γ are fixed, we shall write Fs instead of
Fs,α,γ for simplicity. Introduce the operator HFs :“ eFsHe´Fs . Then HFs is a bounded operator
and HFsΨs “ EΨs. We claim that

(2.18) lim
sÓ0

}pH ´EqΨs} “ 0.
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To see this, write HFs as follows:

HFs “ H `
ÿ

1ďiďd

Sip1 ´ eτ
˚
i Fs´Fsq ` S˚

i p1 ´ eτiFs´Fsq.

To show (2.18), it is therefore enough to show that

(2.19) lim
sÓ0

}p1 ´ eτ
˚
i Fs´FsqΨs} “ lim

sÓ0
}p1 ´ eτiFs´FsqΨs} “ 0.

Let BpNq “ tn P Z
d : xny ď Nu, and BpNqc the complement set. For all ǫ ą 0, there is N ą 0

such that
sup

nPBpNqc

są0

ˇ

ˇ

ˇ
1 ´ epτ˚

i Fs´Fsqpnq
ˇ

ˇ

ˇ
“ sup

nPBpNqc

są0

ˇ

ˇ

ˇ
1 ´ eαγxn1yγ´1Υ1

spαxn1yγ q
ˇ

ˇ

ˇ
ď ǫ

(here n1 “ pn1
1, ..., n

1
dq with n1

i P pni, ni ` 1q and n1
j “ nj for j ‰ i). Combining this with (2.17)

proves the first limit in (2.19), and the second one is shown in the same way. Thus the claim is
proven. Because E P ΘpHq, there exists an interval Σ :“ pE ´ δ,E ` δq with δ ą 0, η ą 0 and a
compact K such that

(2.20) EΣpHqrH,A1s˝EΣpHq ě ηEΣpHq `K.

By functional calculus,

(2.21) lim
sÓ0

}ERzΣpHqΨs} ď lim
sÓ0

δ´1}ERzΣpHqpH ´ EqΨs} “ 0.

It follows by the Mourre estimate (2.20) and (2.21) that

(2.22) lim inf
sÓ0

xΨs, EΣpHqrH,A1s˝EΣpHqΨsy ě η lim inf
sÓ0

}EΣpHqΨs}2 “ η ą 0.

We now look to contradict this equation. We start with

(2.23) xΨs, EΣpHqrH,A1s˝EΣpHqΨsy “ xΨs, rH,A1s˝Ψsy ´ f1psq ´ f2psq, where

f1psq “ xΨs, ERzΣpHqrH,A1s˝EΣpHqΨsy and f2psq “ xΨs, rH,A1s˝ERzΣpHqΨsy.
Applying (2.21) gives

lim
sÓ0

|f1psq| “ lim
sÓ0

|f2psq| “ 0.

Now apply (2.11) with F “ Fs,α,γ , and after dividing this equation by }Ψs}2, we have

lim sup
sÓ0

xΨs, rH,A1s˝Ψsy ď 0.

Here we took advantage of the negativity of the first two terms on the right side of (2.11),
and used the uniform decay of L ` M ` G together with the weak convergence of Ψs to get
xΨs, pL`M`GqΨsy Ñ 0 as s Ó 0. To check this thoroughly, one needs to apply the estimates of
Lemma 2.2 to where indicated in the appendix by a p;q. Note that L given by (4.6) is the most
constraining term; it has the necessary decay provided 3γ ´ 4 ă ´2, i.e. γ ă 2{3. Note also that

;5 allows to conclude, by continuity of the map x ÞÑ
a

coshpxq ´ 1, that xΨs, pWFs;i´τiWFs;iqΨsy
and like terms converge to zero. Thus by (2.23),

lim sup
sÓ0

xΨs, EΣpHqrH,A1s˝EΣpHqΨsy ď 0.

This is in contradiction with (2.22), so the proof is complete. �

3. The one-dimensional case: exponential lower bounds

In this section we deal with the one-dimensional Schrödinger operator H on H “ ℓ2pZq. We
follow the same definitions as in the introduction and the previous section, but since i “ 1, we will
drop this subscript. We shall write S and S˚ instead of Si and S˚

i , N instead of Ni, etc...Consider
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an increasing function F P C2pr0,8qq with bounded derivative away from the origin. This
function induces a radial operator on H as in the previous section : pFuqpnq :“ F pxnyqupnq for
all u P H.

Proposition 3.1. Suppose that Hypothesis 1 holds for the potential V . Let F be as above, and

suppose additionally that

(3.1) |xF 2pxq| ď C, for x away from the origin.

Suppose that Hψ “ Eψ, with ψ P H. Let ψF :“ eFψ, and assume that ψF P H. Then

ψF P Dp?
gr ´ gℓA

1q and there exist bounded operators W , M and G depending on F such that

(3.2)
@

ψF , rH,A1sψF

D

“ ´
›

›

?
gr ´ gℓA

1ψF

›

›

2 ´
›

›

a

∆p4 ´ ∆qWψF

›

›

2 ` 2´1
@

ψF , pM `GqψF

D

.

The exact expressions of W,M and G are given by (4.10), (4.11) and (4.12) respectively.

Proof. The proof is done in two steps. The first step consists in proving that

(3.3)
xφ, reFA1eF ,∆sφy “ xφF , rA1,∆sφF y ´ }?

gr ´ gℓA
1φF }2

´ }
a

∆p4 ´ ∆qWφF }2 ` 2´1xφF , pM `GqφF y.
The proof of this is in the appendix starting from (4.9). That F 1 is bounded away from the
origin ensures that W and pgr ´ gℓq are bounded. The additional assumption (3.1) ensures that
pτ˚ϕr ´ ϕrqN and like terms are bounded. The second step is the same as that of Proposition
2.1, and the proof is identical. �

Lemma 3.2. Suppose that Hψ “ Eψ with ψ P ℓ2pZq. Let F be a general function as above, and

assume that ψF :“ eFψ P ℓ2pZq. Define the operator

(3.4) HF :“ eFHe´F .

Then HF is bounded, HFψF “ EψF and there exist bounded operators CF and RF such that

(3.5) HF “ CFH ` p2 ´ 2CF q ` 2´1RF , where

(3.6) CF :“ 2´1
´

eF´τF ` eF´τ˚F
¯

and

(3.7)
RF :“ V p2 ´ 2CF q ` pτϕr ´ ϕrqpS˚ ´ Sq ` pϕℓ ´ τ˚ϕℓqpS˚ ´ Sq

` pgr ´ gℓqA1 ´ 2´1pgr ´ gℓqpS˚ ` Sq.

Proof. Because F 1 is bounded away from the origin, both eFSe´Fφ “ Seτ
˚F´Fφ and

eFS˚e´Fφ “ S˚eτF´Fφ belong to ℓ2pZq whenever φ P ℓ2pZq. Thus HF is bounded, and
HFψF “ EψF follows immediately. Now

HF “ 2 ` V ´ eF´τFS ´ eF´τ˚FS˚.

Rewriting this relation in two different ways, we have

HF “ eF´τFH ` p2 ` V qp1 ´ eF´τF q ` peF´τF ´ eF´τ˚F qS˚,

HF “ eF´τ˚FH ` p2 ` V qp1 ´ eF´τ˚F q ` peF´τ˚F ´ eF´τF qS.
Adding these two relations gives

(3.8) 2HF “ 2CFH ` p2 ` V qp2 ´ 2CF q ` peF´τF ´ eF´τ˚F qpS˚ ´ Sq.
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We further develop the third term on the right side:

peF´τF ´ eF´τ˚F qpS˚ ´ Sq “ pτϕr ´ τ˚ϕℓqpS˚ ´ Sq
“ pτϕr ´ ϕrqpS˚ ´ Sq ` pϕℓ ´ τ˚ϕℓqpS˚ ´ Sq ` pϕr ´ ϕℓqpS˚ ´ Sq
“ pτϕr ´ ϕrqpS˚ ´ Sq ` pϕℓ ´ τ˚ϕℓqpS˚ ´ Sq

` pgr ´ gℓqA1 ´ 2´1pgr ´ gℓqpS˚ ` Sq ` pϕr ´ ϕℓqδtn“0upS˚ ´ Sq.
Here, δB is the projector onto B Ă Z. Note that pϕr ´ϕℓqδtn“0u “ 0, and thus (3.5) is shown. �

We are now ready to prove the main result concerning the one-dimensional operator H:

Proof of Theorem 1.1, the first part. We first handle the case E ‰ 2. Suppose that the
statement of the theorem is false. Then θE “ θEpα0q “ pE ´ 2q{ coshpα0q ` 2 P ΘpHqzt`2u for
some α0 P r0,8q, and there is an interval

(3.9) Σ0 :“ pθEpα0q ´ 2δ, θEpα0q ` 2δq
such that the Mourre estimate holds there, i.e.

(3.10) EΣ0
pHqrH,A1s˝EΣ0

pHq ě ηEΣ0
pHq `K

for some η ą 0 and some compact operator K. For the remainder of the proof, δ, η and K are
fixed. If α0 ą 0, choose α1 ą 0 and γ ą 0 such that

(3.11) α1 ă α0 ă α1 ` γ.

If however α0 “ 0, let α1 “ 0 and γ ą 0. By continuity of the map θEpαq “ pE´2q{ coshpαq `2,
θEpα1q Ñ θEpα0q as α1 Ñ α0, so taking α1 close enough to α0 we obtain intervals

Σ1 :“ pθEpα1q ´ δ, θEpα1q ` δq Ă Σ0

with the inclusion remaining valid as α1 Ñ α0. Multiplying to the right and left of (3.10) by
EΣ1

pHq, we obtain

(3.12) EΣ1
pHqrH,A1s˝EΣ1

pHq ě ηEΣ1
pHq ` EΣ1

pHqKEΣ1
pHq.

Later in the proof α1 will be taken even closer to α0 allowing γ to be as small as necessary in order
to lead to a contradiction (in this limiting process, δ, η and K are fixed). Before delving into the
details of the proof, we expose the strategy. For a suitable sequence of functions tFspxqusą0, let

(3.13) Ψs :“ eFsψ{}eFsψ}.
With Fs and Ψs instead of F and ψF respectively, we apply Proposition 3.1 to conclude that

(3.14) lim sup
sÓ0

xΨs, rH,A1s˝Ψsy ď lim sup
sÓ0

|xΨs, 2
´1

`

MFs `GFs

˘

Ψsy|.

Notice how the the negativity of the first two terms on the right side of (3.2) was crucial. We
have also written MFs and GFs instead of M and G to show the dependence on Fs. The first
part of the proof consists in showing that

(3.15) lim sup
sÓ0

xΨs, rH,A1s˝Ψsy ď lim sup
sÓ0

|xΨs, 2
´1

`

MFs `GFs

˘

Ψsy| ď cǫγ

for some ǫγ ą 0 satisfying ǫγ Ñ 0 when γ Ñ 0. Here and thereafter, c ą 0 denotes a constant
independent of s, α1 and γ. The second part of the proof consists in showing that

(3.16) lim sup
sÓ0

}pH ´ θEpα1qqΨs} ď cǫγ .
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Roughly speaking (3.16) says that Ψs has energy concentrated about θEpα1q and so localizing
(3.15) about this energy will lead to

(3.17) lim sup
sÓ0

xΨs, EΣ1
pHqrH,A1s˝EΣ1

pHqΨsy ď cǫγ .

However, the Mourre estimate (3.12) holds on Σ1. In the end, the contradiction will come from
the fact that the Mourre estimate asserts that the left side of (3.17) is not that small.

We now begin in earnest the proof. Notice that ψ P Dpϑα1
q but ψ R Dpϑα1`γq. Let Υs be the

interpolating function defined in (2.4), and for s ą 0 let

(3.18) Fspxq :“ α1x` γΥspxq.
As explained in the multidimensional case, Fs induces a radial potential as follows : pFsuqpnq :“
Fspxnyqupnq, for all u P ℓ2pZq. By (2.5), eFsψ P ℓ2pZq for all s ą 0, but }eFsψ} Ñ 8 as s Ó 0. To
ease the notation, we will be bounding various quantities by the same constant c ą 0, a constant
that is independent of α1, γ, s and of position x (or n).
Part 1. We use Proposition 3.1 with Fs replacing F , and so we verify that Fs satisfies the
hypotheses of that proposition. Since

F 1
spxq “ α1 ` γΥ1

spxq and F 2
s pxq “ γΥ2

spxq,
indeed |F 1

spxq| ď c, |xF 2
s pxq| ď c. Dividing (3.2) by }eFsψ}2 throughout we obtain (3.14) as

claimed. To prove (3.15), we need two ingredients. First, for any bounded set B Ă Z,

(3.19) lim
sÓ0

ÿ

nPB

|Ψspnq|2 “ 0.

In particular, Ψs converges weakly to zero. What’s more, we also have for any k P N

(3.20) lim
sÓ0

ÿ

nPB

|pSkΨsqpnq|2 “ 0, and lim
sÓ0

ÿ

nPB

|ppS˚qkΨsqpnq|2 “ 0.

Now MFs and GFs are a finite sum of terms of the form P1pS, S˚qTP2pS, S˚q, where P1 and P2

are polynomials and the T “ T pnq are sequences. The second item to show is that,

(3.21) |T pnq| ď cpxny´1 ` ǫγq.
In other words we want smallness coming from decay in position n or from γ. Outside a suf-
ficiently large bounded set, decay in position can be converted into smallness in γ by using
(3.19) while P1pS, S˚q and P2pS, S˚q get absorbed in the process thanks to (3.20). Consider
first M “ MFs given by (4.11). Applying the Mean Value Theorem (MVT) gives the uniform
estimates in s

(3.22) |τFs ´ Fs| and |τ˚Fs ´ Fs| P Op1q.
It follows that

|ϕℓ| and |ϕr| P Op1q, and |gr ´ gℓ| P Opxny´1q.
To handle the term pτ˚ϕℓ ´ ϕℓq, define the function fpxq :“ eFspxx´1yq´Fspxxyq. Then pτ˚ϕℓ ´
ϕℓqpnq “ fpn` 1q ´ fpnq. Applying twice the MVT gives

|pτ˚ϕℓ ´ ϕℓqpnq| ď cpxny´3 ` γxny´1q.
The same estimate holds for the similar terms like pϕr ´ τϕrq, pτ˚ϕr ´ϕrq and so forth. We turn
our attention to G “ GFs given by (4.12). By (3.22), |WFs | P Op1q. To estimate pWFs ´Wτ˚Fs

q,
let gpxq :“

a

coshpFspxx ´ 1yq ´ Fspxxyqq ´ 1, so that pWFs ´ Wτ˚Fs
qpnq “ gpnq ´ gpn ` 1q.

Moreover,

g1pxq “ pF 1
spxx´ 1yq ´ F 1

spxxyqq sinhpFspxx´ 1yq ´ Fspxxyqq
2
a

coshpFspxx´ 1yq ´ Fspxxyqq ´ 1
.
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If α1 ą 0, then |Fspxx ´ 1yq ´ Fspxxyq| ě c1α1 for some constant c1 ą 0 independent of x and s,
and so coshpFspxx´ 1yq ´ Fspxxyqq ´ 1 is uniformly bounded from below by a positive number.
Applying the MVT to pF 1

spxx ´ 1yq ´ F 1
xpxxyqq yields the estimate

|pWFs ´Wτ˚Fs
qpnq| ď cpxny´3 ` γxny´1q.

If however α1 “ 0, then

(3.23) |pτFs ´ Fsqpnq ´ pFs ´ τ˚Fsqpnq| ď cγxny´1.

By continuity of the function x ÞÑ
a

coshpxq ´ 1 we have that for any ǫγ ą 0,

|WFs ´Wτ˚Fs
| “ |

a

coshpτFs ´ Fsq ´ 1 ´
a

coshpFs ´ τ˚Fsq ´ 1| ď ǫγ

whenever (3.23) holds. A similar argument works for pWFs ´WτFsq. Thus (3.21) is proven, and
this shows (3.15) when combined with the fact that Ψs converges weakly to zero.
Part 2. We now prove (3.16). Consider Lemma 3.2 with Fs instead of F . We claim that

(3.24) lim
sÓ0

›

›

›
pCFsH ` 2 ´E ´ 2CFsqΨs

›

›

›
“ 0.

By (3.5) of Lemma 3.2, this is equivalent to showing that

lim
sÓ0

›

›RFsΨs

›

› “ 0.

Dividing each term in (3.2) by }eFsψ}2, we see that }?
gr ´ gℓA

1Ψs} ď c. Let χN denote the
characteristic function of the set tn P Z : pgr ´ gℓq ă N´1u. Then

lim sup
sÓ0

}pgr ´ gℓqA1Ψs} ď lim sup
sÓ0

N´ 1

2 }χN

?
gr ´ gℓA

1Ψs} ` }p1 ´ χN qpgr ´ gℓqA1Ψs} ď cN´ 1

2 .

Here we used the fact that 1 ´ χN has support in a fixed, bounded set as s Ó 0. Since N is
arbitrary, this shows that }pgr ´ gℓqA1Ψs} Ñ 0 as s Ó 0. The other terms of RFs are handled
similarly. Note that for the term containing V we use the fact it goes to zero at infinity, and
from Part 1, pτϕr ´ ϕrq, pϕℓ ´ τ˚ϕℓq and pgr ´ gℓq also go to zero at infinity. Hence (3.24) is
proved. Let κ :“ κpnq “ signpnq. From the expression of F 1

s, we have the estimates :

|pFs´τFsqpnq´κpnqα1| ď cpα1xny´1`γq and |pFs´τ˚Fsqpnq´p´κpnqα1q| ď cpα1xny´1`γq.
Therefore, outside a fixed bounded set we have

(3.25) |pFs ´ τFsq ´ κα1| ď cγ and |pFs ´ τ˚Fsq ´ p´κα1q| ď cγ.

By continuity of the exponential function, we have for any ǫγ ą 0 that

|eFs´τFs ´ eκα1 | ď ǫγ and |eFs´τ˚Fs ´ e´κα1 | ď ǫγ

whenever the respective terms of (3.25) hold. It follows from (3.24) that

lim sup
sÓ0

›

›

“

2´1
`

eα1 ` e´α1

˘

H ` 2 ´E ´
`

eα1 ` e´α1

˘ ‰

Ψs

›

› ď cǫγ .

Dividing this expression by coshpα1q proves (3.16).
Part 3. By functional calculus and (3.16), we have

(3.26) lim sup
sÓ0

}ERzΣ1
pHqΨs} ď lim sup

sÓ0
δ´1

›

›ERzΣ1
pHq

`

H ´ θEpα1q
˘

Ψs

›

› ď cǫγ .

We have

(3.27) xΨs, EΣ1
pHqrH,A1s˝EΣ1

pHqΨsy “ xΨs, rH,A1s˝Ψsy ´ f1psq ´ f2psq, where

f1psq “ xΨs, ERzΣ1
pHqrH,A1s˝EΣ1

pHqΨsy, and f2psq “ xΨs, rH,A1s˝ERzΣ1
pHqΨsy.
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By (3.26),
max
i“1,2

lim sup
sÓ0

|fipsq| ď cǫγ .

This together with (3.15) and (3.27) implies

(3.28) lim sup
sÓ0

xΨs, EΣ1
pHqrH,A1s˝EΣ1

pHqΨsy ď cǫγ .

On the other hand, by the Mourre estimate (3.12), we have that

(3.29) xΨs, EΣ1
pHqrH,A1s˝EΣ1

pHqΨsy ě η}EΣ1
pHqΨs}2 ` xΨs, EΣ1

pHqKEΣ1
pHqΨsy.

Thus, since Ψs converges weakly to zero and EΣ1
pHqKEΣ1

pHq is compact, we have, using (3.26)

(3.30) lim inf
sÓ0

xΨs, EΣ1
pHqrH,A1s˝EΣ1

pHqΨsy ě ηp1 ´ cǫ2γq.

Recall that ǫγ Ñ 0 as γ Ñ 0. Taking first α1 sufficiently close to α0, we can then take γ small
enough to see that (3.30) contradicts (3.28). The proof is complete for the case E ‰ 2.
Part 4. Case E “ 2: the proof is almost the same as before but a bit simpler. We briefly go
over the proof to point out the small adjustments. Assuming the statement of the theorem to
be false, we have that 2 P ΘpHq, and also that ψ R Dpϑαq for some α P p0,8q. Since ΘpHq is
open, there is an interval

Σ :“ p2 ´ δ, 2 ` δq
such that the Mourre estimate holds there, i.e.

(3.31) EΣpHqrH,A1s˝EΣpHq ě ηEΣpHq `K

for some η ą 0 and some compact operator K. Let α0 :“ inftα ě 0 : ψ R Dpϑαqu. As before,
let α1 and γ be such that α1 ă α0 ă α1 ` γ if α0 ą 0; if α0 “ 0, let α1 “ 0. Let Fs and Ψs be
defined as before (see (3.18) and (3.13)), so that Ψs has norm one but converges weakly to zero.
The calculation of Part 1 shows that

lim sup
sÓ0

xΨs, rH,A1s˝Ψsy ď cǫγ ,

whereas the calculation of Part 2 shows that

lim
sÓ0

}pH ´ 2qΨs} ď cǫγ .

The functional calculus then gives

lim sup
sÓ0

}ERzΣpHqΨs} ď lim sup
sÓ0

δ´1}ERzΣpHqpH ´ 2qΨs} ď cǫγ .

As in Part 3, we get inequalities (3.28) and (3.30) with Σ instead of Σ1. Taking α1 very close to
α0 in order to take γ sufficiently small, these two inequalities disagree. The proof is complete. �

It remains to show however that

(3.32) Hψ “ Eψ, and ψ P Dpϑαq for all α ě 0 implies ψ “ 0.

We slightly modify the notation we have been using so far. Let

(3.33) Fαpnq :“ α|n| and ψαpnq :“ eFαpnqψpnq “ eα|n|ψpnq, for all n P Z.

Proof of Theorem 1.1, the second part. The proof is by contradiction, and the strategy is as
follows: we assume that ψ ‰ 0 and define Ψα :“ ψα{}ψα}. It is not hard to see that Ψα converges
weakly to zero as α Ñ 8 (use the fact that the difference equation Hψ “ Eψ implies ψpnq ‰ 0

infinitely often). In the first part we apply Proposition 3.1 with Fα replacing F . In this case we
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can exactly compute terms to show that

(3.34) 0 “ coshpαq´1xΨα, rV,A1s˝Ψαy ` 2 tanhpαq}
a

|N |pS˚ ´ SqΨα}2

` }
a

∆p4 ´ ∆qΨα}2 ´ tanhpαq
´

2Ψ2
αp0q ` pΨαp´1q ´ Ψαp1qq2

¯

.

In the second part, we apply Lemma 3.2 again with Fα replacing F . We show that

(3.35) lim
αÑ8

}
a

∆p4 ´ ∆qΨα}2 “ lim
αÑ8

ℜ xΨα,∆p4 ´ ∆qΨαy “ 2.

The conclusion is then imminent: taking the limit α Ñ 8 in (3.34), and recalling that rV,A1s˝

exists as a bounded operator and Ψα converges weakly to zero leads to a contradiction.
Part 1. From the proof of (4.9),

(3.36) xψα, rH,A1s˝ψαy “ ´}
?
gr ´ gℓA

1ψα}2 ` xψα, 2
´1pM `Gr `Gℓqψαy

where M “ Mr `Mℓ is given by (4.11) and Gr `Gℓ by (4.15). All terms are computed exactly:

(3.37) epτFα´Fαqpnq “
#

e´α if n ě 1

eα if n ď 0
and epτ˚Fα´Fαqpnq “

#

eα if n ě 0

e´α if n ď ´1,

(3.38) epFα´τFαqpnq “
#

eα if n ě 1

e´α if n ď 0
and epFα´τ˚Fαqpnq “

#

e´α if n ě 0

eα if n ď ´1.

Let δB be the projector onto B Ă Z. Therefore

τ˚ϕℓ ´ ϕℓ “ ´2 sinhpαqδtn“0u, ϕℓ ´ τϕℓ “ ´2 sinhpαqδtn“`1u,

τϕr ´ ϕr “ ´2 sinhpαqδtn“0u, ϕr ´ τ˚ϕr “ ´2 sinhpαqδtn“´1u,

τ˚ϕℓ ´ τ˚2ϕℓ “ 2 sinhpαqδtn“´1u, τϕr ´ τ2ϕr “ 2 sinhpαqδtn“`1u.

We expand the first term on the right side of (3.36), using A1 “ 2´1pS˚ ` Sq `NpS˚ ´ Sq:
´}

?
gr ´ gℓA

1ψα}2 “ ´xA1ψα, pgr ´ gℓqA1ψαy “ ´4´1xψα, pS˚ ` Sqpgr ´ gℓqpS˚ ` Sqψαy
´ 2´1xpS˚ ` Sqψα, pgr ´ gℓqNpS˚ ´ Sqψαy(3.39)

´ 2´1xNpS˚ ´ Sqψα, pgr ´ gℓqpS˚ ` Sqψαy(3.40)

´ xNpS˚ ´ Sqψα, pgr ´ gℓqNpS˚ ´ Sqψαy.(3.41)

First,

pgr ´ gℓqN “ 2 sinhpαqδtn‰0usignpNq implies (3.41) “ ´2 sinhpαq}
a

|N |pS˚ ´ Sqψα}2.
As for (3.39) and (3.40), we have

(3.39) ` (3.40) “ ´ sinhpαq
“

xψα, pS˚ ` Sqδtn‰0usignpNqpS˚ ´ Sqψαy
` xψα, pS˚ ´ Sqδtn‰0usignpNqpS˚ ` Sqψαy

‰

.

The following commutation formulas hold

(3.42) S˚pδtn‰0usignpNqq “ rδtn‰0usignpNq ` δtn“0u ` δtn“´1usS˚

(3.43) Spδtn‰0usignpNqq “ rδtn‰0usignpNq ´ δtn“0u ´ δtn“`1usS.
Hence we commute S and S˚ with δtn‰0usignpNq and cancel terms. We get

(3.39) ` (3.40) “ 2 sinhpαqxψα, r2δtn“0u ` δtn“´1u ` δtn“`1usψαy.
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We therefore have

´}
?
gr ´ gℓA

1ψα}2 “ ´4´1xψα, pS˚ ` Sqpgr ´ gℓqpS˚ ` Sqψαy(3.44)

` 2 sinhpαqxψα, r2δtn“0u ` δtn“´1u ` δtn“`1usψαy(3.45)

´ 2 sinhpαq}
a

|N |pS˚ ´ Sqψα}2.(3.46)

We analyze the second term on the right side of (3.36). A straightforward calculation gives

(3.47) 2´1M “ 4´1pS˚ ` Sqpgr ´ gℓqpS˚ ` Sq ´ sinhpαqr2δtn“0u ` δtn“`1u ` δtn“´2us, and

(3.48) 2´1pGr `Gℓq “ ´ sinhpαqrδtn“´1uS
˚2 ` δtn“`1uS

2s ´ pcoshpαq ´ 1q∆p4 ´ ∆q.
Assembling (3.44)-(3.46), (3.47) and (3.48) to create (3.36) gives

xψα, rH,A1s˝ψαy “ ´2 sinhpαq}
a

|N |pS˚ ´ Sqψα}2 ´ xψα, pcoshpαq ´ 1q∆p4 ´ ∆qψαy

` sinhpαq
´

2ψ2
αp0q ` pψαp´1q ´ ψαp1qq2

¯

.

Cancelling xψα, r∆, A1sψαy “ xψα,∆p4 ´ ∆qψαy on both sides and dividing throughout by
coshpαq}ψα}2 yields (3.34) as required.
Part 2. From (3.38),

2´1peFα´τFα ` eFα´τ˚Fαq “
#

coshpαq if |n| ě 1

e´α if n “ 0,

2´1peFα´τFα ´ eFα´τ˚Fαq “ sinhpαqδtn‰0usignpNq.
We apply (3.8) of Lemma 3.2:

HFα “ coshpαq∆ ` δtn“0upe´α ´ coshpαqq∆ ` V ` 2p1 ´ coshpαqq
` 2δtn“0upcoshpαq ´ e´αq ` sinhpαqδtn‰0usignpNqpS˚ ´ Sq.

The goal is to square HFα . Divide throughout by coshpαq and let cα :“ pe´α coshpαq´1 ´ 1q:
coshpαq´1HFα “ ∆ ` cαδtn“0u∆ ` coshpαq´1V ` 2pcoshpαq´1 ´ 1q ´ 2cαδtn“0u(3.49)

` tanhpαqδtn‰0usignpNqpS˚ ´ Sq.(3.50)

Note that supαě0 |cα| ď 2. Since pS˚ ´ Sq is antisymmetric, by (3.42) and (3.43), we see that
δtn‰0usignpNqpS˚ ´ Sq is antisymmetric up to a couple of rank one projectors. The same goes
for ∆δtn‰0usignpNqpS˚ ´ Sq and δtn‰0usignpNqpS˚ ´ Sq∆. Therefore

lim
αÑ8

ℜ xΨα, rδtn‰0usignpNqpS˚ ´ SqsΨαy “ 0,

lim
αÑ8

ℜ xΨα,∆rδtn‰0usignpNqpS˚ ´ SqsΨαy “ 0,

lim
αÑ8

ℜ xΨα, rδtn‰0usignpNqpS˚ ´ Sqs∆Ψαy “ 0.

We compute
“

tanhpαqδtn‰0usignpNqpS˚ ´ Sq
‰2

using (3.42) and (3.43):

(3.50)2 “ tanh2pαq
”

δtn‰0upS2 ` pS˚q2 ´ 2q ` δtn“´1up1 ´ pS˚q2q ` δtn“`1upS2 ´ 1q
‰

.

Thus squaring coshpαq´1HFα given by (3.49)-(3.50) and recalling that ∆p4´∆q “ 2´S2´pS˚q2
we get

coshpαq´2H2
Fα

“ ∆p∆ ´ 4q ` 4 ´ tanh2pαq∆p4 ´ ∆q ` Pα,

where Pα is a bounded operator satisfying

lim
αÑ8

ℜ xΨα, PαΨαy “ 0.

Rearranging and recalling that HFαΨα “ EΨα yields (3.35) as required. �



SUB-EXPONENTIAL LOWER BOUNDS FOR SOME DISCRETE SCHRÖDINGER OPERATORS 17

4. Appendix : Technical calculations

The appendix is devoted to proving the key relations (2.13) and (3.3) that appear in Propo-
sitions 2.1 and 3.1 respectively. Recall that for B Ă Z

d, δB denotes the projector onto B. We
start with the proof of the multidimensional formula

(4.1)

@

φ, reFA1eF ,∆sφ
D

“
@

φF , rA1,∆sφF
D

´ 2
›

›

?
gA1φF

›

›

2

´
d

ÿ

i“1

›

›

a

∆ip4 ´ ∆iqWiφF
›

›

2 ` 2´1
@

φF , pL ` M ` GqφF
D

,

where φ P ℓ0pZdq and φF :“ eFφ. To jump to the proof of the 1d relation, go to (4.9).
Proof. It is understood that the operators are calculated and the commutators developed
against φ P ℓ0pZdq, so we omit the φ for ease of notation. Usual commutation relations give

reFA1eF ,∆s “ eF rA1,∆seF ` eFA1reF ,∆s ` reF ,∆sA1eF .

We now concentrate on the second and third terms on the right side of the latter relation. The
goal is to pop out eFA1gA1eF and control the remainder. As pointed out in [FH] and [CFKS],
this is the key quantity to single out. The following commutators will be used repeatedly:

reF , Sis “ ´pτieF ´ eF qSi “ Sipτ˚
i e

F ´ eF q “ ´eFϕℓiSi “ Siϕrie
F ,

reF , S˚
i s “ ´pτ˚

i e
F ´ eF qS˚

i “ S˚
i pτieF ´ eF q “ ´eFϕriS

˚
i “ S˚

i ϕℓie
F .

Part 1 : Creating eFA1gA1eF in a first way. We have

reF ,∆is “ ϕrie
FS˚

i ` ϕℓie
FSi

“ griNie
FS˚

i ` ϕriδtni“0ue
FS˚

i ` ϕℓie
FSi

“ griNie
F pS˚

i ´ Siq ` ϕriδtni“0ue
F pS˚

i ´ Siq `
`

ϕri ` ϕℓi

˘

eFSi

“ griNipS˚
i ´ SiqeF ` griNireF , pS˚

i ´ Siqs ` ϕriδtni“0ue
F pS˚

i ´ Siq `
`

ϕri ` ϕℓi

˘

eFSi

“ gNipS˚
i ´ SiqeF ` pgri ´ gqNipS˚

i ´ SiqeF ` ϕriδtni“0upS˚
i ´ SiqeF

` ϕrireF , pS˚
i ´ Siqs `

`

ϕri ` ϕℓi

˘

eFSi

“ gA1
ie

F ´ 2´1gpS˚
i ` SiqeF ` pgri ´ gqNipS˚

i ´ SiqeF ` ϕriδtni“0upS˚
i ´ SiqeF

` ϕrireF , pS˚
i ´ Siqs `

`

ϕri ` ϕℓi

˘

eFSi.

reF ,∆is “ ´SieFϕri ´ S˚
i e

Fϕℓi

“ ´SieFNigri ´ Sie
Fϕriδtni“0u ´ S˚

i e
Fϕℓi

“ pS˚
i ´ SiqeFNigri ` pS˚

i ´ SiqeFϕriδtni“0u ´ S˚
i e

F
`

ϕri ` ϕℓi

˘

“ eF pS˚
i ´ SiqNigri ` rpS˚

i ´ Siq, eF sNigri ` pS˚
i ´ SiqeFϕriδtni“0u ´ S˚

i e
F

`

ϕri ` ϕℓi

˘

“ eF pS˚
i ´ SiqNig ` eF pS˚

i ´ SiqNipgri ´ gq ` eF pS˚
i ´ Siqϕriδtni“0u

´ reF , pS˚
i ´ Siqsϕri ´ S˚

i e
F

`

ϕri ` ϕℓi

˘

“ eFA1
ig ` 2´1eF pS˚

i ` Siqg ` eF pS˚
i ´ SiqNipgri ´ gq ` eF pS˚

i ´ Siqϕriδtni“0u

´ reF , pS˚
i ´ Siqsϕri ´ S˚

i e
F

`

ϕri ` ϕℓi

˘

.

Therefore we have obtained

(4.2) eFA1reF ,∆s ` reF ,∆sA1eF “ 2eFA1gA1eF ` eF pLr `Mr `Gr `HrqeF , where

Lr :“
ÿ

i,j

A1
ipgrj ´ gqNjpS˚

j ´ Sjq ` pS˚
i ´ SiqNipgri ´ gqA1

j ,
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Mr :“ 2´1
ÿ

i,j

´A1
igpS˚

j ` Sjq ` pS˚
i ` SiqgA1

j ,

Gr :“
ÿ

i,j

A1
i

`

ϕrj reF , pS˚
j ´ Sjqse´F `

`

ϕrj ` ϕℓj

˘

eFSje
´F

˘

´
ÿ

i,j

`

e´F reF , pS˚
i ´ Siqsϕri ` e´FS˚

i e
F

`

ϕri ` ϕℓi

˘˘

A1
j, and

Hr :“
ÿ

i,j

A1
iϕrjδtnj“0upS˚

j ´ Sjq ` pS˚
i ´ Siqϕriδtni“0uAj.

We split Mr as follows: Mr “ Mr;1 `Mr;2, where

Mr;1 :“ 2´1
ÿ

i‰j

´A1
igpS˚

j ` Sjq ` pS˚
i ` SiqgA1

j ,

Mr;2 :“ 2´1
ÿ

i

´A1
igpS˚

i ` Siq ` pS˚
i ` SiqgA1

i “ Mr;2;1 `Mr;2;2, with

Mr;2;1 :“ 2´1
ÿ

i

´A1
igripS˚

i ` Siq ` pS˚
i ` SiqgriA1

i,

Mr;2;2 :“ 2´1
ÿ

i

´A1
ipg ´ griqpS˚

i ` Siq ` pS˚
i ` Siqpg ´ griqA1

i.

We calculate Mr;1 by expanding A1
i and A1

j:

Mr;1 :“ 2´1
ÿ

i‰j

´NipS˚
i ´ SiqgpS˚

j ` Sjq ` pS˚
i ` SiqgNjpS˚

j ´ Sjq

“ 2´1
ÿ

i‰j

´Ni

“

pτ˚
i gqS˚

i ´ pτigqSi
‰

pS˚
j ` Sjq `

“

pτ˚
i pgNjqqS˚

i ` pτipgNjqqSi
‰

pS˚
j ´ Sjq

“ 1

2

ÿ

i‰j

Ni

“

τig ´ τjg
‰

SiSj `Ni

“

τ˚
j g ´ τ˚

i g
‰

S˚
i S

˚
j `

“

Nipτjg ´ τ˚
i gq `Njpτjg ´ τ˚

i gq
‰

S˚
i Sj .

p;2q

Again expanding A1
i:

Mr;2;1 “ 2´1
ÿ

i

pS˚
i ` SiqgripS˚

i ` Siq ´ pS˚
i ´ Siqϕriδtni‰0upS˚

i ` Siq

` 2´1
ÿ

i

pS˚
i ` Siqϕriδtni‰0upS˚

i ´ Siq

“
ÿ

i

2´1pS˚
i ` SiqgripS˚

i ` Siq ` SiϕriS
˚
i ´ S˚

i ϕriSi `
`

S˚
i ϕriδtni“0uSi ´ Siϕriδtni“0uS

˚
i

˘

“ Mr;2;1;1 `Mr;2;1;2, where

Mr;2;1;1 :“
ÿ

i

2´1pS˚
i ` SiqgripS˚

i ` Siq ` pτiϕri ´ τ˚
i ϕriq,p;1,;3q

Mr;2;1;2 :“
ÿ

i

pτ˚
i ϕriqδtni“´1u ´ pτiϕriqδtni“`1u.

We calulate Gr. We note that

(4.3) pτiϕriqϕℓi “ ϕℓipτiϕriq “ ´pτiϕri `ϕℓiq, and pτ˚
i ϕℓiqϕri “ ϕripτ˚

i ϕℓiq “ ´pτ˚
i ϕℓi `ϕriq.
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Gr :“
ÿ

i,j

A1
i

`

ϕrj

`

S˚
j ϕℓj ´ Sjϕrj

˘

`
`

ϕrj ` ϕℓj

˘

Sj
`

ϕrj ` 1
˘˘

´
ÿ

i,j

``

´ ϕriS
˚
i ` ϕℓiSi

˘

ϕri `
`

ϕri ` 1
˘

S˚
i

`

ϕri ` ϕℓi

˘˘

A1
j

“
ÿ

i,j

A1
i

`

S˚
j pτjϕrj qϕℓj ´ Sjpτ˚

j ϕrj qϕrj ` Sjpτ˚
j ϕrj qpϕrj ` 1q ` Sjpτ˚

j ϕℓj qpϕrj ` 1q
˘

`
ÿ

i,j

pϕripτ˚
i ϕriqS˚

i ´ ϕℓipτiϕriqSi ´ pϕri ` 1qpτ˚
i ϕriqS˚

i ´ pϕri ` 1qpτ˚
i ϕℓiqS˚

i qA1
j

“
ÿ

i,j

A1
i

`

´S˚
j pϕℓj ` τjϕrj q ` Sjpτ˚

j ϕrj ´ ϕrj q
˘

`
ÿ

i,j

ppϕri ´ τ˚
i ϕriqS˚

i ` pϕℓi ` τiϕriqSiqA1
j

“ Gr;1 `Gr;2, where

Gr;1 :“
ÿ

i,j

A1
iSjpτ˚

j ϕrj ´ ϕrj q ` pϕri ´ τ˚
i ϕriqS˚

i A
1
j ,

p;3q

Gr;2 :“
ÿ

i,j

´A1
iS

˚
j pϕℓj ` τjϕrj q ` pϕℓi ` τiϕriqSiA1

j.

To end this section we note that we are left to deal with Lr `Mr;2;1;2 `Mr;2;2 `Gr;2 `Hr.
Part 2 : Creating eFA1gA1eF a second way. We repeat the calculation with a variation.

reF ,∆is “ ϕℓie
FSi ` ϕrie

FS˚
i

“ gℓiNie
FSi ` ϕℓiδtni“0ue

FSi ` ϕrie
FS˚

i

“ ´gℓiNie
F pS˚

i ´ Siq ` ϕℓiδtni“0ue
F pSi ´ S˚

i q `
`

ϕri ` ϕℓi

˘

eFS˚
i

“ ´gℓiNipS˚
i ´ SiqeF ´ gℓiNireF , pS˚

i ´ Siqs ` ϕℓiδtni“0ue
F pSi ´ S˚

i q `
`

ϕri ` ϕℓi

˘

eFS˚
i

“ gNipS˚
i ´ SiqeF ´ pgℓi ` gqNipS˚

i ´ SiqeF ` ϕℓiδtni“0upSi ´ S˚
i qeF

´ ϕℓireF , pS˚
i ´ Siqs `

`

ϕri ` ϕℓi

˘

eFS˚
i

“ gA1
ie

F ´ 2´1gpS˚
i ` SiqeF ´ pgℓi ` gqNipS˚

i ´ SiqeF ` ϕℓiδtni“0upSi ´ S˚
i qeF

´ ϕℓireF , pS˚
i ´ Siqs `

`

ϕri ` ϕℓi

˘

eFS˚
i .

reF ,∆is “ ´S˚
i e

Fϕℓi ´ Sie
Fϕri

“ ´S˚
i e

FNigℓi ´ S˚
i e

Fϕℓiδtni“0u ´ Sie
Fϕri

“ ´pS˚
i ´ SiqeFNigℓi ` pSi ´ S˚

i qeFϕℓiδtni“0u ´ Sie
F

`

ϕri ` ϕℓi

˘

“ ´eF pS˚
i ´ SiqNigℓi ´ rpS˚

i ´ Siq, eF sNigℓi ` pSi ´ S˚
i qeFϕℓiδtni“0u ´ Sie

F
`

ϕri ` ϕℓi

˘

“ eF pS˚
i ´ SiqNig ´ eF pS˚

i ´ SiqNipgℓi ` gq ` eF pSi ´ S˚
i qϕℓiδtni“0u

` reF , pS˚
i ´ Siqsϕℓi ´ Sie

F
`

ϕri ` ϕℓi

˘

“ eFA1
ig ` 2´1eF pS˚

i ` Siqg ´ eF pS˚
i ´ SiqNipgℓi ` gq ` eF pSi ´ S˚

i qϕℓiδtni“0u

` reF , pS˚
i ´ Siqsϕℓi ´ Sie

F
`

ϕri ` ϕℓi

˘

Therefore we have obtained

(4.4) eFA1reF ,∆s ` reF ,∆sA1eF “ 2eFA1gA1eF ` eF pLℓ `Mℓ `Gℓ `HℓqeF , where

Lℓ :“ ´
ÿ

i,j

A1
ipgℓj ` gqNjpS˚

j ´ Sjq ` pS˚
i ´ SiqNipgℓi ` gqA1

j ,
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Mℓ :“ 2´1
ÿ

i,j

´A1
igpS˚

j ` Sjq ` pS˚
i ` SiqgA1

j ,

Gℓ :“
ÿ

i,j

A1
i

`

´ϕℓj reF , pS˚
j ´ Sjqse´F `

`

ϕrj ` ϕℓj

˘

eFS˚
j e

´F
˘

`
ÿ

i,j

`

e´F reF , pS˚
i ´ Siqsϕℓi ´ e´FSie

F
`

ϕri ` ϕℓi

˘˘

A1
j , and

Hℓ :“
ÿ

i,j

A1
iϕℓjδtnj“0upSj ´ S˚

j q ` pSi ´ S˚
i qϕℓiδtni“0uA

1
j .

We split Mℓ as follows: Mℓ :“ Mℓ;1 `Mℓ;2, where

Mℓ;1 :“ 2´1
ÿ

i‰j

´A1
igpS˚

j ` Sjq ` pS˚
i ` SiqgA1

j ,

Mℓ;2 :“ 2´1
ÿ

i

´A1
igpS˚

i ` Siq ` pS˚
i ` SiqgA1

i “ Mℓ;2;1 `Mℓ;2;2, with

Mℓ;2;1 :“ 2´1
ÿ

i

A1
igℓipS˚

i ` Siq ´ pS˚
i ` SiqgℓiA1

i,

Mℓ;2;2 :“ 2´1
ÿ

i

´A1
ipg ` gℓiqpS˚

i ` Siq ` pS˚
i ` Siqpg ` gℓiqA1

i.

We calculate Mℓ;1 by expanding A1
i and A1

j:

Mℓ;1 “ 2´1
ÿ

i‰j

´NipS˚
i ´ SiqgpS˚

j ` Sjq ` pS˚
i ` SiqgNjpS˚

j ´ Sjq

“ 2´1
ÿ

i‰j

´Ni

“

pτ˚
i gqS˚

i ´ pτigqSi
‰

pS˚
j ` Sjq `

“

pτ˚
i pgNjqqS˚

i ` pτipgNjqqSi
‰

pS˚
j ´ Sjq

“ 1

2

ÿ

i‰j

Ni

“

τig ´ τjg
‰

SiSj `Ni

“

τ˚
j g ´ τ˚

i g
‰

S˚
i S

˚
j `

“

Nipτjg ´ τ˚
i gq `Njpτjg ´ τ˚

i gq
‰

S˚
i Sj .

p;2q

Again expanding A1
i:

Mℓ;2;1 “ 2´1
ÿ

i

´pS˚
i ` SiqgℓipS˚

i ` Siq ` pS˚
i ´ Siqϕℓiδtni‰0upS˚

i ` Siq

´ 2´1
ÿ

i

pS˚
i ` Siqϕℓiδtni‰0upS˚

i ´ Siq

“
ÿ

i

´2´1pS˚
i ` SiqgℓipS˚

i ` Siq ` S˚
i ϕℓiSi ´ SiϕℓiS

˚
i `

`

Siϕℓiδtni“0uS
˚
i ´ S˚

i ϕℓiδtni“0uSi
˘

“ Mℓ;2;1;1 `Mℓ;2;1;2, where

Mℓ;2;1;1 :“
ÿ

i

´2´1pS˚
i ` SiqgℓipS˚

i ` Siq ` pτ˚
i ϕℓi ´ τiϕℓiq,p;1,;3q

Mℓ;2;1;2 :“
ÿ

i

pτiϕℓiqδtni“`1u ´ pτ˚
i ϕℓiqδtni“´1u.
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We calculate Gℓ:

Gℓ :“
ÿ

i,j

A1
i

`

´ϕℓj

`

S˚
j ϕℓj ´ Sjϕrj

˘

`
`

ϕrj ` ϕℓj

˘

S˚
j

`

ϕℓj ` 1
˘˘

`
ÿ

i,j

``

´ ϕriS
˚
i ` ϕℓiSi

˘

ϕℓi ´
`

ϕℓi ` 1
˘

Si
`

ϕri ` ϕℓi

˘˘

A1
j

“
ÿ

i,j

A1
i

`

´S˚
j pτjϕℓj qϕℓj ` Sjpτ˚

j ϕℓj qϕrj ` S˚
j pτjϕrj qpϕℓj ` 1q ` S˚

j pτjϕℓj qpϕℓj ` 1q
˘

`
ÿ

i,j

p´ϕripτ˚
i ϕℓiqS˚

i ` ϕℓipτiϕℓiqSi ´ pϕℓi ` 1qpτiϕriqSi ´ pϕℓi ` 1qpτiϕℓiqSiqA1
j

“
ÿ

i,j

A1
i

`

S˚
j pτjϕℓj ´ ϕℓj q ´ Sjpτ˚

j ϕℓj ` ϕrj q
˘

`
ÿ

i,j

ppϕℓi ´ τiϕℓiqSi ` pτ˚
i ϕℓi ` ϕriqS˚

i qA1
j

“ Gℓ;1 `Gℓ;2, where

Gℓ;1 :“
ÿ

i,j

A1
iS

˚
j pτjϕℓj ´ ϕℓj q ` pϕℓi ´ τiϕℓiqSiA1

j ,
p;3q

Gℓ;2 :“
ÿ

i,j

´A1
iSjpτ˚

j ϕℓj ` ϕrj q ` pτ˚
i ϕℓi ` ϕriqS˚

i A
1
j.

Note that we are left to deal with Lℓ `Mℓ;2;1;2 `Mℓ;2;2 `Gℓ;2 `Hℓ.
Part 3 : Adding the terms of Parts 1 and 2. Take the average of (4.2) and (4.4):

(4.5)
reFA1eF ,∆s “ eF rA1,∆seF ` 2eFA1gA1eF

` 2´1eF pLr ` Lℓ `Mr `Mℓ `Gr `Gℓ `Hr `Hℓq eF .
Applying φ P ℓ0pZdq to this equation and taking inner products leads to (4.1). We go into details.
The terms that still have to be dealt with are Lr ` Mr;2;1;2 ` Mr;2;2 ` Gr;2 ` Hr from the first
part and Lℓ `Mℓ;2;1;2 `Mℓ;2;2 `Gℓ;2 `Hℓ from the second part. Since

pτ˚
i ϕri ´ τ˚

i ϕℓiqδtni“´1uφ “ pτiϕℓi ´ τiϕriqδtni“`1uφ “ 0, and pϕri ´ ϕℓiqδtni“0uφ “ 0,

it follows that
pMr;2;1;2 `Mℓ;2;1;2qφ “ 0, and pHr `Hℓqφ “ 0.

We add Lr and Lℓ and define this to be L:

(4.6)

L :“ Lr ` Lℓ “
ÿ

i,j

A1
irpgrj ´ gq ´ pgℓj ` gqsNjpS˚

j ´ Sjq

`
ÿ

i,j

pS˚
i ´ SiqNirpgri ´ gq ´ pgℓi ` gqsA1

j .
p;4q

We add Mr;2;2 and Mℓ;2;2:

Mr;2;2 `Mℓ;2;2 “ 2´1
ÿ

i

A1
irpgri ´ gq ´ pgℓi ` gqspS˚

i ` Siq ´ pS˚
i `Siqrpgri ´ gq ´ pgℓi ` gqsA1

i.
p;4q

We can now define M:

(4.7) M :“ Mr `Mℓ “ Mr;1 `Mr;2;1;1 `Mℓ;1 `Mℓ;2;1;1 ` pMr;2;2 `Mℓ;2;2q.
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The final step is to add Gr;2 and Gℓ;2:

Gr;2 `Gℓ;2 “
ÿ

i,j

´AiS
˚
j pϕℓj ` τjϕrj q ` pϕℓi ` τiϕriqSiAj

`
ÿ

i,j

´AiSjpτ˚
j ϕℓj ` ϕrj q ` pτ˚

i ϕℓi ` ϕriqS˚
i Aj

“ ´
ÿ

i,j

r2´1pS˚
i ` Siq `NipS˚

i ´ SiqsS˚
j pϕℓj ` τjϕrj q

`
ÿ

i,j

pϕℓi ` τiϕriqSir´2´1pS˚
j ` Sjq ` pS˚

j ´ SjqNjs

´
ÿ

i,j

r2´1pS˚
i ` Siq `NipS˚

i ´ SiqsSjpτ˚
j ϕℓj ` ϕrj q

`
ÿ

i,j

pτ˚
i ϕℓi ` ϕriqS˚

i r´2´1pS˚
j ` Sjq ` pS˚

j ´ SjqNjs

“ G1 `G2 `G3 `G4 `G5 `G6, where

G1 :“
ÿ

i,j

´NiS
˚
i S

˚
j pϕℓj ` τjϕrj q ` pτ˚

i ϕℓi ` ϕriqS˚
i S

˚
jNj ,

G2 :“
ÿ

i,j

NiSiSjpτ˚
j ϕℓj ` ϕrj q ´ pϕℓi ` τiϕriqSiSjNj ,

G3 :“
ÿ

i,j

NiSiS
˚
j pϕℓj `τjϕrj q´NiS

˚
i Sjpτ˚

j ϕℓj `ϕrj q´pτ˚
i ϕℓi `ϕriqS˚

i SjNj `pϕℓi `τiϕriqSiS˚
jNj ,

G4 :“ ´2´1
ÿ

i,j

S˚
i S

˚
j pϕℓj ` τjϕrj q ` pτ˚

i ϕℓi ` ϕriqS˚
i S

˚
j ,

G5 :“ ´2´1
ÿ

i,j

pϕℓi ` τiϕriqSiSj ` SiSjpτ˚
j ϕℓj ` ϕrj q,

G6 :“ ´2´1
ÿ

i,j

SiS
˚
j pϕℓj ` τjϕrj q ` pϕℓi ` τiϕriqSiS˚

j ` S˚
i Sjpτ˚

j ϕℓj ` ϕrj q ` pτ˚
i ϕℓi ` ϕriqS˚

i Sj.

We calculate Gi for i “ 1...6. G1 “ G1;1 `G1;2 `G1;3, with

G1;1 :“
ÿ

i,j

rpτ˚
j ϕℓj ´ τ˚

i τ
˚
j ϕℓj q ` pϕrj ´ τ˚

i ϕrj qsNiS
˚
i S

˚
j ,

p;3q

G1;2 :“
ÿ

i‰j

pτ˚
i ϕℓi ` ϕriqS˚

i S
˚
j and G1;3 :“ 2

ÿ

i

pτ˚
i ϕℓi ` ϕriqpS˚

i q2.

G2 “ G2;1 `G2;2 `G2;3, where

G2;1 :“
ÿ

i,j

rpτiϕℓj ´ ϕℓj q ` pτiτjϕrj ´ τjϕrj qsNiSiSj,
p;3q

G2;2 :“
ÿ

i‰j

pϕℓi ` τiϕriqSiSj and G2;3 :“ 2
ÿ

i

pϕℓi ` τiϕriqpSiq2.



SUB-EXPONENTIAL LOWER BOUNDS FOR SOME DISCRETE SCHRÖDINGER OPERATORS 23

G3 “
ÿ

i‰j

NiSiS
˚
j pϕℓj ` τjϕrj q ´NiS

˚
i Sjpτ˚

j ϕℓj ` ϕrj q ´ pτ˚
i ϕℓi ` ϕriqS˚

i SjNj ` pϕℓi ` τiϕriqSiS˚
jNj

`
ÿ

i

Nipϕℓi ` τiϕriq ´Nipτ˚
i ϕℓi ` ϕriq ´ pτ˚

i ϕℓi ` ϕriqNi ` pϕℓi ` τiϕriqNi

“
ÿ

i‰j

pτiτ˚
j ϕℓj ` τiϕrj qNiSiS

˚
j ´ pτ˚

i ϕℓj ` τ˚
i τjϕrj qNiS

˚
i Sj

`
ÿ

i‰j

´pτ˚
i ϕℓi ` ϕriqNjS

˚
i Sj ` pϕℓi ` τiϕriqNjSiS

˚
j

`
ÿ

i‰j

pτ˚
i ϕℓi ` ϕriqS˚

i Sj ` pϕℓi ` τiϕriqSiS˚
j ` 2

ÿ

i

rpϕℓi ´ τ˚
i ϕℓiq ` pτiϕri ´ ϕriqsNi

“ G3;1 `G3;2 `G3;3, where

G3;1 :“
ÿ

i‰j

rpτiτ˚
j ϕℓj ´τ˚

j ϕℓj q`pτiϕrj ´ϕrjqsNiSiS
˚
j `rpϕℓj ´τ˚

i ϕℓj q`pτjϕrj ´τ˚
i τjϕrj qsNiS

˚
i Sj,

p;3q

G3;2 :“
ÿ

i‰j

pτ˚
i ϕℓi ` ϕriqS˚

i Sj ` pϕℓi ` τiϕriqSiS˚
j ,

G3;3 :“ 2
ÿ

i

rpϕℓi ´ τ˚
i ϕℓiq ` pτiϕri ´ ϕriqsNi.

p;3q

G4 “ ´2´1
ÿ

i,j

rpτ˚
i τ

˚
j ϕℓj ` τ˚

i ϕrj q ` pτ˚
i ϕℓi ` ϕriqsS˚

i S
˚
j “ G4;1 `G4;2, with

G4;1 :“ ´2´1
ÿ

i‰j

rpτ˚
i τ

˚
j ϕℓj ` τ˚

i ϕrj q ` pτ˚
i ϕℓi ` ϕriqsS˚

i S
˚
j ,

G4;2 :“ ´2´1
ÿ

i

rpτ˚
i τ

˚
i ϕℓi ` τ˚

i ϕriq ` pτ˚
i ϕℓi ` ϕriqspS˚

i q2.

G5 “ ´2´1
ÿ

i,j

rpϕℓi ` τiϕriq ` pτiϕℓj ` τiτjϕrj qsSiSj “ G5;1 `G5;2, with

G5;1 “ ´2´1
ÿ

i‰j

rpϕℓi ` τiϕriq ` pτiϕℓj ` τiτjϕrj qsSiSj,

G5;2 “ ´2´1
ÿ

i

rpϕℓi ` τiϕriq ` pτiϕℓi ` τiτiϕriqspSiq2.

G6 “ ´2´1
ÿ

i,j

rpτiτ˚
j ϕℓj ` τiϕrj q ` pϕℓi ` τiϕriqsSiS˚

j ` rpτ˚
i ϕℓj ` τ˚

i τjϕrj q ` pτ˚
i ϕℓi ` ϕriqsS˚

i Sj

“ G6;1 `G6;2, with

G6;1 :“ ´2´1
ÿ

i‰j

rpτiτ˚
j ϕℓj ` τiϕrj q ` pϕℓi ` τiϕriqsSiS˚

j ` rpτ˚
i ϕℓj ` τ˚

i τjϕrj q ` pτ˚
i ϕℓi `ϕriqsS˚

i Sj ,

G6;2 :“ ´
ÿ

i

pϕℓi ` τiϕriq ` pτ˚
i ϕℓi ` ϕriq.

We add G1;2 and G4;1:

G1;2 `G4;1 “
ÿ

i‰j

pτ˚
i ϕℓi ` ϕriqS˚

i S
˚
j ´ 2´1

ÿ

i‰j

rpτ˚
i τ

˚
j ϕℓj ` τ˚

i ϕrj q ` pτ˚
i ϕℓi ` ϕriqsS˚

i S
˚
j

“ 2´1
ÿ

i‰j

rpτ˚
j ϕℓj ´ τ˚

i τ
˚
j ϕℓj q ` pϕrj ´ τ˚

i ϕrj qsS˚
i S

˚
j .

p;3q
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We add G1;3 and G4;2:

G1;3 `G4;2 “ 2
ÿ

i

pτ˚
i ϕℓi ` ϕriqpS˚

i q2 ´ 2´1
ÿ

i

rpτ˚
i τ

˚
i ϕℓi ` τ˚

i ϕriq ` pτ˚
i ϕℓi ` ϕriqspS˚

i q2

“ G7 `G8, where

G7 :“ 2´1
ÿ

i

rpτ˚
i ϕℓi ´ τ˚

i τ
˚
i ϕℓiq ` pϕri ´ τ˚

i ϕriqspS˚
i q2 p;3q and G8 :“

ÿ

i

pτ˚
i ϕℓi ` ϕriqpS˚

i q2.

We add G2;2 and G5;1:

G2;2 `G5;1 “
ÿ

i‰j

pϕℓi ` τiϕriqSiSj ´ 2´1
ÿ

i‰j

rpϕℓi ` τiϕriq ` pτiϕℓj ` τiτjϕrj qsSiSj

“ 2´1
ÿ

i‰j

rpϕℓj ´ τiϕℓj q ` pτjϕrj ´ τiτjϕrj qsSiSj.p;3q

We add G2;3 and G5;2:

G2;3 `G5;2 “ 2
ÿ

i

pϕℓi ` τiϕriqpSiq2 ´ 2´1
ÿ

i

rpϕℓi ` τiϕriq ` pτiϕℓi ` τiτiϕriqspSiq2

“ G9 `G10, where

G9 :“ 2´1
ÿ

i

rpϕℓi ´ τiϕℓiq ` pτiϕri ´ τiτiϕriqspSiq2 p;3q and G10 :“
ÿ

i

pϕℓi ` τiϕriqpSiq2.

We add G3;2 and G6;1:

G3;2`G6;1 “ ´2´1
ÿ

i‰j

rpτiτ˚
j ϕℓj ´τ˚

j ϕℓj q`pτiϕrj ´ϕrjq`pτ˚
j ϕℓi ´ϕℓiq`pτ˚

j τiϕri ´τiϕriqsSiS˚
j .

p;3q

We are left to deal with G6;2, G8 and G10:

G8 `G10 `G6;2 “
ÿ

i

pτ˚
i ϕℓi ` ϕriqS˚

i S
˚
i ` pϕℓi ` τiϕriqSiSi ´ pϕℓi ` τiϕriq ´ pτ˚

i ϕℓi ` ϕriq

“
ÿ

i

pτ˚
i ϕℓi ` ϕriqppS˚

i q2 ´ 1q ` pϕℓi ` τiϕriqppSiq2 ´ 1q

“
ÿ

i

rpτ˚
i ϕℓi ´ ϕℓiq ` pϕri ´ τiϕriqsppS˚

i q2 ´ 1q ` pϕℓi ` τiϕriqppS˚
i q2 ` S2

i ´ 2q

“ G11 `G12, where

G11 :“
ÿ

i

rpτ˚
i ϕℓi´ϕℓiq`pϕri´τiϕriqsppS˚

i q2´1qp;3q andG12 :“ ´2
ÿ

i

pcoshpτiF´F q´1q∆ip4´∆iq.

Let WF ;i :“
a

coshpτiF ´ F q ´ 1. Commuting WF ;i with ∆i gives

WF ;i∆i “ ∆iWF ;i ` Si
`

WF ;i ´ τ˚
i WF ;i

˘

` S˚
i

`

WF ;i ´ τiWF ;i

˘

.

Thus
W 2

F ;i∆ip4 ´ ∆iq “ WF ;i∆ip4 ´ ∆iqWF ;i `RF ;i, where

RF ;i :“ ´WF ;i∆iSi
`

WF ;i ´ τ˚
i WF ;i

˘

´WF ;i∆iS
˚
i

`

WF ;i ´ τiWF ;i

˘

`WF ;iSi
`

WF ;i ´ τ˚
i WF ;i

˘

p4 ´ ∆iq `WF ;iS
˚
i

`

WF ;i ´ τiWF ;i

˘

p4 ´ ∆iq;5 .

A final accounting job gives the expression of G:

(4.8)

G :“ Gr;1 `Gℓ;1 `G1;1 `G2;1 `G3;1 `G3;3 ` pG1;2 `G4;1q
`G7 ` pG2;2 `G5;1q `G9 ` pG3;2 `G6;1q `G11 ´ 2

ÿ

i

RF ;i,

or equivalently, G “ Gr `Gℓ ` 2
ř

iWF ;i∆ip4 ´ ∆iqWF ;i. �
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˚ ˚ ˚

We now turn to the proof of relation (3.3) that is key in Proposition 3.1. Here d “ 1. For
convenience we rewrite the relation we want to show. For φ P ℓ0pZq, φF :“ eFφ :

(4.9)

@

φ, reFA1eF ,∆sφ
D

“
@

φF , rA1,∆sφF
D

´
›

›

?
gr ´ gℓA

1φF
›

›

2

´
›

›

a

∆p4 ´ ∆qWφF
›

›

2 ` 2´1
@

φF , pM `GqφF
D

, where

(4.10) W “ WF :“
a

coshpτF ´ F q ´ 1,

(4.11)
M “ MF :“ 2´1pS˚ ` Sqpgr ´ gℓqpS˚ ` Sq

`
“

pτ˚ϕℓ ´ ϕℓq ` pϕℓ ´ τϕℓq ` pτϕr ´ ϕrq ` pϕr ´ τ˚ϕrq
‰

, and

G “ GF :“ A1Spτ˚ϕr ´ ϕrq ` pϕr ´ τ˚ϕrqS˚A1 `A1S˚pτϕℓ ´ ϕℓq ` pϕℓ ´ τϕℓqSA1

`
“

pτ˚ϕℓ ´ τ˚2ϕℓq ` pϕr ´ τ˚ϕrq
‰

NS˚2 `
“

pτ2ϕr ´ τϕrq ` pτϕℓ ´ ϕℓq
‰

NS2

` 1

2

“

pτ˚ϕℓ ´ τ˚2ϕℓq ` pϕr ´ τ˚ϕrq
‰

pS˚q2 ` 1

2

“

pτϕr ´ τ2ϕrq ` pϕℓ ´ τϕℓq
‰

S2

` 2
“

pϕℓ ´ τ˚ϕℓq ` pτϕr ´ ϕrq
‰

N `
“

pτ˚ϕℓ ´ ϕℓq ` pϕr ´ τϕrq
‰

ppS˚q2 ´ 1q
` 2WF∆S

`

WF ´Wτ˚F

˘

` 2WF∆S
˚
`

WF ´WτF

˘

´ 2WFS
`

WF ´Wτ˚F

˘

p4 ´ ∆q ´ 2WFS
˚
`

WF ´WτF

˘

p4 ´ ∆q.

(4.12)

Proof of (4.9). For the most part, the proof of this relation is the same as that of (4.1) when d ě 1.
However, the main difference is that here we do not introduce the function gpnq :“ F 1pxnyq{xny.
We go over the proof done just above and point out the differences. As before we start with

reFA1eF ,∆s “ eF rA1,∆seF ` eFA1reF ,∆s ` reF ,∆sA1eF

and develop the last two terms of this relation.
Part 1 : Creating eFA1grA

1eF .

reF ,∆s “ grA
1eF ´ 1

2
grpS˚ ` SqeF ` ϕrδtn“0upS˚ ´ SqeF ` ϕrreF , pS˚ ´ Sqs `

`

ϕr ` ϕℓ

˘

eFS.

reF ,∆s “ eFA1gr ` 1

2
eF pS˚ ` Sqgr ` eF pS˚ ´ Sqϕrδtn“0u ´ reF , pS˚ ´ Sqsϕr ´ S˚eF

`

ϕr ` ϕℓ

˘

.

Therefore we have obtained

(4.13) eFA1reF ,∆s ` reF ,∆sA1eF “ 2eFA1grA
1eF ` eF pMr `Gr `HrqeF , where

Mr :“ ´2´1A1grpS˚ ` Sq ` 2´1pS˚ ` SqgrA1,

Gr :“ A1ϕrreF , pS˚ ´ Sqse´F `A1
`

ϕr ` ϕℓ

˘

eFSe´F

´ e´F reF , pS˚ ´ SqsϕrA
1 ´ e´FS˚eF

`

ϕr ` ϕℓ

˘

A1, and

Hr :“ A1ϕrδtn“0upS˚ ´ Sq ` pS˚ ´ Sqϕrδtn“0uA
1.

We calculate Mr:

Mr “ ´1

2

ˆ

´1

2
pS˚ ` Sq ` pS˚ ´ SqN

˙

grpS˚ ` Sq ` 1

2
pS˚ ` Sq gr

ˆ

1

2
pS˚ ` Sq `NpS˚ ´ Sq

˙

“ 2´1pS˚ ` SqgrpS˚ ` Sq ´ 2´1 pS˚ ´ Sqϕrδtn‰0u pS˚ ` Sq ` 2´1 pS˚ ` Sqϕrδtn‰0u pS˚ ´ Sq
“ 2´1pS˚ ` SqgrpS˚ ` Sq ` pSϕrS

˚ ´ S˚ϕrSq `
`

S˚ϕrδtn“0uS ´ Sϕrδtn“0uS
˚
˘

“ Mr;1 `Mr;2, where
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Mr;1 :“ 2´1pS˚`SqgrpS˚`Sq`
“

pτϕr´ϕrq`pϕr´τ˚ϕrq
‰

and Mr;2 :“ ϕrp0q
`

δtn“´1u ´ δtn“1u

˘

.

Part 2 : Creating eFA1gℓA
1eF .

reF ,∆s “ ´gℓA1eF ` 1

2
gℓpS˚ ` SqeF ´ϕℓδtn“0upS˚ ´ SqeF ´ ϕℓreF , pS˚ ´ Sqs `

`

ϕr `ϕℓ

˘

eFS˚.

reF ,∆s “ ´eFA1gℓ ´ 1

2
eF pS˚ ` Sqgℓ ´ eF pS˚ ´ Sqϕℓδtn“0u ´ rpS˚ ´ Sq, eF sϕℓ ´ SeF

`

ϕr ` ϕℓ

˘

.

Therefore we have obtained

(4.14) eFA1reF ,∆s ` reF ,∆sA1eF “ ´2eFA1gℓA
1eF ` eF pMℓ `Gℓ `HℓqeF , where

Mℓ :“ 2´1A1gℓpS˚ ` Sq ´ 2´1pS˚ ` SqgℓA1,

Gℓ :“ ´A1ϕℓreF , pS˚ ´ Sqse´F `A1
`

ϕr ` ϕℓ

˘

eFS˚e´F

` e´F reF , pS˚ ´ SqsϕℓA
1 ´ e´FSeF

`

ϕr ` ϕℓ

˘

A1, and

Hℓ :“ ´A1ϕℓδtn“0upS˚ ´ Sq ´ pS˚ ´ Sqϕℓδtn“0uA
1.

We calculate Mℓ:
Mℓ “ Mℓ;1 `Mℓ;2, where

Mℓ;1 :“ ´2´1pS˚`SqgℓpS˚`Sq`
“

pτ˚ϕℓ´ϕℓq`pϕℓ´τϕℓq
‰

and Mℓ;2 :“ ϕℓp0q
`

δtn“1u ´ δtn“´1u

˘

.

Part 3 : Adding the terms of Parts 1 and 2. Take the average of (4.13) and (4.14) to get :

reFA1eF ,∆s “ eF rA1,∆seF ` eFA1pgr ´ gℓqA1eF ` 2´1eF pMr `Mℓ `Gr `Gℓ `Hr `Hℓq eF .
Applying φ P ℓ0pZq to this equation and taking inner products will yield (4.9). Let us elaborate
exactly how this is achieved. First, let

M :“ Mr `Mℓ “ Mr;1 `Mℓ;1.

The latter equality holds because pMr;2 `Mℓ;2qφ “ 0. Second, note that Gr, Gℓ, Hr and Hℓ are
exactly the same as in the preceding proof when i “ j “ 1, which corresponds to d “ 1. These
terms are handled in the same way. In particular pHr ` Hℓqφ “ 0. Finally, we investigate G.
Referring to the preceding proof with i “ j “ 1, let

G :“ Gr;1 `Gℓ;1 `G1;1 `G2;1 `G3;3 `G7 `G9 `G11 ´ 2RF ;1.

Terms that do not contribute here are: G3;1, G1;2 `G4;1, G2;2 `G5;1, G3;2 `G6;1. We warn the
careful reader that G is not simply Gr `Gℓ, because somewhere hidden in Gr;2 `Gℓ;2 is the term
´2W∆p4´∆qW which needs to be extracted. After taking inner products, this term ultimately

produces ´}
a

∆p4 ´ ∆qWφF }2. Alternatively, G “ Gr `Gℓ ` 2W∆p4 ´ ∆qW . �

We also note that

(4.15)

Gr `Gℓ “ Gr;1 `Gℓ;1 `G1;1 `G2;1 `G3;3 `G7 `G9 `G11 `G12

“ 2
“

pτ˚ϕℓ ´ τ˚2ϕℓq ` pϕr ´ τ˚ϕrq
‰

NS˚2 ´ 2
“

pτϕr ´ τ2ϕrq ` pϕℓ ´ τϕℓq
‰

NS2

` 2
“

pϕℓ ´ τϕℓq ` pτ˚ϕr ´ ϕrq ` pϕℓ ´ τ˚ϕℓq ` pτϕr ´ ϕrq
‰

N

`
“

pτ˚ϕℓ ´ τ˚2ϕℓq ` 2pϕr ´ τ˚ϕrq
‰

S˚2 `
“

pτϕr ´ τ2ϕrq ` 2pϕℓ ´ τϕℓq
‰

S2

`
“

pτϕℓ ´ ϕℓq ` pτ˚ϕr ´ ϕrq
‰

`
“

pτ˚ϕℓ ´ ϕℓq ` pϕr ´ τϕrq
‰

pS˚2 ´ 1q
´ 2pcoshpτF ´ F q ´ 1q∆p4 ´ ∆q.
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