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ABSTRACT 
 

Multipaths (MP) are still one of the major error sources in 

Global Navigation Satellite Systems operating in 

challenging environments such as urban areas. This paper 

presents how diversity algorithms may improve the 

multipath mitigation performances. The diversity can 

either lie on the space domain (antenna diversity) or on 

the frequency domain (frequency band diversity). In both 

cases, the algorithms principle consists in taking benefit 

from information redundancy given by multiple diverse 

channels. 



INTRODUCTION 

 

In Global Navigation Satellite Systems (GNSS) 

applications, multipath (MP) errors are still one of the 

major error sources in conventional receivers. The 

additional signal replicas due to reflections introduce a 

bias in Delay Lock Loops (DLL), which finally leads to a 

positioning error. Several techniques have been developed 

for multipath mitigation or estimation. The most popular 

approach is the Narrow Correlator Spacing [1], which 

reduces the Chips spacing between two correlators in 

order to cut down the impact of multipath on the DLL. 

However, this technique suffers from high sensitivity to 

noise, and cannot mitigate short delay multipath 

(<0.1Chips). Based on the Maximum Likelihood (ML) 

estimation, the Multipath Estimating Delay-Lock-Loop 

(MEDLL) [2] algorithm has also been proposed to 

estimate the delay and the power of all the paths by 

studying the shape of the cross correlation function. This 

approach shows better performance than the Narrow 

Correlator Spacing technique, but short delay multipath 

mitigation (<0.1Chips) is still an issue. More recently, the 

use of diversity algorithms has been proposed for 

multipath mitigation. The diversity can either lie on the 

space domain (antenna diversity) or on the frequency 

domain (frequency band diversity). In both cases, the 

algorithms principle consists in taking benefit from 

information redundancy due to the use of diverse 

channels.   

 

In the space domain, the redundant parameters are the 

time of arrival and the Doppler of the echoes and the 

diversity lies in the phase delays between antennas of an 

array. Actually, antenna array perform a spatial sampling 

of the wave front which makes possible the discrimination 

of the sources in the space domain (azimuth and 

elevation). As the time-delay domain and space domain 

can be assumed as independent, we can expect to 

mitigate/estimate very short delay multipaths by using an 

antenna array. However, since the array size, cost and 

complexity should be limited, we focus our study on 

small arrays with a small number of antennas: typically a 

2x2 square array. In the frequency domain, the redundant 

parameters are the time of arrival of the echoes and the 

diversity is due to homothetic Doppler shifts and 

potentially to waveforms. Here, we focus on the 

frequency diversity, and not on the waveform diversity. 

Thus, we selected the GALILEO band E5a / E5b 

(BPSK(10) modulation) for this study.  

 

The goal of this paper is to present an estimator based on 

the maximum likelihood theory which makes use of the  

diversity provided by an antenna array (multi-antenna 

processing) or by several GNSS frequencies (multi-

frequency processing), in order to improve the multipath 

mitigation performances of a receiver. In a multi-antenna 

context, the algorithm and the associated performances 

have already been presented in [3], [4], [5] based on 

theoretical analysis and simulations. Recently, these 

results have been confirmed with real world data acquired 

with the experimental device presented in [6]. This 

experimental validation is illustrated in this paper. In a 

multi-frequency context, the maximum likelihood 

algorithm has not yet been presented. This paper 

introduces this concept and presents simulation results 

which demonstrate the potential of multi-frequency 

processing for the multipath mitigation.  

 

The paper is organized as follows: the signal model and 

the main assumptions are described in a multi-antenna 

and multi-frequency context in section 1. The estimators 

which use the space or frequency diversity in order to 

reject multipath are given in section 2. The section 3 

presents the experimental results in the array processing 

context, and the section 4 proposed the simulation results 

in a multi-frequency context. Finally, in section 5, we 

present our conclusions and future work.  

 

1. SIGNAL MODEL AND MAIN ASSUMPTIONS 

 

1.1 Single Channel Signal Model 

Let's assume we receive LX narrowband planar wave 

fronts of wavelength λX, where X denotes one channel of 

the GNSS receiver (one antenna and one frequency). The 

one antenna, one frequency GNSS baseband signal can be 

denoted in the most general case: 
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where { }
]1:0[

,, −= XLl

X

l

X

l

X

l ντγ  are respectively the complex 

amplitude, time delay and Doppler shift of the l
th

 path  

associated to the channel X (the index l=0 corresponds to 

the LOSS), and n
X
(t) the additional complex white 

Gaussian noise of the channel X. Here, c
X
(t) denotes the 

Pseudo-Random-Noise (PRN) sequence of the considered 

GNSS signal. As we focus on the tracking performances, 

we do not take into account potential navigation message 

or secondary code. The code period is equal to T = 1 ms, a 

rectangular chip shape is assumed and the chip rate is 

denoted Fc.  

 

Collecting the samples of the complex baseband signal 

leads to a M×Nsnap matrix where Nsnap denotes the number 

of SnapShots and M the number of channels (M = 

Nantenna×Nfreq). Typically, Nsnap is larger than 200 000 

(corresponding to a 20ms integration and a 10MHz 

sampling rate) and thus, a direct processing of the 

baseband signal with ML algorithms can hardly be 

implemented in real time. In order to compress the signal, 

we propose to use the scheme presented in the Fig. 1. For 

each channel, a bank of correlators is used to compress 

the signal and to get access to the relative delays of the 

sources, and the post correlation time taps enable to get 

access to the Doppler domain. This array is then defined 

by 4 parameters: the number M of channels, the number N 

of post-correlation Taps, the number P of correlators, and 



the time spacing Cs between the correlators. Note that the 

sampling time of the post-correlated signal is equal to Tint. 

Therefore, we get the following relation between the 

number of raw snapshots and the number of post-

correlated Taps: Nsnap=N××Tint×fs where fs is the sampling 

rate of the baseband signal. At the output of the 

compression step proposed in Fig. 1, the signal model for 

the channel X can be written as ([3], [4], [5]):   
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where X

pcn  is the output noise which is assumed iid 

between each channel in this paper, X

lγ~  denotes the post 

correlated complex amplitude of the path indexed by l, 

and the vector ( )X

rl

X

rl

X

C ντ ,~r  is the result of the 

concatenation of: 

• the outputs of the P correlators arranged in a 

column vector resulting in a sampled cross-

correlation function, 

• the N cross-correlation functions arranged in a 

column vector which capture the temporal 

evolution of the post-correlation signal. 

 

From [3], [4], [5], we have the following relations: 
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where ⊗  denotes the Kronecker product, r
X
(.) is the 

correlation function of the PRN of the channel X, and we 

introduce the relative delay Xτ̂ and the relative Doppler 
Xν̂ of the local replica with respect to the l

th
 path 

parameters: X

l

XX

rl

X

l

XX

rl ννντττ −=−= ˆ  ,ˆ . The space or 

frequency diversity is obtained with the concatenation of 

the channels, banks of correlators and post-correlation 

taps outputs in a M×N×P column vector: 
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1.2 Multi-Antenna Signal Model 

In a multi-antenna context, each channel represents one 

antenna. During the experimental campaign (see section 

3), we used a 2x2 square array, the antenna spacing was 

λ/2 (M = 4). The GPS C/A signals have been collected. 

The chip rate is therefore Fc = 1.023MHz for the multi-

antenna processing, and the cross correlation functions are 

identical for all the channels ( )Xrr X ∀=  , . 

 
Fig. 1: Banks of correlators 

 

Assuming an array with perfectly matched channels (no 

mutual coupling and the same RF transfer function 

whatever the channels, section 3), we get the following 

statements: 

• the number of echoes are the same on each 

antenna XLLX ∀=  , , 

• the delay and the Doppler of the echoes are 

identical on each channel ([3], [4], [5]), 

Xrl

X

rlrl

X

rl ∀==  ,, ννττ , 

• the phase delays between each antenna can be 

modeled as [3] [4] [5]: 
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where ),( ϕθa  represents the steering vector and 

ll ϕθ ,  the elevation and azimuth of the l
th

 path.  

 

Finally, the signal model associated to an antenna array 

can be written as:  
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1.3 Multi-Frequency Signal Model 

In the multi-frequency context, each channel represents 

one GNSS frequency. In order to focus on the multi-

frequency processing (while avoiding multi-modulation 

processing), we use the GALILEO signal E5a / E5b with 

a BPSK(10) modulation (M = 2 and X = E5a or X = 

E5b). Moreover, we use only the pilot component of the 

E5 signals, and the secondary code is assumed perfectly 

synchronized. With such hypothesis, the cross-correlation 



functions are identical for each channel ( )Xrr X ∀=  , and 

the chip rate is Fc = 10.23MHz.  

 

In order to build a ML estimator which uses redundancies 

in the frequency domain, we need a multi-frequency 

model of the multipath. Based on experimental power 

measurements, [7] assumes that multipath on Galileo E5a 

and E5b bands are independent. Therefore, the outputs of 

correlators on both frequency bands can be considered as 

any independent statistical variables and they can be 

averaged right before the discriminator computation. By 

contrast, [8] considers that purely deterministic 

relationships exist between the wideband channel 

parameters and the authors propose a particle filtering 

approach which takes advantage of this information 

redundancy to improve the estimation of the direct path 

propagation delay. Based on asymptotic electromagnetic 

methods and ray bouncing, the GNSS multifrequency 

urban channel was analysed from the lower part to the 

upper part of the GNSS L-Band in [9] and [10]. These 

analyses showed on the one hand that the narrowband 

channels are independent between two GNSS frequency 

bands. But on the other hand, these analyses showed that 

even if the relations are not purely deterministic, a strong 

correlation exists between the wideband channel 

parameters (i.e. the delay, Doppler and direction of arrival 

parameters) [9] [10]. Based on this wideband point of 

view of the multi-frequency channel, we propose the 

following multipath model:  

• The number of multipath are assumed to be 

identical for all the frequencies XLLX ∀=  ,  

• The Doppler shifts have an homothetic relation 

between the two bands  

]1,0[ ,
5

555 −∈∀= Ll
aE

bEbE

rl

aE

rl λ
λ

νν  

• The delays are shifted between the two bands by 

a parameter independent of the path index “l”:  

]1,0[ ,
5

5

55 −∈∀∆+= LlbE

aE

bE

rl

aE

rl ττ  

• No assumption is made on the complex 

amplitudes bE

l

aE

l

55 ~,~ γγ .  

 

The parameters bE

aE

5

5∆ corresponds to the delay between the 

E5a band and the E5b band. This delay is due to the 

ionospheric delay which is frequency dependent, and to 

the RF group delays. The resulting multi-frequency signal 

model is therefore: 
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where aE
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55 , ννττ == denote the relative delay and 

the relative Doppler shift associated to the E5a band, and 
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2. MAXIMUM LIKELIHOOD ALGORITHM 

 

2.1 Principle and SAGE / STAP Multi-Correlators 

Algorithm 

We want to estimate a set of parameters denoted 

{ }
]1,0[ −∈ LllΨ for each path indexed by ‘l’. The estimation of 

L (the number of echoes + LOSS) is not discussed in this 

study. Usually, L is fixed to a value large enough to 

capture all the dominant impinging waves. Classical 

information theory methods for model selection like 

Akaike's and Rissanen's [11] criteria can be used to 

estimate L. The ML estimation is given by 

( )ΨxΨ
Ψ

;maxargˆ p= , with x the signal model at the 

output of the Taps-multicorrelators architecture (Fig. 1), 

and ( )Ψx;p  the likelihood function: 
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=  contains the superimposition 

of the post-correlation signals. 
pcΣ denotes the covariance 

matrix of the post-correlation noise. The noise is no 

longer white after the correlation step [5], [12]. However, 

assuming the noise iid between the channels (between the 

antennas and between the GNSS frequencies) the post-

correlation noise covariance matrix can be written as a 

bloc diagonal matrix: 
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where 2~
Xσ  denotes the noise power after the correlation 

step for the channel X, and 
XP ,Σ  is the correlation matrix 

of the PRN [3], [4], [5] and [12]. Considering the 

hypothesis made in section 1 (same noise power and same 

waveform on each channel whatever the diversity mode) 

the covariance matrix can be simplified in: 

 

( ) ( )PMN

H

pcpcpc ΣInnΣ ⊗=Ε= 2~σ    (16) 

 

The direct maximization of the likelihood function is a 

computationally prohibitive task since there is no 



analytical solution. Moreover, ( )Ψx;p  is generally not a 

concave function of Ψ , and L is usually high. In order to 

perform this optimization, we use the iterative process of 

the SAGE (Space-Alternating Generalized Expectation 

maximization) algorithm [13]. The basic concept of the 

SAGE algorithm is to use a hidden data space. Instead of 

estimating the parameters of all impinging waves in one 

search, the SAGE algorithm sequentially estimates the 

parameters of each signal. Thus, the SAGE algorithm 

breaks down the multi-dimensional optimization problem 

into several smaller problems. 

 

However, prior to apply the SAGE methodology, we need 

to define admissible data space. We remind hereafter the 

corresponding definitions ([5], [13], [14]):  

 

Definition 1 [13]: a set S is defined to be an index set if 

∅≠S , ( ) ( )]dim,...,1[dim Ψ∈S , and S has no repeated 

entries. S denotes the complement of S. 

 

Definition 2 [13]: one iteration of the SAGE algorithm is 

defined as a full update of all the parameters of the 

parameter vector Ψ̂ . A full update of Ψ̂ is achieved by 

sequentially conditioning on a sequence of subsets of 

parameters
SΨ while keeping the parameters of the related 

complement subsets 
S

Ψ fixed . 

 

Definition 3 [13]: a random matrix xS with a probability 

density function ( )Ψx ;Sp  is an admissible hidden data 

space with respect to 
SΨ for ( )Ψx;p  if and only if the 

joint density of xS and x satisfies: 

 

( ) ( ) ( )ΨxΨxxΨxx ;;,;, SSSS ppp =   (17) 

 

The conditional density of x given xS depends just on
S

Ψ , 

but not on
SΨ . In other words, all the information related 

to the parameters 
SΨ  in x is included in xS. 

 

2.2 SAGE / STAP Multi-Correlators in a Multi-

Antenna Context 

In the multi-antenna context, we use the signal model in 

(9) and (10). The set of parameters estimated by the ML 

algorithm is [ ] ]1,0[,,,,,~ −∈= Ll
T

rlrlllll ντϕθγΨ . In order 

to solve the optimization problem [5] and [14] showed 

that the random matrix 
lpcrlrlllll ,),,,,~( nx +ντϕθγ is an 

admissible hidden data space (with the convergence 

parameters βl=1). Thus, we can apply the SAGE 

methodology to solve the optimization problem. 

 

The first step of the SAGE algorithm, the so-called 

Expectation Step (E-STEP), consists in estimating the 

hidden data space with: 
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The second step, the so-called Maximization Step (M-

STEP), carries out the maximization of the log-likelihood 

function which is associated with the estimated hidden 

data space. In the case of the STAP multicorrelator signal, 

the reduced likelihood function (due to the linear relation 

between lγ~ and the signal model) to maximize is ([3], [4], 

[5]): 
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where ( )rlrl

H

C ντ ,r
(  is given by ([3], [4], [5]): 

 

( ) ( )[ ]1,~, −⊗= PNrlrl

H

Crlrl

H

C ΣIrr ντντ(
   (21) 

 

 

2.3 SAGE / STAP Multi-Correlators in a Multi-

Frequency Context 

In the multi-frequency context, we use the signal model 

(11). However, it is harder to define admissible hidden 

data space for the SAGE algorithm. Indeed, let us propose 

three sets of parameters to estimate:  
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The first proposition does not match with the definition 2 

in section 2.1. Indeed, the parameter bE

aE

5

5∆  appears in the 

definition of all the
lΨ . Thus, in the sequential 

optimization process of SAGE, the set of parameters 
ll ≠′Ψ  

are note fixed. 

 

For the second proposition, it is difficult to find an 

admissible hidden data space (definition 3). Indeed, if we 

use the data space ( ) lpclrl

bE

aErlC ,

5

5
~,,

~
nγR +∆ ντ , the set of 

parameters 
lΨ  does not include all the information of the 

hidden data space for l > 0. 

 

The last proposition matches with the definitions. 

However, this is equivalent to a mono channel SAGE 

estimation on each band and thus, we lose the redundancy 

brought by the multi-frequency multipath wideband 

channel model in [10]. 

 



The problem is due to the parameter bE

aE

5

5∆ which appears in 

the definition of all the paths. We propose here to exclude 

this interband delay estimation from the ML optimization 

problem. In the case of the E5a / E5b processing, the 

ionospheric delays are very close and we can use a single 

RF stage. Thus, the assumption 05

5 =∆ bE

aE
 looks quite 

reasonable. However, in the case of the processing of 

other GNSS bands (E1 / E5 / E6), this simplification will 

not hold any more. Note however that the ionospheric and 

RF delays are phenomenon with very low dynamics. 

Thus, we can expect to build an estimator of bE

aE

5

5∆  with 

longer integration time (more than 1min), robust to the 

multipath (see the example on Fig. 2).  

 

From the ML point of view, the set of parameters to 

estimate for each path is now 

[ ] ]1,0[,,,~,~ 55 −∈= Ll
T

rlrl

bE

l

aE

ll ντγγΨ . We can therefore 

use the SAGE methodology to solve the ML optimization 

problem where the reduced likelihood function for each 

hidden data space is:  
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2.4 Implementation in a GNSS Receiver 

To implement the SAGE / STAP algorithm in a GNSS 

receiver, we propose the architecture illustrated on Fig. 2. 

The multicorrelator array in Fig.1 is used in order to 

compress the data for all the channels. Afterward, we use 

the SAGE algorithm to solve the maximum likelihood 

problem, and the relative delay and Doppler estimations 

00 , rr ντ  are used to drive the DLL and FPLL. The key 

idea of our solution is to substitute the SAGE / STAP 

estimation to the conventional DLL and PLL / FLL 

discriminators [5].  
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Fig. 2: Proposed receiver architecture 

 

3. EXPERIMENTAL RESULTS IN A MULTI-

ANTENNA CONTEXT 

 

In a multi-antenna context, the algorithm and the 

associated performances have already been presented in 

[3], [4] and [5] based on numerical simulations. Here, we 

present the experimental results obtained with the CNES 

multi-antenna Bit Grabber [6]. The sensors of the antenna 

array were configured in a 2x2 square array (λ/2 spaced), 

and the frequency down conversion was selected in order 

to process the GPS C/A signal. 

 

For the antenna array calibration, we used a spectrum 

analyzer in an anechoic chamber in order to characterize 

the four RF chains. Then, Finite Impulse Response (FIR) 

equalizers have been implemented in order to get a wide 

band compensation of the RF distortion [5]. The mutual 

coupling matrix was also measured (thanks to the 

scattering Sij parameters [5]), and the coupling 

coefficients were lower than -20dB. Thus, in the case of 

GPS signal (which can be assumed as a narrow band 

signal from the antenna array point of view), the mutual 

coupling can be neglected [15]. 

 

The baseband signal was grabbed on a 34.375MHz 

bandwidth with 2 quantization bits. A software GPS C/A 

receiver has been implemented in MATLAB© and 

consists in signal acquisition, synchro-bit and tracking 

units. In the single antenna – single frequency case, the 

tracking step is based on classical DLL / PLL in order to 

estimate the pseudo-range and Phase/Doppler of the 

LOSS [16]. The DLL and the PLL are respectively based 

on a second and a third order loops, with a 1Hz and 10Hz 

bandwidth. The DLL is controlled with an Early Minus 

Late Discriminator (EMLD) with a 0.5 chip spacing 

between the early and the late correlators [16]. The PLL 

discriminator is an “atan2” [16]. In the multi-antenna 

case, the software allows to use beamforming algorithms 

(space filtering of the post correlated complex samples 

[5]). [4] and [5] propose a discussion on the choice of the 

appropriate beamformer when multipath occur. Then, we 

use here the “Conventional Beamforming Filter” (CBF) 

which consists in increasing the gain in the LOS direction. 

The software proposes also to use the SAGE / STAP 

algorithms in order to drive the tracking loops as in Fig. 2.  

 

The antenna array and the bit grabber were mounted in a 

car (see Fig. 3) for mobile measurement in the city of 

Toulouse in France.  

 

 
Fig. 3: Bit Grabber (left) and antenna array (right) mounted on a car. 



We present here the results associated with two scenarios: 

one in a rural condition (sub-section 3.1) and one in an 

urban condition (sub-section 3.2). 

 

For the evaluation of the tracking performance of the 

DLL, we propose to use the pseudo range compensated by 

integrated Doppler (also called CCD for Carrier Code 

Difference). The integrated Doppler (i.e. the signal 

unwrapped phase) is widely used for ultra precise 

applications. When the integer cycle count ambiguity is 

resolved, this measurement is equivalent to a pseudo-

range measurement with an accuracy better by two orders 

of magnitude than the conventional accuracy of pseudo-

range measurement based on the code delay [16]. When 

there is no multipath, the CCD is centred around the null 

value. When multipath exist, the phase and the code are 

affected in different proportions. That is breaking down 

the code-carrier coherency. Hence, a smaller value of the 

pseudo-ranges compensated by the integrated Doppler 

indicates a better time delay estimation in multipath 

conditions. We propose the following indicator:  
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where PR(t) denotes the pseudo-range estimated from the 

DLL code delay, and fd(t) the Doppler shift estimated 

from the PLL. As we do not solve the cycle counts 

ambiguity, we subtract ( )0ψ  in order to initialize the CCD 

indicator to zero.  

 

3.1 Results in a Rural Environment 

The first environment is illustrated on the Fig. 4. The car 

is moving at 50km/h on a tree sided road. In most of the 

cases, the receiver is in clear sky situation. However, 

some fading events can occur due to the vegetation along 

the road. The Fig. 5 represents the ( )tψ~  value and the 

estimated C/N0 for the PRN25 (elevation 63°), in the 

cases of the mono-antenna tracking, tracking augmented 

with a CBF, and tracking driven by the SAGE / STAP 

algorithms. After a transition step of 5s, the multi-antenna 

processing (CBF and SAGE /STAP) improves the C/N0 

by 6dB as expected, and we observe a reduction of the 

standard deviation of the CCD ( )tψ~ . The processing was 

done on 10min of signal, and 6 satellites were tracked. In 

order to compare the performances of each algorithm, we 

compute the standard deviation ( )( )tstd ψσ ~=  for each 

satellite and for each processing algorithm. The table 1 

summarizes for each algorithm the average values of σ on 

all the tracked satellites.  

 

Here, the antenna diversity improves the DLL tracking 

performances by a factor of 1.5 in the case of the CBF, 

and by more than a factor of 4 in the case of the SAGE / 

STAP algorithms. It shows that multi-antenna methods 

improve strongly the tracking performances in terms of 

pseudo-range estimation. 

 

 
Fig. 4: Rural environment 
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Fig. 5: Pseudo range compensated by integrated Doppler (CCD) and 

C/N0 for the PRN 25 in rural environment 

 

 
Table. 1: standard deviation of the CCD averaged on all the tracked 

satellites in a rural environment 

Algorithms σ (m) 

DLL/PLL 6.2 

CBF/DLL/PLL 4.3 

SAGE/DLL/PLL 0,45 
 

 

3.2 Results in an Urban Environment 

The second scenario corresponds to an urban environment 

as illustrated in Fig. 6. The car is moving slower than 

6km/h in an urban canyon. The scenario presents a high 

multipath activity, with many fading events due to 

buildings, cars or trees. The Fig. 7 present the results for 

the PRN 29 (elevation 65°), and the table 2 summarizes 

the average σ values obtained for 2 satellites during 1min.  

 

In this scenario, the single antenna approach loses the 

tracking lock. The CBF approach does not track correctly 

due to the difficulty in estimating the LOS DOA in 

presence of severe multipath conditions. However, the 

SAGE / STAP algorithm is able to track the LOS signal 

as expected in [3], [4], [5] and [6]. It is interesting to note 

that the improvement is better than a factor of 4 compared 

to the single antenna approach. It shows that the proposed 

algorithm reduces not only the error due to the noise, but 

also the error due to multipath.  

 



 
Fig. 6: Urban environment 
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Fig. 7: Pseudo range compensated by integrated Doppler (CCD) and 

C/N0 for the PRN 29 in urban environment 

 

 
Table. 2: standard deviation of the CCD averaged on all the tracked 

satellites in an urban environment 

Algorithms σ (m) 

DLL/PLL 13 

CBF/DLL/PLL 13.5 

SAGE/DLL/PLL Order 2 0.7 

 

4. SIMULATION RESULTS IN A MULTI-

FREQUENCY CONTEXT 

 

In the multi-frequency processing, the algorithms first 

have to be analyzed based on numerical simulations 

before being tested on real world data. From the state of 

the art on multi-frequency processing adapted to the 

multipath mitigation, we selected one method: the 

algorithm presented in [7] which assumes uncorrelated 

multipath between the two bands (here E5A and E5b). 

this algorithm is compared to the adaptation of the 

SAGE/STAP algorithm in the multi-frequency context 

presented in sub-section 2.3. For the channel environment 

simulation, we use the Simplified Channel for Urban 

Navigation (SCHUN) generator [17]. At the output of the 

SCHUN simulator, all the paths (LOSS and MP) are 

defined with a complex amplitude, delay, Doppler, and 

DOA every 20ms (thus, the paths parameters are assumed 

static during 20ms). For each path, we generated a 

BPSK(10) modulation sampled at fs = 20MHz, and we 

summed all the signal components as in (1). Note that the 

number of multipath may be very large (> 4000). An 

additive white noise random process with a power of -

128.9dBW (for each band) is used for the baseband signal 

generation. Note that SCHUN does neither model the 

atmospheric effects nor the RF distortions. Thus, no inter-

band delay is generated in this simulation.  

 

The scenario simulated by SCHUN is represented in Fig. 

8, and the total narrow band power time series for each 

band are plotted in Fig 9. The speed of the receiver is 

equal to 5m/s during 10s. Thus, the sampling distance is 

equal to 0.1m on a 50m linear trajectory. At the beginning 

of the simulation, the satellite range, azimuth and 

elevation are respectively 19986km, 45° and 35° (the x 

and y axis are respectively orthogonal and parallel to the 

canyon direction).  

 

 
Fig. 8: Multi-frequency environment generated by SCHUN 
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Fig. 9: Total narrow band power on E5a and E5b, SCHUN generation 

 

Here, the loops parameters are the same as in section 3, 

except for the DLL bandwidth that is now 5Hz. The 

Figure 10 represents the tracking performances in term of 

pseudo-range error and Doppler error for each tracking 

algorithm. As expected, the multi-frequency processing 

provides better performance than mono frequency 

processing. From the table 3, which presents the pseudo-

range error standard deviation computed from 0 to 40m of 

the simulated trajectory, the multi-frequency processing 

improves by more than a factor of 2 the code delay 

estimation. Thus, the multi-frequency processing reduces 

not only the noise error, but also a part of the multipath 

component.  

 

In this scenario, the SAGE algorithm (based on a 

wideband view of the multi-frequency channel), provides 

better performance in terms of delay estimation than the 



approach based on uncorrelated channels [7] (see Fig. 10 

and table 3). Indeed, the assumption on the delay and the 

Doppler (section 1.3) provides redundancy which 

improves the reception of the LOS path.  

 

Last, we can note a significant improvement of the SAGE 

approach in presence of strong fading events. After 40m, 

the receiver is in an NLOS situation, and the tested 

methods exhibit a loss of lock with the exception of the 

SAGE algorithm.  

 
Table 3: Pseudo range error std from 0 to 40m, multi-frequency 

simulation 

Algorithms Pseudo range std  

DLL/PLL (E5a) 2.8 m 

DLL/PLL (E5a/E5b [7]) 1.7 m 

SAGE/DLL/PLL (E5a/E5b) 0,9 m 
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Fig. 10: Pseudo range and Doppler error, multi-frequency simulation 

 

5. CONCLUSIONS 

 

In this work we have addressed the problem of estimating 

the propagation time-delay of the LOS signal in a GNSS 

receiver under the presence of severe multipath. To 

reduce the influence of the multipath, we investigated the 

use of diversity algorithms. The diversity can either lie on 

the space domain (antenna diversity) or on the frequency 

domain (frequency band diversity). In both cases, the 

algorithms principle consists in taking benefit from the 

information redundancy given by diverse channels. 

 

In a multi-antenna context, the algorithm and the 

associated performances have already been presented 

based on numerical simulations. This paper presents the 

validation of previous results based on real world data 

acquired with the CNES multi-antenna bit Grabber. The 

improvement of the pseudo range estimation in presence 

of multipath is better than a factor of 4 (with a 4 antenna 

array), which shows that the space diversity reduces not 

only the noise error, but also the MP error. 

  

In a multi-frequency approach (here two frequencies E5a 

and E5b), the simulation based on the SCHUN simulator 

shows that multi-frequency processing is also a promising 

method for the multipath reduction, with a significant 

improvement in presence of fading events. However, two 

issues remain to be dealt with: first of all, the path delays 

between both bands are not the same due to the 

ionospheric effect and due to the RF stages. The 

algorithm performances degradation w.r.t. inter-band 

delay estimation is still to be characterized. Secondly, 

multi-frequency processing can lead to multi-modulation 

processing. The behaviour of the proposed method in the 

case of multi-modulation processing is still to be 

investigated.  

 

Last but not least, as each diversity techniques provides 

promising results in terms of multipath mitigation, it 

should be interesting to investigate multi-antenna and 

multi-frequency processing in future works.  
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