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Periodic averaging with a second order integral error*

Thierry Dargent®, Florentina Nicolau” and Jean-Baptiste Pomet

Abstract—In this paper, we study a variation of second
order periodic averaging that allows an asymptotic recon-
struction of the “fast” variable.

Our goal is to present a simpler method to obtain a
second order estimate based on changing the initial condi-
tion of the averaged system and approaching a “moving”
average of the solutions instead of the solutions themselves.
This idea was already present in a publication by the first
author, in the context of solving an optimal control problem
with averaging techniques and application to low thrust
orbit transfer. Namely, adding well suited second order
terms to the average system, properly chosing the initial
condition for the average system and measuring errors “in
the mean” insteaf of pointwise yields an errors of order 2
with respect to ¢ on the slow variable and of order 1 for
the fast variable.

I. INTRODUCTION AND MOTIVATION

In this paper, we study high order periodic averaging
for the class of systems of the form

ef(L, ¢)
w(I) +eg(L, )

where (I, ¢) are local coordinates, | € O C R", ¢ € st
f, ¢ and w are defined on O x S!, where O is an
open subset of R” and S! = R/27Z. The systems
of the form (S¢) are called one-frequency “integrable”
systems in [8]. Indeed, (S¢) is a perturbation of the
integrable Hamiltonian system [ = 0, ¢ = w(I) called
“one-frequency” because ¢ has dimension 1, while ¢
usually has the same dimension as I in the reduction
of a generic Hamiltonian system to a system repre-
sented in action-angle variables (Liouville’s theorem,
see, e.g., [1]). In (S¢), the variables I are slow, while ¢
is the fast variable.

The (first order) averaging principle for the sys-
tem (S¢) consists in eliminating the fast variable ¢ and
determining the approximate behavior of the slow vari-
ables I by constructing macroscopic evolution equa-
tions (called the averaged system) which handle only
certain average characteristics of the small-scale mo-
tion, and which give a good approximation to the true
evolution of the slow variables on a certain time inter-
val, see, for instance, [1], [3], [8], [10]. These methods

j =

(Se) : ¢ =
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have attracted a lot of attention because of their multi-
ple applications for many interesting physical problems
(work and heat in thermodynamics, hydrodynamical
and molecular dynamical quantities in fluid mechanics,
electronics, celestial mechanics, quantum mechanics,
etc.). They are also used in optimal control, see the
pionneering work [6] and the more recent [4], [7]. They
yield approximation results that are by nature asymp-
totic (as € tends towards 0): typically, these results
provide error estimates of order € on an interval of
time whose length has order 1/e.

Although the results are asymptotic, averaging meth-
ods are very useful in practice when € is finite “rea-
sonably small”. The more recent paper [9] gives some
theoretical ground to this observation by presenting a
fully quantitative estimate of both the time interval and
the error for fixed € > 0. These results are practically
interesting, but we follow here the path of asymptotic
estimates.

High order results are also available, e.g. in [8], [10]:
averaging of order k has two purposes: either to obtain
O(€¥)-error estimates valid for time O(1), with k > 1,
or weaker O(e*~/)-error estimates but for longer time
(’)(d%) These techniques involve sophisticated trans-
formations (depending on the fast variable); they are
calculated a recursive way which requires some choice
at each step, so that only the first order approximation
is uniquely defined.

The results of the present paper stem out of ideas,
remarks and numerical experiments of the first author,
published in [5]' , based on the idea that the solu-
tion of the averaged system should not approach the
(oscillating) solution of the original system (S.) but
rather an average of this solution on the approximate
duration of one oscillation. This leads to choosing an
initial condition for the averaged system that is not
the same as that of the real system, but is rather such
that its average on the first oscillation is the same as
the average of the solution of the real system on the
same oscillation. It is showed numerically in [5] that,
on the one hand, this choice of initial condition results
in a solution of the averaged system that approaches
the average of the true solution with a much better

1The paper [5] deals with averaging applied to a two point bound-
ary value problem arising from optimal control and the Pontryagin
maximum principle rather than a Cauchy problem. Here, we develop
the theory for Cauchy problems because it is simpler and interesting
in its own right. When we talk about initial conditions, it should be
translated into initial and final conditions in the context of [5].



accuracy than the one for approaching the solution
itself and that, on the other hand, one also obtains
an accurate reconstruction of the fast variable that was
previously impossible.

This lead us to the following conjecture, in terms of
asymptotic results as € goes to 0. Firstly, such a choice
of the initial value of the slow variable in the averaged

We define f to be the average of f with respect to ¢:

) == [ 04

= — . 2
fy =5 [ o @
In addition to assumptions (Al)-(A4), we work around
an initial condition Iy which has to satisfy the following

assumption:

system leads to an error between the moving average of (ICA) Iy € O is such that the trajectory of x = f(x), with

the slow part of the real solution and the same moving
average for the averaged system that is of order €?
instead of an error of order € between the instantaneous
value at each time of the slow parts of the real solution
and the solution of the averaged system obtained in
classical first order averaging. Secondly, it allows a
prediction of the fast variable through averaging with
an error of order €, while classical averaging only
predicts that the error does not go to infinity as € goes
to 0.

The goal of this paper is to prove this conjecture.
In order to obtain this result, we have to add to the
averaged dynamics some corrective terms of order €2,
that were not explicitly present in [5]. These terms are
of course reminiscent of averaging at order 2 in the
sense of [8], [10]. We checked that our corrective terms
are not the same as the (non unique) ones obtained
in high order averaging. This makes sense since we
do not reconstruct the solutions of (S¢) up to order 2
with respect to €; the two approaches are however
certainly not unrelated. Also, obtaining an asymptotic
reconstruction of the fast variable via averaging was
not yet proposed in the literature, to the best of our
knowledge, and this has a clear practical interest.

II. PROBLEM STATEMENT AND ASSUMPTIONS

We consider the case of one frequency “integrable”
systems (see, for instance, [8]), i.e., ¢ € Slisa phase
variable and w is a function of the slow variables I. In
local coordinates, we have:

ef(L¢),
w(I) +eg(L, ),

I € OCR"
¢ € S'=R/2nZ
)
where f, ¢ and w are defined on O x S!, with O an
open subset of IR". Notice that ¢ € S' amounts saying
that f and g are 27-periodic with respect to ¢.
Throughout this paper, we will make the following
assumptions (that will be needed in Section III, when
recalling the classical results, and in Section IV, when
stating our main results):

(Se) : I

(A1) f and w are C'-smooth in all their arguments and
w(I) > wpyinp >0, for all I € O;

(A2) g is Lipschitz continuous;

(A3) O is such that f, %, g, w, %—‘}’
bounded on O x S!;

(A4) % has a global Lipschitz constant on O.

are uniformly

x(0) = Iy, remains in O, for 0 <t < T, for some T
such that 0 < T < 4-oc0.
Notice that the nature of assumptions (A1)-(A4) is very
different from that of assumption (ICA). Indeed, (Al)-
(A4) are regularity assumptions, while (ICA) is a non
explosion assumption.

The aim of averaging is to approach in some way
the solutions of (S¢) by the solutions of on “averaged
system” whose right-hand side depends only on slow
variables.

We recall in Section III the classical first order peri-
odic averaging principle yielding an averaged system
whose solutions approach those of (S¢) with an error
of order €, as € goes to zero. Section IV constructs a
modified averaged system that provides, with the right
initialization, an average error over one oscillation that
is of order €2 and also reconstructs the fast variable,
with an error of order €; a less general version of the
result when the fast variable is time, i.e., when ¢ =1
in (Se¢), is also provided. Section V is devoted to the
proof of this less general result. The general proof is
not given due to space limitation.

ITI. FIRST ORDER PERIODIC AVERAGING
We define the averaged systems by:

(AvSe): [ =ef()),

where ]7 is given by (2). The basic result is that the
solutions of (S¢) and (AvS¢) remain close (of order €)
for a time interval of order %:

Theorem 1: Assume that assumptions (A1)-(A3) and
(ICA) are satisfied. Consider a family of solutions
(Ic(t), pe(t)) of (Se) (resp. a family of solutions J(t) of
(AvSe)) such that ||I(0) — Ip|| < ke (resp. ||J(0) — Ip|| <
ke), for all € small enough, where k is a positive constant.
Then there exist two positive constants €y and c¢ such that
for all 0 < e < €, the solution of the system (S¢) exists for
0<t< % and

[Te(t) = Je(£)|] < ce,

where ¢ depends on k and on the bounds in assumption (A3)
only.

The main idea of the proof is to reduce the original
system to the averaged one up to the order €? by a
near identity change of variables and then apply the
Gronwall lemma (which will be recalled in Section V)
in order to bound the separation between the new
variables and J¢, see for instance [8]. In [10], a more



recent and shorter proof, that relies on an inequality
due to Besjes [2], is proposed. Observe that assumption
(A4) is not needed in the above theorem, but it is
needed for Theorems 1 and 3 stating our main results.

Notice that the above O(e)-estimate is usually stated
with I.(0) = J.(0) = Ip. However, allowing a O(e)-
discrepancy in the initial conditions does not change
the proof.

Another interesting remark is that at first order ap-
proximations, one does not keep track of the phase: ¢
is reconstructed at order O(1).

In the more recent paper [9], the O(e) approximation
was replaced with a fully quantitative estimate for a
time interval of order % In certain cases, their approach
also gives a reliable error estimate on time scales larger
than O(l). Although the estimate of [9] is proved
theoretically, its computation requires the numerical
solution of a system of differential equations that can
be difficult to solve.

High order results are also available (see [8], [10]):
it is possible to obtain O(eX)-error estimates valid for
time O(1), with k > 1, and (under more restrictive
assumptions) weaker O(e"J)-error estimates but for
longer time O( ¢ 1), see [10]. In the latter case, one has
actually traded off j orders of accuracy for longer time
of validity. These techniques are more involved: they
make use of complicated transformations (that includes
the fast oscillations) and imply tedious calculations
made in a recursive way.

Therefore, our goal is firstly, to construct a sim-
pler method giving a high order estimate, secondly,
to obtain a solution for the averaged system which
is (or remain very close to) the average of that of
the original system and, finally, to make possible an
asymptotic reconstruction of the fast variable. We will
define the averaged system in a slightly different way
than the classical one (by adding a corrective term in
the averaged dynamics) and show that the average
error between the exact trajectory and the averaged one
is of order O(e?).

IV. MAIN RESULTS

Consider the system (S¢), given by (1). We suppose
that the assumptions (A1)-(A4) and (ICA), introduced
in Section II, hold for the system (S¢).

In order to give our main result, we have to add to
the averaged dynamics a corrective term of order €.
This requires the introduction of a map B defined by
the following proposition.

Proposition 1: There is a unique map B : O x S'
L(R",R") such that

(i) E(1,9) = F L o) - F0),
(i) B(I, ¢ +2m) = B(I, ¢),
(ii)) B(I) = L [77B(1,)d¢ =

and it is given by

s9) = ["Luoa - [Trre-0P o

Proof: The map B(I, ¢) is 27t-periodic in ¢ because
@ gJ; (L p)— % (I) is 27t-periodic and has zero mean.
The other properties are clear and the proof of the
above proposition reduces to elementary computations.
In [8], the map B is denoted by B = ¢[g] and called
the integral with zero mean value of the fluctuating
part of f

|

As we will see below, B plays an important role in

our study since it allows us to define the corrective

term E (needed for the definition of the corrected av-

eraged system (CAvSe), see relation (5) below) which
is crucial for obtaining an O(e?)-estimate.

A. Simplified case

To simplify the understanding of the paper, we will
first state our main result for the particular and simpler
case where ¢ is constant and, specifically, w(I) = 1 and
g = 0in (1), i.e., the dynamics of the fast variable is
given by ¢ = 1. With the additional assumption that
¢(0) = 0, this yields ¢(t) = t[27r] and the system (S¢)

reduces to:
(Se): I=ef(Lt). 3)

Since the proofs should fit the length of a conference
paper, we will show our results only for that particular
case. The proof of the general case, for which ¢ =
w(I) 4+ €g(I, @), uses similar arguments, but it is more
involved and will be presented in a future paper.

An important remark is that contrary to the classical
averaging results, instead of estimating ||Ic(f) — Je(t)]],
we will estimate an integral error on one period of
oscillations (here, 277), namely we evaluate

27
[ et 47) = Je(t+ Ty @

(in the general case this period will not be constant).
Note that this is coordinate dependent, but one may
check that the main result does not depend on the
coordinates or on the norm choice.

We define the following “corrected averaged system”

(CAvS:): | =¢€f(]) —€E(]). (5)
where the corrective term E is given by

1 /2"3(1,T>f(1, T)dr.

27T Jo

E(I) =

We do not make any assumption on the initial condi-
tions of the averaged system.

Our main result is given by the following theorem
that gives a second order estimate based on changing



the initial condition of the averaged system and ap-
proaching the averages of the solutions instead of the
solutions themselves.

Theorem 2: Let (S¢) and (CAvSe) be given by (3)
and (5), respectively. Assume that assumptions (Al)-(A4)
and (ICA) are satisfied. Consider a family (Ic(t), pe(t)) of
solutions of (S¢) such that ||I¢(0) — Iy|| < ke? and a family
Je(t) of solutions of (CAvSe) such that

€ 27 5
1e(0) =l = 5= [~ (= D) f(lo, T)del| < ke, (6)

for all € small enough, where k is a positive constant. Then,
there exist two positive constants €y and c¢ such that for
all 0 < e < e, the solution of the system (Se¢) exists for
0<t< %, remains in O x S and

27
1] e+ — et +ndnl < e, @)

where ¢ depends on k and on the bounds in assumptions
(A3)-(A4) only.

Notice that we no longer require J-(0) = I(0) or
[|Je(0) — Ic(0)|| = O(€). The goal is to make the expres-
sion (4) small which leads to taking initial conditions
that are not the same for I, and J¢, but rather are such
that (4) is small for t = 0. Indeed, we follow [5] and take
for the averaged system an initial condition different
from that of the original one. Condition (6) is, in fact,
equivalent to

27
II/0 Ie(7) — Je(T)dT|| < ké?.

So what is now important is not that the initial solu-
tions of the original and averaged systems are close,
but the fact that at t = 0, the average, over one
period, of I¢(T) — J¢(7) is of order €2. We do not claim
that [|Ic(t) — Je(t)|| < ce? (we no longer compare
the trajectories Ic(t) and Je(t) at each time, but their
averages).

Observe that the averaged system is now defined in
a slightly different way than the classical one, since we
added the corrective term E in the averaged dynamics.
That term was not explicitly present in [5]. In order to
apply Theorem 2, one has to construct the corrected
averaged system (CAvSe). To this end, the corrected
term E(J) has to be computed (for its computation, as
well as for the computation of f, one has to perform a
numerical integration).

In (Se¢), we could also have taken
I =efi(I,t) + e fr(1,t) +r(I, t,€).

Adding the terms of higher order in € does not change
the above result, only the definition of the corrected
averaged system changes very slightly: in that case, the
equation of | becomes | = ef,(]) +€f,(]) — €2E(]).

Theorem 2 can be reformulated in terms of “moving
averages”. To a slow solution t — I.(f) of (S¢), we

associate its “moving average” denoted by I, and
defined as follows:

I L d
()= 5= [ L(t+ ). ®)
Since the average is taken over one period of the
fast variable, we may foresee that [ is a low pass
filtered Vers~ion of I, i.e, it oscillates less. Similarly, we
denote by J. the moving average over one period of
the solution t — J¢(t) of (CAvS.):

27
o) = 5 [ Jete+ vy ©)

It is immediate that the estimate (7) of Theorem 2 is
actually equivalent to

ITe(t) = Je(B)]] < c€?,
and it can be shown that (6) is, in fact, equivalent to
17(0) = Je(0)]| < ke?,

where I¢(t) and J¢(t) correspond to the moving aver-
ages of I(t) and J¢(t). So the difference between I¢(t)
and J.(t) remains of order €, what is now of order €?
is the average error between I.(f) and Je(t).

To sum up, the interest of our method is three-fold:
firstly, it allows us to give high order approximation
without using involved transformations including the
fast oscillations or reconstructing the slow variables.
Secondly, it enables us to conclude that the solution
of the averaged system is very close (of order O(e?))
to the average of the solution of the original problem.
Finally, as we will see when presenting the general case
in Section IV-B, it makes possible the reconstruction
of the phase up to order € (contrary to the classical
results, where ¢ can be reconstructed at order O(1)).
This can be very important for the applications. In
Theorem 2, there is no statement on the fast variable,
since ¢(t) = t[27] and this is not altered by averaging.

B. General case

Let us now turn to the general case and consider
the system (S¢), given by (1). The situation is more
complex since, on the one hand, we have to handle the
fast variable ¢, and on the other hand, the period of
oscillations, when e = 0, is no longer fixed, but given

by
(10

The corrective term E has to be adapted and it
becomes:

E(I) = (' (1) - F)FD) + by Jo T BULEF(L,E)

+(8(L,¢) —g(N)(f(LE) = f(I))]dS




The corrected averaged system is defined by

J = ef(J)—€E())

(CAVS) 4 = G()) +e(R() —

2/ ()- ).
(1)

Notice that contrary to the system (AvSe) for the
classical first order averaging (where only the dynam-
ics corresponding to the slow variables appear), in
(CAvSe), given by (11), we have an additional equation
corresponding to the fast variable. This will allow us
to reconstruct the phase up to order e.

The following theorem is the counterpart of Theo-
rem 2 for the general case. In addition to Theorem 2
(where there is no statement on the fast variable, since
¢(t) = t[2n] and this is not altered by averaging),
Theorem 3 also allows an asymptotic reconstruction of
the fast variable.

Theorem 3: Assume that assumptions (Al)-(A4) and
(ICA) are satisfied. Consider a family (Ic(t), ge(t)) of
solutions of (Se¢) such that ||Ic(0) — Ip|| < ke* and
||@e(0) — @ol| < ke and a family (Je(t), e(t)) of solutions
of (CAvSe) such that

€ 27T ”
- — - <
1e(0) ~Jo — s [ (e =) o 9o +) ] < ke
(12)
and ||e(0) — go|| < ke, for all € small enough, where k is a

positive constant. Then, there exist two positive constants €
and c such that for all 0 < e < €, the solution of the
system (Se) exists for 0 < t < L, remains in O x S and

T
T

where c depends on k and on the bounds in assumptions
(A3)-(A4) only.

As for the simplified case, Theorem 3 can be stated in
terms of moving averages. Now, the moving average
of a solution t — (I(t), pe(t)) of (Se¢) is defined as

Ie(t47) — Je(t + T)d7|| < ce? (13)

and
Pe(t+71) —

Pe(t + 1)dTl| < ce, (14)

follows:
L) = kk (t+7)dT
~ (Ie(1)) (15)
Pe(t) m fo e @o, t + T)dT,

and that of a solution t — (Je(t), ¢(t)) of (CAvSe) by :
~ T(J.
0 = 1w

J)e(t) — m fOT(]e(t)) #)e(t + T)dT,

where T(I) is given by (10), Similarly to the simplified
case presented in the previous section, it can be shown
that the estimates (13) and (14) of Theorem 1 are
actually equivalent to

[ITe(t) = Je(D)]] < ce? and [|§e(t) -

) Jo(t + 7)de
(16)

Pe(B)]] < ce,

and (6) is equivalent to
17e(0) = e
One of the principal interests of our method is that it
makes possible the reconstruction of the phase up to
order € (contrary to the classical results, where ¢ can

be reconstructed at order O(1) only). This can be very
important for the applications.

(0)|| < ke?.

V. PROOF OF THE MAIN RESULT (SIMPLIFIED CASE)

As announced, we will prove only Theorem 2, but
not the more general result Theorem 3. The fact that
the period depends on the slow variables I instead of
being constant (like in Theorem 2) makes the proof
of Theorem 3 longer and more involved. Proving its
first estimate (13) follows however the same line as
that of the proof of Theorem 2. In order to obtain the
second estimate (14), one has to notice that ¢ is, roughly
speaking, the inteéral of a function of I, on a time
interval of length -, and that I is estimated up to an
integral error of order €.

From now on (until the end of this paper), we assume
¢ =1and ¢(0) =0in (1).

A. Notations and useful results

Throughout, we will denote by Lip f (resp. Sup f) the
Lipschitz constant (resp. the supremum) of f. When we
write x(t) = y(¥') + O(e/), we mean that there exists
a positive constant k such that ||O(e/)|| < ke/. In our
study, k depends on the constants associated to f and f
only (Lip f, Sup f, Lip %, etc.). It is left to the reader
to verify it.

In the proof of our main theorem, we will need
the Gronwall lemma that will allow us to bound the
separation between I and J.. Gronwall lemma appears
frequently in this kind of situation and plays a funda-
mental role in finding estimates regarding differential
equations. We will state it in an integral form. See, for
instance, [8] for the proof.

Lemma 1: (Gronwall lemma [8]) Let x(t), a(f)
and y(t) be positive continuous functions defined on an
interval [0, t]. Assume that -y is of class C' and the following

inequality holds:
t
N <0+ [ al)x(s)ds
0

f;a(u)duds'

Then we have:
ot
K1) < 1O O% 1 ['7/(5)e

In the proof of Theorem 2, we will also need the
following technical results for which we suppose that
assumptions (Al)-(A4) and (ICA) hold.

Proposition 2: Consider the system (Se), given by (3),
the moving average I, given by (8), of the solution I¢ of (Se)
and T such that 0 < T < 271, Then Ie(t+ 1) = L(t) +
O(e).



Proof: We have:

! an I "dt
o | ket T L+ e
Applying the mean value theorem, for 1 < i < n
(where n is the dimension of I), there exists T; be-
tween T and 7/ such that Ii(t + 1) — IL(t +7/) =
Ffi(Ie(t+ 7)) (T — T') and we immediately deduce I (f +
7) — Ie(t) = O(€) and

[|Ie(t +7) — I (t)|| < 27te(Sup f)
thus ||O(e)|| < ke, with k depending on Sup f only.

L(t4+71)—I(t) =

|
Proposition 3: Consider the corrected averaged system
(CAvS,), given by (5), the moving average Je, given by (9),
of the solution Je of (CAvS.) and T such that 0 < T < 271
Then Je(t+7) = Je(t) + ef (Je(t + 1)) (T = 71) + O(€?).
Remark 1: In some of the proofs, we will need
only the weaker result Jo(t + 1) = Je(t) + O(e), with
[|O(€e)|| < ke, where k is a positive constant, depending
on Sup f only. This can be proven following exactly the
same line as that of Proposition 2 .
Proof: We have

Je(t+1) = Je(®) +e [[TTFe
= Je(t) +etf(Je(t))

(e))dv’
+ 0(€?)

= Je(t) + & [T (Je(t))dT + O(e?)
= Je(t) + enf(Je(t)) + O(e?).

it follows immediately Je(t +7) = Je(t) +
) + O(e?).

From this,

ef(Je(t+m)) (7 -
|

Proposition 4: Consider the system (S¢), given by (3)
and the moving average I, given by (8), of its solution I.
Then

Ie(t) = eF(Ie(t), €) = E€Ac(t) + O(€%),

where ||Ae(t)|| is bounded by a positive constant and

F(Ie,e) = f(Ie) — €E(L).

Remark 2: In the proof of our main result we only
need ||Ae(t)|| to be bounded. There is no assumption
on [|Ae()[l. S

Proof: According to the definitions of I and f, we
have:

fe(f)—eF(Te() €)=
= £ O TfIe(t+7),t +1)dT — ef (L) + 2E(Ie (1))
=5 0 TFIe(t+ 1), t+ 1) — f(Ie(t), t + T)dT + €2E(Ie(t))

Applying a Taylor expansion of f(Ic(t+ T),t+ T), with
respect to its first entry, around I(t) and since I¢(t +
T) — Ie(t) = O(e), see Proposition 2 above, we deduce:

L(t) — eF(Ie(t),€) =
= = [T (E), 4+ ) (Te(t + ) — Le(1))dT
+e?E(Ie(t)) + O(€).

Now recall that %—?(I,t) = 3{(1 t) — f( I), where
B(I,t) is 27m-periodic and of zero mean. ReEIacing in
the above expression %(I}(t),t + 1) by %(Te(t)) +
%lf(fe( ),t + 1) and observing that fozn L(t+ 1) —

L(t)dt = 0 and [7" L (T.(t),t + T)Ic(t)dT = 0, we
obtain:

Ie(t) —eF(Ie(t), €) = & [T7B(L(t), t+7)[e(t+ T)dT
+62E( e(t) +O(e%).

Integrating by parts, we have:

Al )= Rt €)= £ [BUe(8), £+ T Ie(t+ 7)) =27

— & [TTB(Ie(t), t+ 1) f(Ie(t+7), £+ T)dT

+e2E(I(t)) + O(€3).

Recall that E(I) = 5= 27 B(I., ) f(I.,T)dT and due
to the per10d1c1ty of B and f, we deduce E(I.(t)) =
171 TB(I(t),t + 1) f(Ie(t), t + T)dt. It can be easily
shown that f(L(t+7),t+7T) = f(le(t), t+T) + O(e)
and by replacing it in the integral of the above relation,
we get

Ie(t) = eF(le(t),€) = 5 B(Ie(t), 1) (Le(t + 27) - Le(t))

+0(€e).

Let C(I,t) be a 27rt-periodic primitive of B(I,t). Notice
that C is bounded. We set

Ae(t) = 7C(I€( )i t) (Te(t +27) — Ie(t)).

27me
Then
() — eP(e(t),€) =
~e [Ae< )= 20,0 L (1t + 27) ~ 1e(1))
— 5z CLe (1), ) (f (Le(t + 2m), 1) = f(Le(1), 1))+ O(€7),
which gives

Ie(t) — eF(I:(t),€) = €*Ac(t) + O(€%),

since (E) < Sup f and I (t + 27) = I(t) + O(e) (more
precisely, Hle(t +2m) — L(t)|| < 2meSup f). From the
last inequality and the definition of Ac(t), we easily
deduce that ||Ac(t)]] < (Sup C)(Sup f).
|
Proposition 5: Consider the corrected averaged system
(CAvSe), given by (5), and the moving average Je, given
by (9), of its solution J. . Then

eF(Te: €) — fe = 0(63),

where F(Je,€) = f(Je) — €E(Je)-
Proof: We have

eF(Te(t)re) - je(t) =



= ef(Je(t) — E(e(t)

— = [y FUelt+ 1)) — eE(Je(t + 7))dT
= 5 2”?(Te(t))—7(k(t+T))dT

+2n o E(Je(t+ 7)) — E(Je(t))dT

)

Since Je(t + 1) = Je(t) + O(e), we immediately
have E(Je(t + T) = E(]e(t)) + O(e). It remains to
show that 5= [ f(Je(t)) — f(Je(t + T))dT = O(€?).
By Propos1t10n 3, ]e(t +17) = Je(t) + ef (Je(t +
m)(T = 1) + O(e?). Thus f(Je(t)) — fUe(t + 7)) =
—eZ (Je(t)FUe(t + m)) (T — 71) + O(e?) and it follows
that 7 [ F(Je(t) = F(Je(t + 7))dT = O(e?
we obtain €F(J.,€) — Jo = O(€3).

). Finally,

|

Proposition 6: Consider a family (Ic(t), ge(t)) of solu-
tions of (Se) such that ||1c(0) — Iy|| < ke?, for all € small
enough, where k is a positive constant, and a family Je(t)
of solutions of (CAvS.), given by (5). We have equivalence

between ) )
1Je(0) = Ie(0)|| = O(€?)
and

[[Je(0) — I — % /Om(n— 7)f(Ip, T)dt|| = O(€?).

Remark 3: The above proposition also allows us to
express the initial condition J¢(0) of the averaged sys-
tem (CAvS.) as a function of Iy. Indeed, we can take:

€

27T
Jo(0) = Iy + —/O (7t — 1) f (I, T)dr.

Notice that in order to compute J.(0), we only have to
calculate 0271(7[ —8)f(Ip,s)ds.
Proof: We have:

L(t) = Io+ef0 ),s)ds + O(e?)
= Io+ef0 (Ip,s)ds + O(€?)
and
Te(O) = Io—l-%f fO (Ip,s)dsdt + O(e )
= Io+§f0 (27t —5) f(Ip,s)ds + O(€?).
(17)
Similarly,
Je(t) = Je(0) +e fy F(J(s)) — €E(J(s))ds
= Je(0) +ef(Ip)t + O(€?)
and
5 € 27
Je(0) = Je(0) + 5= [ wfllo,s)ds + 0. (18)

It follows from (17) and (18) that ||I¢(0 )— ]e( )| =
O(€?) if and only if [|Jc(0) — Iy — 0 " —
5)f (o, s)ds|| = O(€?).

B. Proof of Theorem 2

We have
Ie = Je = Ic — eF(Ic, €) + e(F(Ie,€) — F(Je,€)) + €F(Je, €) — Je,
where F(I.,€) = f(I¢) — eE(I). By Propositions 4 and 5,
we get

fe(t) - je(t) = €2A€(f) +€(F(T5(t), 6)
where b is bounded. Thus

—F(Je(t),€)) +€3b(e, t),

Le(t) = Je(t) = 1e(0) — Je(0) + €*(Ae(t) — Ae(0))
+ Jo e(F(Te(7), €) = F(Je(1), €))
+€3b(e, T)dT,
and we have
He = Jell < 111e(0) = Je(0)]|

+€2(||Ael| + [|Ac(0)]]) + €3(Sup b)t
+e [y (Lip F)||Te = Je||dT.

Now, recall that according to the theorem’s assump-

tions [|]e(0) — o — 5% Jy " (0 = 7)f (Ip, T)d]| = O(e?).
Therefore, by Proposition 6, we have ||I:(0) — J¢(0)|| =

O(€?). The result follows immediately by applymg
Gronwall lemma with x(t) = I(t) — Je(t), HI(.;(O) -
t

— Jelt
Je(0)]| = O(€?) and for t such that 0 < t <

mH
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