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Abstract: In this paper, we study a variation of second order periodic averaging that allows an
asymptotic reconstruction of the fast variable (¢). Providing a good estimation of ¢ has clear
practical interest, for instance, if we use averaging in control problems where the values of
@ at initial and final time are prescribed. Our goal is to present a simpler method (than the
classical high order averaging results) to obtain a second order estimate (with respect to the
small parameter €) based on changing the initial condition of the averaged system in order to
approach an average of the solutions. Moreover, our approach preserves as well the first order
estimate of the exact solutions. The idea on which our results are based was already present
in a publication by the first author, in the context of solving an optimal control problem with
averaging techniques and application to low thrust orbit transfer. Namely, adding well suited

second order terms to the averaged system and properly choosing the initial condition for the

averaged system yield an error of order €* “i

variables and of order € for the fast variable.

n the mean” (instead of point-wise) on the slow

1. INTRODUCTION

In this paper, we study periodic averaging for the class of
systems of the form
[ =ef(lg)

G5 g = o)

where € is a small parameter, the slow variable I lives
in some open subset of R” and the fast variable ¢ is an
angle. There may also be terms of order higher than 1
with respect to € in I and higher than zero in ¢, this is
not considered here. The systems of the form (S¢) are
called “one-frequency integrable” systems in Lochak and
Meunier (1988). Indeed, (S¢) is a perturbation of the in-
tegrable Hamiltonian system [ = 0, ¢ = w(I) called
“one-frequency” because ¢ has dimension 1, while ¢ usu-
ally has the same dimension as I in the reduction of a
generic integrable Hamiltonian system to a system repre-
sented in action-angle variables (Liouville’s theorem, see,
e.g., Arnold (1978)).

The (first order) averaging principle for the system (Se)
consists in eliminating the fast variable ¢ and determin-
ing the approximate behavior of the slow variables I
by constructing macroscopic evolution equations (called
the averaged system) which handle only certain aver-
age characteristics of the small-scale motion, and which
give a good approximation to the true evolution of
the slow variables on a certain time interval, see, for
instance, Arnold (1978); Bogoliubov and Mitropolsky

* This work was partly supported by CNES (the French Space Agency)
under the research convention No 130777.

(1961); Lochak and Meunier (1988); Sanders et al. (2007).
These methods yield approximation results that are by
nature asymptotic (as € tends towards 0): typically, these
results provide error estimates of order € for the slow
variables on an interval of time whose length has or-
der 1/e. Although the results are asymptotic, averag-
ing methods are very useful in practice when € is finite
“reasonably small”. In the more recent paper Morosi and
Pizzocchero (2006), the first-order approximation was re-
placed with a fully quantitative estimate for a time inter-
val of order 1/e.

Averaging methods have attracted a lot of attention be-
cause of their applications to many interesting physical
problems (work and heat in thermodynamics, hydro-
dynamical and molecular dynamical quantities in fluid
mechanics, electronics, celestial mechanics, quantum me-
chanics, etc.). They are also used in optimal control, see
the pioneering work Edelbaum (1965) and the more re-
cent Chaplais (1987); Geffroy (1997); Dargent (2015).

The results of the present paper stem out of ideas, re-
marks and numerical experiments of the first author,
published in Dargent (2015), and based on the idea that
the trajectory of the averaged system should approach
the (oscillating) trajectory of the original system (S¢) but
also, and at a higher order, its average on the approx-
imate duration of one oscillation. However, the paper
Dargent (2015) deals with averaging applied to a two
point boundary value problem arising from optimal con-
trol and the Pontryagin maximum principle rather than a
Cauchy problem. Here, we develop the theory for Cauchy
problems because it is simpler and interesting in its own



right. When we talk about initial conditions, it should be
translated into initial and final conditions in the context of
Dargent (2015), with the precaution that, of course, they
do not define a unique solution there.

The paper is organized as follows. We recall in Section 2
the classical first order periodic averaging principle and
discuss the importance of the fast variable reconstruction,
higher order averaging and the motivation of our ap-
proach. Section 3 constructs a corrected averaged system
and states that, with the right initialization, this corrected
averaged system provides an average error over one os-
cillation that is of order €2 and also reconstructs the fast
variable, with an error of order €. Section 4 is devoted to
the proofs of our results.

2. PROBLEM STATEMENT AND MOTIVATION
2.1 Notations and Assumptions

As stated in the introduction, we consider systems of the
form I f(l,p), 1 €OCR"
= e 7 7

(S 5 — o)) pest @)
where f is defined on O x S w on O, with O an open
subset of R" and S! the circle R /27rZ. Notice that ¢ € S
amounts to saying that f and g are 27r-periodic with
respect to ¢.

We make the following assumptions on O, f and w:
(A1) fand w are C'-smooth in all their arguments, and

w(I) > Wy, for some positive wy,;, and all I € O;
(A2) f, %, w, aa—‘f are uniformly bounded on O x st;
(A3) % has a global Lipschitz constant on O.

We refer to I as the slow variable, and to ¢ as the fast
variable, that has, at each time, an approximate period
s
T(l) = —. 2
Namely, if (I¢(t), e(t)) is a solution of (S¢), then ¢¢(f +
T(I:(t))) is equal to @ (t) + 27T up to a term of order e.

The aim of averaging is to approach in some way the
slow variable evolution in (S¢) by the solutions of an
averaged system whose right-hand side depends only on
slow variables; it uses the average of f with respect to ¢:

F) = o [ F12) ©)

All results concern solutions starting close to a particular
initial condition Iy in O on a horizon defined by some
fixed T > 0. We assume the following on Iy and T (it is
always true for T small enough):

(ICA) The solution t — x(t) of x = f(x), with x(0) = Iy,
remains in O for0 < t < T < +oco0.

Note that assumptions (A1)-(A3) are regularity assump-

tions, while (ICA) is a non explosion assumption.

2.2 First order averaging

The following classical result can be found for instance
in Sanders et al. (2007), Lochak and Meunier (1988) or

Arnold (1978). It states that the solutions of (S¢) and those
of the averaged system (AvS) remain close (up to order
€) for a time interval of order 1/e:

Theorem 1. Let assumptions (A1)-(A2) and (ICA) be satisfied.
Let k be some positive constant. Consider a family (indexed
by € > 0) of solutions (Ic(t), pe(t)) of (Se) and a family of
solutions J(t) of the averaged system

(AvSe): ] =ef(]) 4)
with f given by (3), such that
[11e(0) = Io|| < ke and [[Je(0) — Iol| < ke

for all € small enough. Then there exist two positive con-
stants €y and ¢ such that for all 0 < e < ¢, the solution of

the system (Se) exists for 0 < t < L and

[Ie(t) = Je(B)]] < ce,
where ¢ depends on k and on the bounds in assumptions (Al)-
(A2) only.

This is usually stated with I (0) = Jc(0) = Iy; allowing a
e-discrepancy in the initial conditions does not change the
proof. The main idea of the proof is to reduce the original

system to the averaged one up to the order €? by a near
identity change of variables and then apply the Gronwall
lemma in order to bound the distance between the new
variables and J.. One shorter and more computational
proof, proposed in Sanders et al. (2007), relies on an
inequality due to Besjes (1969).

Observe that assumption (A3) is not needed in the above
theorem, it will be used later.

2.3 Problem statement

The motivation for this paper comes from optimal control
applied to low thrust orbital transfer, see references in
the introduction. In that case, the slow variables I are
the first integrals of the motion with zero control, that
describe an ellipsis in R® with a fixed focus and the “fast”
angle ¢ defines the position on the corresponding elliptic
orbit. Averaging is relevant because the small control may
appear as a perturbation whose effect is averaged with
respect to the fast angle. Using averaging in the style of
Theorem 1, adapted to optimal control, one may study
transfer from one elliptic orbit to another, but the estimate
of the position on the target orbit upon arrival is very
poor, and a technique to obtain it without re-computing
the non averaged problem is very relevant. Another mo-
tivation to reconstruct this fast variable is explained be-
low. In optimal control, averaging is in fact applied to
a Hamiltonian system obtained through the Pontryagin
Maximum principle which also allows to compute the
control to be applied at each instant. Although first order
averaging is useful to study this system, it does not give
a good estimation for the control of the original system,
because this control is oscillating and depends on the fast
variables as well as the slow. Based on Theorem 1, the
simplest way to obtain an estimate of ¢, denoted by ¢, is
to use an equation of the form

$=w(]) ®)
or some variants. One easily proves that the gap be-
tween ¢ and ¢ is bounded, but not more.



For the problem of low thrust orbital transfer, it is shown
numerically in Dargent (2015) that, when reconstructing
the control based on the above estimation ¥ of ¢, and
recomputing the trajectory for the “real” system, the ob-
tained approximation is not reasonable. It is also noticed
that ¢ and ¢ may differ by up to 90 degrees, hence totally
loosing synchronization.

Reconstruction of the fast variable is usually not tackled
in the literature, at least to the best of our knowledge.
However, a solution i of (5) seems a good candidate.
Since | is e-close to I, integrating on a time interval whose
length is of order 1/€ indicates that the error between ¥
and ¢ will be bounded and does not necessarily tend to

zero with e. If | were e2-close to I, it would be reasonable
to say that 1p is e-close to ¢.

In fact, higher order averaging results exist, see for in-
stance Lochak and Meunier (1988); Sanders et al. (2007).
The slow component I of the solutions (I, ¢) of the oscil-
lating system may be approached at arbitrary order with

respect to €. More precisely, k" order averaging, k > 1,
yields an approximation of order " on a time interval
of length 1/¢ (or an approximation of order €~/ on a

time interval of length 1/€'*/,0 < j < k). The k-th order
averaged equation is in the style of (4) with a right-hand
side that still depends on | only but has extra terms of
order 2,3, ...k with respect to €; since I displays “fast”
oscillations with an amplitude of order e, it cannot be
approached at an order larger than 1 with respect to €
by a solution of a differential equation whose right-hand
side depends on slow variables only, indeed it is not this |
that approaches I in high order averaging, but rather the
image of | by a transformation that is close to identity but
does have fast oscillations. Although it is not mentioned
in the literature, we believe that, as explained above, since

second order averaging yields an e?-estimate of the slow
variable, it would yield an e-estimate of the fast variable.

We did not try this because the construction of the oscil-
lating transformation has the drawback that differential
equations with fast-varying right-hand side have to be
solved and anyway an e2-estimate of the slow variable
is ot needed, or rather it is only needed in an integral
sense. The solution proposed in Dargent (2015) is based
on the idea that the trajectory J¢(t) of the averaged sys-
tem should approach the (oscillating) trajectory Ic(t) of
the original system (S¢) at order e and that it should
approach at a higher order a filtered version of I that
does not display oscillations with an e-amplitude, here
we use the “moving average” on the approximate period
of the fast variable, see Section 3. This leads to choosing
an initial condition J(0) for the averaged system that is
not the same as I¢(0), but rather has an offset of order €
depending on Iy and ¢y such that J.(0) is €2 close to
the initial value of the above mentioned filtered version
of I¢ (this translates formally the fact that, for this precise
offset, J(t) seems to lie “in the middle of” the oscillating
Ic(1)): the estimate || I(t) — Je(#)]] < ce given by Theo-
rem 1 is then preserved, and it is evidenced numerically
in Dargent (2015) that, on the one hand, this particular
choice of initial condition results in a solution of the av-
eraged system that approaches the average of the real

solution with a much better accuracy than the one for ap-
proaching the solution itself and that, on the other hand,
one also obtains an accurate reconstruction of the fast
variable that was previously impossible (an error of less
than one degree). Moreover, it provides a control (based
on the accurate reconstruction of ¢) that, when plugged
into the original system, gives a good approximation of
the real extremal solution.

This lead us to the following conjecture, in terms of
asymptotic results as € goes to 0. First, with a suitable
choice of J¢(0) and J, a solution of a differential solution
whose right-hand side depends on slow variables only,
one gets not only that I and J. are e-close, but also that
their “moving averages” are e?>-close on an interval of
length of order 1/€. Second, it allows a prediction of the
fast variable through averaging with an error of order ¢,
which is reasonable because the fast variable more or less
integrates a function of the slow variables and an estimate
of the difference between moving averages is as useful as
a point to point estimate in this integration. The goal of
this (preliminary) paper is to formalize and to prove this
conjecture. We deal with the Cauchy problem instead of
the two point boundary value problem in optimal control
because it is simpler and has an interest on its own. Note
that we have to add to the first order averaged dynamics

some corrective terms of order €2, that were not explicitly
present in Dargent (2015) for the precise system studied
there.

The proposed solution is a sort of second order averag-
ing without the oscillating transformation, or rather what
plays the role of this transformation is the moving aver-
age, and it only has to be formally computed at initial time
to provide the offset between the two initial conditions
that we mentioned above. The terms of order €® that
appear here are not the same as the (non unique) ones
obtained in second order averaging Lochak and Meunier
(1988); Sanders et al. (2007), this makes sense since, al-
though it plays the same role, our moving average (also
non-unique: it is coordinate-dependent) does not coin-
cide with the oscillatory transformation of second order
averaging.

The “filtered” estimate at order 2 on the slow vari-
able may seem a bit abstract at first sight. Intuitively it
means that the real solution is oscillating “symmetrically
around” its estimate, while Theorem 4 typically provides
an estimate that is not centered with respect to the real
solution. More interestingly, it allows a reconstruction of
the fast variable up to an error of order €, which is obvi-
ously impossible from classical first order averaging. Ob-
taining an asymptotic reconstruction of the fast variable
via averaging has not yet been proposed in the literature,
to the best of our knowledge, and, as we have already
explained, this has a clear practical interest.



3. MAIN RESULTS

Our main results require the following construction:
Proposition 2. For any map f satisfying assumptions (Al)-

(A3) and (ICA), there is a unique map B : O x S' —
L(IR",R") such that

(i) E(L,9) = (L) - (D),
(ii) B(I, ¢ +2m) = B(I, ¢),
(iii) B(I) = 5= [o7 B(I,&)d¢ = 0.

and it is given by
) 27 )
sg) = ["Fwow- o [Trre-0Z o

In Lochak and Meunier (1988), this map B is called the
integral with zero mean value of the fluctuating part of %,
and is denoted by ([)[g—ﬁ

Proof. The map B(I, ¢) is 27-periodic in ¢ because ¢ —

%(I,q)) - %(I ) is 27r-periodic and has zero mean. The

other properties are clear and the proof of the above
proposition reduces to elementary computations. g

Consider the system (S¢), given by (1). Instead of the
averaged system (AvS¢) introduced in Theorem 1, we
now define the following “corrected averaged system”:

j=eF() (1 — e (D) -f(I))
1

(CAvS,) : e2m(1)./02n3(1,g)f(1,§)d§, (6)
b= (1) (1= e (DT ).

Note that (CAvSe) includes an equation corresponding
to the fast variable, contrary to the system (AvS,), see (4),
where the fast variable has been eliminated. This is be-
cause we mean to reconstruct ¢ up to order €.

Our result below will give, like classical first order aver-
aging results, an estimation of ||I¢(t) — Je(t)|| of order €,

but it will also give an estimation of order €? of the inte-
gral error on one period of oscillations, namely

I A R A R (R

Recall that T(I) was defined by (2). The result is the
following.

Theorem 3. Assume that assumptions (A1)-(A3) and (ICA),
introduced in Section 2, are satisfied. Let k be some positive
constant. Consider a family (I¢(t), pe(t)) of solutions of (Se)
such that ||Ic(0) — Iy|| < ke? and ||@c(0) — @o|| < ke, and a

family (Je(t), Ye(t)) of solutions of (CAvSe) such that
Je(0) = I
27
_ﬁ(lo)/o (= &) f(To, 9o +¢) d@H < ke?, (8)
||1/J€(0) — @ol| < ke.

Then, there exist two positive constants €y and c¢ such that for
all 0 < e < €, the solution of the system (Se) exists for
0<t< %, remains in O x St and

(Ie(£)) ,
||/0 L(t+7) — Je(t +0)d7|| < e, (9)

and

He(t) = Je(O)]] < ce, ge(t) —pe(t)|| < ce,  (10)
where ¢ depends on k and on the bounds in assumptions (Al)-
(A3) only.

We state (9), but do not claim that ||Ic(t) — Je(t)|| < ce?
holds. Indeed, it was noticed in Section 2.3 that I cannot
be estimated at an order better than € by a solution of a
differential equation whose right-hand side depends on
slow variables only.

Note also that the initial condition J¢(0) is chosen differ-
ent from I.(0) and such that the expression (7) is small at
initial time: indeed, condition (15) is equivalent to

[

In order to apply Theorem 3, one has to construct the
corrected averaged system (CAvS,) and its initial condi-
tions. In (CAvS,), all the terms can be numerically com-
puted using quadrature formulas. The condition on the
initial conditions may obviously be implemented as

€ 27
Je©) = fo+ s [ Or =8 9o+ ) e,
$e(0) = 9o

Formulation in terms of moving averages. Theorem 3 canbe
stated in terms of “moving averages” defined as follows.
To a solution t +— (Ic(t), pe(t)) of (Se), we associate its
“moving average” denoted by (I¢(t), §c(t)), and defined

as follows:
~ 1 T(Ie(t))
I.(t) = 7/ I (t dr,

Je(T)dt|| < ké?.

(11)
1 T(Ie(t))
Pe(t) = T(T(t))/o ¢e(@o, t +T)dT.

Since the average is taken over one period of the fast
variable, we may foresee that I is a low pass filtered
version of I, i.e., it oscillates less. Similarly, we denote by

(Je(t),P(t)) the moving average over one period of the
solution t — (Je(t), P(t)) of (CAvSe):

- (Je(£))
]e(t) = T(]:(t)) /OT] t ]€(t+T)dT/

1

- "T(Je(t))
lpe(t) = T(Ie(t)) ./OT] t lIJG(t+T)dT.

In terms of moving averages, condition (8) on the initial
conditions is equivalent to

(12)

1e(0) — Je(0)]| < ke?,
and the estimate (9) is equivalent to
1Te(t) = Te(B)|] < ce™.

These moving averages are used in the proofs. Theorem 3
could be reformulated using them only but it would be
less explicit.



The case of constant frequency. To simplify the under-
standing of the paper, we will re-state our main result for
the particular and simpler case where ¢ is constant and,
specifically, w(I) = 1 and g = 0 in (1), i.e., the dynamics
of the fast variable is given by ¢ = 1. With the additional
assumption that ¢(0) = 0, this yields ¢(t) = #[27r] and
the system (S¢) reduces to:

(Se): I=€f(Lt).

The definition (6) of the “corrected averaged system”

reduces to
=ef(]) —e*— /

(CADSe) :

Since the fast variable is now time, we do not have an
equation for this fast variable in (13). Theorem 3 becomes:
Theorem 4. Let (Se) and (CAvSe) be given by (13) and (14),
respectively. Assume that assumptions (A1)-(A3) and (ICA)
are satisfied. Let k be some positive constant. Consider a family
(Ic(t), pe(t)) of solutions of (Se) such that ||Ic(0) — Ip|| <
ke? and a family J¢(t) of solutions of (CAvSe) such that

e©) = To— o [ (= 0)f lp 2)del | < ke, (19

Then, there exist two positive constants €y and c¢ such that for
all 0 < e < €, the solution of the system (S¢) exists for

(13)

f(I,7)dt. (14)

0<t < , remains in O x S and
27
[ /0 L(t+ 1) — Je(t+7)dt]| < e, (16)
and
[ Le(t) — Je(D)]] < ce, (17)

where ¢ depends on k and on the bounds in assumptions (Al)-
(A3) only.

The remarks for Theorem 3 are still valid. In particular,
Theorem 4 can be reformulated in terms of moving av-
erages. To a solution t — I(t) of (S¢) and a solution
t — Je(t) of (CAvS,), we associate their moving averages

" 1 27
() = E/o Le(t + 7)d,

27T
T(t) = %/@ Jo(t+ T)dT

(18)

(19)

It is immediate that the estimate (16) of Theorem 4 is
actually equivalent to

Te(t) = Je(B)]] < c€?,
and it can be shown that (15) is, in fact, equivalent to
[11e(0) = Je(0) ] < ke?.

To sum up, the interest of our method is three-fold: firstly,
it allows us to give high order approximation without
using involved transformations including the fast oscil-
lations or reconstructing the slow variables. Secondly, it
enables us to conclude that the solution of the averaged
system is very close to the average of the solution of the
original problem. Finally, it makes possible the recon-
struction of the fast variable up to order €, contrary to the
classical results, where ¢ can only be reconstructed up to
a difference that is bounded as € goes to 0.

4. PROOFS OF THE MAIN RESULTS

Since the proofs should fit the length of a conference
paper, we will present the detailed proof for the simpler
particular case and only a sketch of proof for the general
result for which ¢ = w(I). Its proof uses similar argu-
ments, but it is more involved and will be presented in
detail in a future paper.

In Sections 4.1- 4.2, we assume ¢ = 1 and ¢(0) = 0in (1).
4.1 Notations and useful results

Throughout, we will denote by Lip f (resp. Sup f) the
Lipschitz constant (resp. the supremum) of f.

Bya = b+ O(e/), we mean ||a — b|| < ke/ for some pos-
itive constant k. The reader may check that this constant
k will always depend only on the constants associated to

the system (wy,, Lip f, Sup f, Lip %. R
In order to simplify the notation, we will denote the
corrective term introduced in (CAvS,), given by (14), by
1 27
E(D) =5 /O B(I,7)f(I, 7)d.
With that notation, (CAvS,) reads:
(CAvS:): [ =¢€f(]) —€E(]).
The Gronwall lemma will allow us to bound the differnce

between I and J.. It is very classical, we write down the
version from Lochak and Meunier (1988):

(20)

Lemma. (Gronwall lemma, Lochak and Meunier (1988))
Let x(t), a(t) and y(t) be positive continuous functions de-

fined on an interval [0, t]. Assume that -y is of class C and the
following inequality holds:

t
) gy(t)—i—/o a(s)x(s)ds
Then we have:

(1) < (00 "O% 1 [

ef a(u)du qq

The following technical results (Propositions 5, 6, 8, 10,
11) are needed in the proof of Theorem 4. We suppose in
all of them that assumptions (A1)-(A3) and (ICA) hold.

Proposition 5. Consider the system (Se), given by (13), the
moving average I¢, given by (18), of the solution I of (Se)
and T such that 0 < T < 27t. Then Ic(t +7) = I.(t) + O(e).

Proof. We have:

Ie(t+ 1) — (1) _—/ I(t+7) — L(t+7)dT.

Applying the mean value theorem, for 1 < i < n (where n

is the dimension of I), there exists T; between T and 7’

such that IL(t + 1) — IL(t + 7') = ef (L(t+ 1)) (T — T')

and we immediately deduce I (t + 7) — I(t) = O(e) and
|[Ie(t +7) — Le(t)|] < 2me(Sup f)

thus ||O(e)|| < ke, with k depending on Sup f only. [



Proposition 6. Consider the corrected averaged system (CAvSe),

given by (14), the moving average J., given by (19), of the
solution J¢ of (CAvS¢) and T such that 0 < T < 27m. Then

Je(t+7) = Je(t) + €f (Je(t + 7)) (T — 1) + O(€?).

Remark 7. In some of the proofs, we will need only the
weaker result Jo(t +7) = J(t) + O(e), with ||O(e)]| <
ke, where k is a positive constant, depending on Sup f

only. This can be proven following exactly the same line
as that of Proposition 5 .

Proof. We have
+T
Je(t+7) = Je(t +e/ (Je(7'))dr'
= Je(t) + eTf(Je (1)) + O(e?)

and

27
Je(t) = Je(t) + 5= [ 77 Ue()dr+ O()

= Je(t) + Gﬂf(fe( )) +O(e).
From this, it follows immediately Je(t + 1) = Je(t) +
ef(Je(t+ m)) (T — 1) + O(€?). O

Proposition 8. Consider the system (S¢), given by (13) and the
moving average I, given by (18), of its solution I.. Then

Ie(t) — eF(I(t),€) = EAc(t) + O(%),
where || Ae(t)|| is bounded by a positive constant and F(I¢, €) =

f(le) eE(Ie)

Remark 9. The proof of our main result requires || A¢(t)]|
to be bounded, but needs no assumption on || A¢(t)]|.

Proof. According to the definitions of Ic and f, we have:
L(t) — eF(I(t),€) =

- % /02” FIe(t+ 1), t+1)dT —€ef (L) + €E(I(t))

€

.2 /02’r (FUe(t+7),t+7) — FIL(),t+ 7)) dT + 2E((1)).

Applying a Taylor expansion of f(Ic(t + 7),t+ T), with
respect to its first entry, around I (¢) and since I¢(t + T) —
I.(t) = O(e), see Proposition 5 above, we deduce:

Ie(t) — eF(Ie(t) €) =

A O E AES  AT

+e2E(LL(1) + O(ed).

Now recall that %—If([, t) = %(1 t) — g(l), where B(I, t)

is 27t-periodic and of zero mean. Replacing in the above
expression g{(l}( t),t+ ) by f( Ie(t) + L (L(t),t +T)
and observing that f I(t+7)— I(t)dt = 0 and
fozn 9B (T.(t),t + 1)I.(t)dT = 0, we obtain:

fo(t) — eB(LL(1), ) = %/02” P ((t), 1+ DLe(t + T)ar

+e2E(IL (1) + O(e3).

Integrating by parts, we have:

fe(1) = eF(Te(t),€) = 5 [BUL(), t+ DLt + 0] 75T
e2 rm
_E/O B(I(t), t + 1) f(Ie(t + T), t + T)dT

+2E(I (1)) + O(€3).
Recall that E(I;) = % OZHB(I}, 7)f(Ie, T)dT and due
to the periodicity of B and f, we deduce E(I.(t)) =
~ Oan(Te(t),t + 1) f(Le(t),t + T)dT. It can be easily
shown that f(Ic(t + 7),t+ 1) = f(le(t),t + 7) + O(€)
and by replacing it in the integral of the above relation,
we get

I.(t) — eF(I(t),€) = %B(Te(t), 1) (I (t +271) — Ie(t))

+0(e).
Let C(I,t) be a 2m-periodic primitive of B(I,t). Notice
that C is bounded. We set

Aclt) = ;%C(I}(t),t)(le(t+2n) ~L(1).
Then
Ie(t) — eF(Ie(t),€) =
— et 3 2 10,0 D 1o+-2) - (1)

—%C(I}(t),t)(f(le(t—|—27'(),t)—f(Ie(t),t))}+(9(€3),
which gives
Ie(t) — eF(Ie(t), €) = € Ac(t) + O(€%),
since () < Sup f and L(t +2m) = L(t) + O(e) (more
prec1sely, [|Ie(t + 27r) — I(t)|] < 2meSup f). From the

last inequality and the definition of A¢(t), we easily de-
duce that || A¢(t)|| < (Sup C)(Sup f).

Proposition 10. Consider the corrected averaged system
(CAvS,), given by (14), and the moving average J., given by
(19), of its solution J.. Then

eF(Je,€) — Je = O(%),
= f(Je) — €E(Je).
Proof. We have
eF(Jo(t),€) — Je(t) =
= ef(Je(t)) — EE(Je (1))

[Tl ) — B (e )

€ 27T

= 5 |70

where F(Je, €)

— fUe(t+7))dT

62 27 -
+E/0 E(]g(t—l—T))—E(]e(t))dT

Since Je(t + 7) = Je(t) + O(€), we immediately have
E(Je(t+ 1)) = ( (1) + ( ) It remains to show that
o an( ]e(t = O(e?). By Proposi-

(1) —
tion 6, Je(t+7) = Je(t) + €f(1e(f +m)(T = 1) + O(e?).



Thus F(Je(t) = f(Je(t + 7)) = —e%i(fe<t>>7<fe<t+
2

7))(T — 71) + O(e?) and it follows that 5 [ F(Je(t)) —
f(]e(t +1))dt = O(€?). Finally, we obtain eF(J,€) —
O(e). O

Proposition 11. Consider a family I.(t) of solutions of (Se),
given by ( 14), such that ||1.(0) — Iy|| < ke?, for all € small
enough, where k is a positive constant, and a family Je(t)
of solutions of (CAvS), given by (14). We have equivalence

between 3 y
17e(0) — Ie(0)|| = O(€?)
and

27
@) = To = 5 [~ (= 0)f (1o, 7)dir]| = O(€).
Proof. We have:

Le(t)

Io—l—e/f s)ds + O(€?)

10+e/0 F(Ip,s)ds + O(€2)

7.(0) :10+f/2”/ F(Io,s)dsdt + O(e?)

. 1)
_ 10+—/ (27 —s)f(Ip,s)ds + O(e2).
Similarly,
Je(t) = Je(0) ¢ [ FU() — eE(1(s))ds
= Je(0) + ef (I)t + O(€?)
and~ oo
1.(0) :]€(0)+§/0 7f(los)ds + O(2).  (22)

It follows from (21) and (22) that ||Ic(0) — Je(0)|| = O(€?)
if and only if ||Je(0) — Ip — & [Z7 (7t — s)f(Ip,s)ds|| =
O(€?). O

4.2 Proof of Theorem 4

The estimation (17) is a consequence of Theorem 1, that
tolerates an e-discrepancy in the initial conditions (the

corrective terms, of order €2, cannot provoke more than
an € deviation on the time interval). Let us prove (16).

We have
]efle—eF( €) +e(F(I,€) —

I,
where F(Ie, €)= f(Ie) —
we get

je(t) - fe(t) = eer(t) + G(F(je(t)re) -
where b is bounded. Thus
Te(t) - Te(t) = Te(o) - Te(o) + ez(Ae(t) - Ae(o))
t
+/ e(F(I-(7), €) — F(J-(1),€))
0

+e3b(e, T)dT,

(TE/ ) +€F(]~e €) — fs/
€E(I¢). By Propositions 8 and 10,

F(Je(t),€)) + €3b(e, 1),

andw~ehaye } 3
[[Te = Je|| < [|1(0) — Je(0)]]
+&*(||Ael| + (A (0)[]) + € (Sup bt

t ~ ~
+e [ (Lip B[l — Jelldr.
Now, recall that according to the theorem’s assumptions
1Je(0) — Ip — & [Z7 (7w — 7)f (I, T)dt|| = O(€?). There-
fore, by Proposition 11, we have || I (0) — Je(0)|| = O(€?).
The result follows immediately by applying Gronwall
lemma with x(t) = Ic(t) — Je(t), ||Ic(0) — Je(0)|| = O(€?)
and for f such that 0 < t < % U

4.3 Sketch of the proof of Theorem 3

We now consider the general system (S ), given by (1).

Proving the first estimate (9) follows the same line as
that of the proof of Theorem 4. Propositions 8-10 remain
true for the general case and we can formulate their
counterparts for the fast variables ¢. and .

In order to obtain the estimate on the fast variable,
one has to notice that $. — . is, roughly speaking, the
solution of a differential equation with a forcing term
bounded by ||Ic — J¢||, itself bounded by ce?, on a time
interval of length % This yields an estimate of the form

| @e(t) — Pe(t )|| < ce, ie.
] / Pe(t+ 1)) drl],

and this in turn implies ||@c () — ¢e(t)|| < ce because the
variation of ¢, — ¢ in the integral is of order €. 0

ﬁoeH‘T)
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