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Abstract

Five different low-Mach large eddy simulations are compared to the tur-

bulent stratified flame experiments conducted at the Technical University of

Darmstadt (TUD). The simulations were contributed by TUD, the Institute

for Combustion Technology (ITV) at Aachen, Lund University (LUND), the

EM2C laboratory at Ecole Centrale Paris, and the University of Duisburg-
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Essen (UDE). Combustion is modelled by a premixed flamelet tabulation

with local flame thickening (TUD), a premixed flamelet progress variable ap-

proach coupled to a level set method (ITV), a 4-steps mechanism combined

with implicit LES (LUND), the F-TACLES model that is based on filtered

premixed flamelet tabulation (EM2C), and a flame surface density approach

(UDE). An extensive comparison of simulation and experimental data is pre-

sented for the first two moments of velocity, temperature, mixture fraction,

and major species mass fractions. The importance of heat-losses was assessed

by comparing simulations for adiabatic and isothermal boundary conditions

at the burner walls. The adiabatic computations predict a flame anchored

on the burner lip, while the non-adiabatic simulations show a flame lift-off of

one half pilot diameter and a better agreement with experimental evidence

for temperature and species concentrations. Most simulations agree on the

mean flame brush position, but it is evident that subgrid turbulence must

be considered to achieve the correct turbulent flame speed. Qualitative com-

parisons of instantaneous snapshots of the flame show differences in the size

of the resolved flame wrinkling patterns. These differences are a) caused by

the influence of the LES combustion model on the flame dynamics and b)

by the different simulation strategies in terms of grid, inlet condition and

numerics. The simulations were conducted with approaches optimised for

different objectives, for example low computational cost, or in another case,

short turn around.
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1. Introduction

The simulation of turbulent combustion has received much attention due

to its importance for power generation and transportation. Numerical sim-

ulations of applied combustion systems were pioneered in the late seventies

in the Reynolds Averaged Navier Stokes (RANS) framework, and 20 years

later in the context of Large Eddy Simulation (LES), which resolves the large

scale dynamics of a flame.

An LES grid is typically coarser than the thickness of a (stratified) pre-

mixed flame and even some of the flame wrinkling patterns. The chemical

reaction rates are complex, cover a wide range of time-scales, and lead to a
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stiff system of equations. As a result, most chemical species cannot be re-

solved on the meshes that are used for industrial applications, so that subgrid

scale modeling is needed for the flame structure and its interactions with the

turbulence. A recent review of strategies to include combustion chemistry

in LES is proposed in [1]. For premixed and stratified combustion, differ-

ent methods have been developed to capture the propagation of the filtered

wrinkled flame fronts, without having to resolve all species contained in the

chemical mechanism. Some of these strategies are described below.

A first approach is the Artificial Flame Thickening (ATF) or Thickened

Flame Model (TFLES), which artificially thickens the flame front by modi-

fying the diffusion coefficient and the pre-exponential constant [2, 3, 4]. This

approach is robust and has been applied to complex combustors, using a

global chemistry assumption [5]. Detailed chemistry effects can been ac-

counted for by coupling ATF methods with tabulated chemistry techniques

for adiabatic [6] and non-adiabatic flames [7].

An alternative is the use of a filter of (at least) the size of the grid spac-

ing. The Flame Surface Density (FSD) concept for LES [8] is based on this

idea, which was initially developed for infinitely thin flames and later ex-

tended for flames of finite thickness [9]. This strategy has been retained

to introduce tabulated chemistry through the Filtered Tabulated Chemistry

for LES (F-TACLES) model [10]. The F-TACLES formalism has been de-

veloped to capture the filtered flame propagation in complex reactive flow

configurations, such as stratified [11] or non-adiabatic flames [12].
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Another approach is to solve a smooth scalar field where an iso-surface is

defined to represent the instantaneous position of the premixed flame front.

This level set or G-equation model has been proposed in the RANS con-

text [13], and was amongst the first models applied to LES [14]. The math-

ematical formalism of the G-equation has been updated for LES in the cor-

rugated flamelet regime [15] and in the thin reaction zones regime [16, 17].

However, one can also apply an LES on a very find grid, with a resolution

sufficient to resolve the flame thickness and wrinkling patterns. This results

in a Direct Numerical Simulation (DNS) of the flame front, so that no sub-

grid model contributions for the reaction rate modelling are needed. The

approach is here referred to as ”No Combustion Model (NCM)”, linked to a

(small) detailed reaction mechanism that is solved directly in the LES [18, 19].

The method does however require a sufficient grid resolution and a much

reduced chemical mechanism without stiff species like CH or HCO.

All these turbulent combustion models have different requirements in

terms of grid resolution and numerical scheme. Research groups have there-

fore developed their own strategies, which involve the combination of the

turbulence and combustion models, the numerical schemes, the prescription

of boundary conditions, computer hardware, and further choices made by the

user. The results of five different strategies are presented and compared in

the present paper. The aim of the paper is to illustrate the state of the art

in stratified turbulent combustion modelling, as demonstrated for different

strategies of different groups. It should be noted that this comparison goes
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far beyond a comparison of sub-models (e.g. for the reaction source term or

for the turbulent flux only), which could be conducted by a single group, but

might be affected by a shortcoming in the computational approach. Indeed,

the collaboration of five different groups has led to the recognition of certain

critical modeling aspects that will be discussed in this paper.

The target for the comparison is the turbulent stratified flame configura-

tion investigated by laser diagnostics at Technische Universität Darmstadt

(TUD) [20, 21]. This case is strongly influenced by interactions between

turbulence, chemistry, heat transfer and fuel/air mixing. It features a rela-

tively simple geometry but encompasses a large range of complex phenomena.

Given these advantages and the timely availability of the experimental data,

this case was chosen as a target for the TNF workshop, and hence for the

comparison presented in the present paper.

Five groups are involved: The Institute of Energy and Power Plant Tech-

nology at TUD, the EM2C laboratory at Ecole Centrale Paris (EM2C), the

Institute for Combustion Technology (ITV) at RWTH Aachen, Lund Univer-

sity (LUND), and the University of Duisburg-Essen (UDE). All groups em-

ploy different flow solvers, which all rely on low Mach number assumptions to

achieve an efficient time integration. The TUD applies a premixed flamelet

tabulation using ATF, EM2C applies the F-TACLES model, ITV uses a G-

equation formalism coupled to a flamelet progress variable approach, LUND

describes the combustion chemistry through a 4-steps mechanism combined

with NCM, and UDE uses an FSD approach that assumes an infinitely thin
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flame front.

The simulations differ by the modeling approach, the CFD code, the

combustion chemistry, numerical techniques, computational meshes – and

other choices made by the user. In spite of these differences, each of these

computational strategies is designed to capture the filtered flame propagation

speed when subgrid scale flame wrinkling occurs (with the exception of NCM)

or when the flame wrinkling is fully resolved. The models account for non-

adiabatic effects on the combustion chemistry, so that they are able to capture

quenching phenomena induced by heat losses at the burner. As a result, all

methods should be able to capture the same global flame properties.

Section 2 gives more details on the turbulent combustion models and

their differences and similarities. Section 3 describes the target experiment

configuration, and section 4 presents the different computational setups. The

results are then presented and discussed in section 5.

2. Turbulent Combustion Models

2.1. Filtered Tabulated Chemistry for LES (EM2C)

The Filtered Tabulated Chemistry model captures a stratified flame front

using the mixture fraction Z and the progress variable Yc. The mixture

fraction Z, equal to 0 and 1 in oxidizer and fuel streams, respectively, captures

the fuel-air mixing, whereas the progress variable Yc (here defined as CO2

mass fraction) tracks the flame front. The F-TACLES formalism closes the

filtered progress variable Ỹc equation in the flamelet regimes [10, 11, 12]. The
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SGS laminar contributions to molecular diffusion, convection and chemical

reaction are tabulated by filtering 1-D adiabatic premixed flame elements

computed with detailed chemistry and transport. Balance equations for the

filtered mixture fraction Z̃ and the mixture fraction variance Z̃ ′′2 [11] are

solved in addition to the Ỹc transport equation.

By definition, this model propagates the resolved flame front at the sub-

grid scale turbulent flame speed ST,∆ [11, 12]:

ρ0ST,∆ = Ξ∆γ

∫ 1

0

ρ0Sl
ad (Z ′)P (Z ′) dZ ′, (1)

In this equation, Sl
ad(Z) is the consumption speed of a freely propagating

adiabatic laminar premixed flame within fresh gases of mixture fraction Z.

The sub grid scale flame front wrinkling factor is denoted to by Ξ∆.

The mixture fraction Filtered Density Function (FDF) P̃ (Z) is modeled

by a β function characterized by the filtered mixture fraction Z̃ and the

subgrid scale mixture fraction variance Z̃ ′′2 . The coefficient γ accounts for

heat losses [12] and is defined as follows:

γ =

∫ 1

0
ρ0Sl

(
Z ′,∆h̃

)
P (Z ′) dZ ′

∫ 1

0
ρ0Sad

l (Z ′)P (Z ′) dZ ′
, (2)

The enthalpy defect relative to the fresh gases is defined as ∆h = had(Z) −

h(Z), where h is the chemical plus sensible enthalpy and superscript ad
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refers to adiabatic conditions. The Sl

(
Z ′,∆h̃

)
and the laminar consumption

speed at a given ∆h is estimated from burner-stabilized 1-D flames [22].

In adiabatic flows, γ equals 1 and decreases when heat losses slow down

combustion chemistry, to the limit of a quenched flame for γ = 0.

2.2. Combined artificial thickening and tabulated chemistry approach (TUD)

This model combines artificial flame thickening (ATF) with tabulated

chemistry [6]. Balance equations for the mixture fraction and progress vari-

able are solved in addition to the flow governing equations. The ATF imple-

mentation follows the procedure of Colin et al. [4], for which the efficiency

function is evaluated by using the non-dynamic formulation by Charlette et

al. [23]. A flame sensor is used to ensure that the ATF modifications are only

applied within the flame front. Furthermore, the thickening factor is based

on the local cell size to keep the modeled part as small as possible. The

tabulation is based on the flamelet generated manifolds (FGM) methodology

[24], which uses the mixture fraction Z and the progress variable Yc (here

CO2 mass fraction). Some particularities of the modeling approach imposed

by this burner were discussed in the context [21] of previous work based on

an adiabatic assumption. Heat losses have been included in the present work

through enthalpy as a third table access parameter [7].

2.3. Coupled G-equation / progress variable formalism (ITV)

The chemistry is tabulated from 1-D premixed laminar flamelets in terms

of the progress variable Yc and the mixture fraction Z. The progress variable
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is defined as the sum of the mass fractions of some major intermediates and

products as Yc = YH2O + YCO2 + YCO + YH2 . The impact of heat losses on

thermo-chemical quantities is captured by the enthalpy defect, a variable

independent of the mixture fraction. [25].

It is assumed that enthalpy defect fluctuations at the sub-filter level are

small, from which follows that a δ-function PDF for the enthalpy defect is

suitable. Assuming statistical independence of mixture fraction Z and the

normalized reaction progress variable C, the filtered reactive scalars are com-

puted for a β-PDF for both the mixture fraction and the progress variable.

To prevent errors that originate from the lack of flame front resolution,

the progress variable describing the resolved parts of the flame is coupled

with a level set equation to ensure proper turbulent flame propagation even

when the progress variable is underresolved [26].

The coupling is implemented via the modeling of the progress variable

source term, which is formulated in a way that it depends solely on the level

set in the vicinity of the flame and purely on the progress variable itself away

from the flame. The transition between these two extremes is modeled by a

blended exponential function. In this coupling, the progress variable captures

the thickening of the flame in the thin reaction zones regime, while the level

set ensures that the flame propagates at the correct velocity.
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2.4. Flame Surface Density Model (UDE)

A transport equation is solved for the normalized reaction progress vari-

able. The sum of the molecular diffusion and the reaction source term is

computed from the product of the laminar flame propagation speed and the

flame surface density, where the latter considers the unresolved wrinkling of

the flame on the sub-filter level.

The laminar flame speed and the temperature of the burnt gas are eval-

uated from higher-order polynomials as a function of the mixture fraction,

which is obtained from an additional transport equation. The polynomi-

als were fitted to results from freely-propagating flame computations with

the GRI3.0 [27] mechanism and a Lewis number of unity assumption for all

species. For the non-adiabatic computations, a third transport equation is

solved for the enthalpy defect, which is then used to determine correction

factors for the laminar flame speed and the burnt temperature from polyno-

mial fits, where the coefficients depend on mixture fraction. The correction

factors were obtained from freely-propagating flames with heat loss [28].

The flame surface density is determined from the model proposed by

Fureby [29], which was used in the slightly modified version of Ma et al.

[30] to obtain the correct limiting behavior for a laminar flame. A counter-

gradient transport model is used to reduce the artificial thickening of the

flame brush. In contrast to the already existing adiabatic FSD computations

of this burner [31], the last 20mm of the burner geometry has been included

in the computational domain to obtain more realistic flow conditions at the
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burner exit.

2.5. ”No Combustion Model” (LUND)

With ”No Combustion Model” (NCM), the sub-grid contributions to the

reaction rate modeling are neglected so that the filtered reaction rate of the

species i is modelled as:

ω̇i (Yj, T ) = ω̇i

(
Ỹj, T̃

)
, (3)

The reaction rate ω̇i is obtained from an Arrhenius expression. Equa-

tion 3 assumes that species concentrations and temperature are homogeneous

within each filter volume (grid cell). For distributed combustion regimes, this

is the case with very intense sub-grid mixing [18]. For the corrugated flamelet

regime, NCM is suitable when the LES grid resolution is sufficiently fine to

resolve the subgrid scale flame wrinkling.

For a practical LES-grid, the expression may approximate the reaction

rate reasonably well when the flame lies in or close to the distributed reaction

zone regime, or when stratification or heat losses weaken the reaction and

thus thicken the flame, as reported elsewhere [18, 19, 32, 33, 34]. The choice

of chemical mechanism will also influence the validity of the ”no-combustion

model”: unlike global mechanisms, detailed chemical schemes include radical

species with very short characteristic time and length scales. Thinner reac-

tion layers must therefore be considered with complex chemistry, so that the

mesh resolution must be refined.
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2.6. Models and their properties

2.6.1. Chemistry modeling

Among the five turbulent combustion models, three are based on the tab-

ulation of premixed flamelet elements, well adapted to capture the chemical

structure of stratified flame [35]. ATF-FGM, F-TACLES and the coupled

G-C equations are based on laminar premixed flame archetypes computed

using the detailed chemical schemes of GRI (3.0) [27] (53 species, 325 reac-

tions), by Lindstedt [36] (29 species, 300 reactions), and by Peters and Rogg

(28 species) [37]. The flamelets that are used for chemistry tabulation in the

ATF-FGM formalism are computed with a unity Lewis number assumption,

whereas differential diffusion is considered in the generation of the database

for F-TACLES and the G-C equation. The NCM strategy employs 7-species

(CH4, CO, H2, O2, CO2, H2O, N2) with the 4-step global mechanism by

Jones and Lindstedt [38]. Finally, the FSD method uses premixed flamelet

solutions computed with the GRI 3.0 mechanism [27] with a Lewis number

of unity to compute the laminar flame consumption speed. The adiabatic

flame temperature from all approaches agrees well, as can be seen from the

mean temperature on the center-line in Fig. 3. The thermal flame thick-

nesses, defined as δl = (T b−T u)/Max|∇T | (at an equivalence ratio φ = 0.9),

is approximately equal to 0.5 mm for all schemes.

Figure 1 shows the laminar consumption speed as a function of the equiv-

alence ratio. For the range of equivalence ratio covered in the TSFA configu-

ration, the detailed mechanisms used by TUD, UDE, EM2C and ITV agree
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Figure 1: Laminar flame speed of an unstretched premixed planar flame predicted by the
combustion chemistry schemes used by TUD-UDE (green), EM2C (black), ITV (purple),
LUND (red). The symbols refer to data measured in experiments [39].

fairly well on the predictions of the laminar flame consumption speed, a key

quantity in premixed and stratified combustion LES. Differences are only

observed with the very compact global mechanism by Jones and Lindstedt

[38] (LUND), for which the flame speed is slightly overestimated.

The differences in the predicted laminar flame speed, which result from

differences in the reaction mechanisms, have therefore a significant impact on

flame propagation. One may, for example, expect that the faster flame speed

used by LUND will partially compensate for the fact that the group does not

apply a subgrid model (NCM), so that their ”turbulent flame speed” would

otherwise be underestimated. It should however be stressed that the different

flame speeds shown in Fig. 1 are representative of practices in turbulent
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combustion modeling, and that the differences represent the uncertainty in

chemical kinetics.

2.6.2. Flame resolution

A recurrent problem in premixed and stratified combustion LES is that

the flame is often thinner than the LES grid size. This is particularly true

for high pressure flames or large and complex industrial devices. As chemical

reaction rates are very stiff, the flame front cannot be directly resolved on

practical LES meshes. The solution followed by ATF-FGM and F-TACLES

is to artificially thicken the flame front to enable the numerical resolution of

the chemical reaction rate. The ATF-FGM [4] artificially thickens the flame

through a ”thickening factor” F, whereas F-TACLES [10] introduces a filter

larger than the mesh size in order to be able to resolve the flame structure.

The FSD model applied by UDE does not explicit monitor the numerical

resolution of the reactive layer. The effective flame thickness is in practice

thickened by both the numerical diffusion and the counter gradient transport

model. Therefore, unlike to ATF-FGM and F-TACLES, the flame thickness

is not explicitly controlled. This well-known issue of FSD models has been

addressed by Ma et al. [30] and others, but is avoided by the ATF/FGM ap-

proach that is also often used by the UDE group [40]. With NCM, the flame

is thickened by the increased effective diffusion resulting from the diffusive

TVD scheme for scalar transport.

The coupled G-C equation utilizes a level-set technique that tracks the
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inner layer position of the flame front [16].

All computational strategies employ different methods to track the filtered

flame front. All methods achieve a proper prediction of combustion when the

flame wrinkling is resolved. In particular, for planar fronts, all models predict

that the filtered flame consumption speed will equal the laminar consumption

speed. This property is of crucial importance to capture the dynamics of the

target flame investigated here, in particular near the flame base where the

reaction zone is hardly wrinkled yet by the turbulence. An overview of model

characteristics is shown in Table 1.

Turbulent Chemistry Kinetic Flame resolution Flame wrinkling

Combustion model modeling scheme management model

ATF-FGM Tabulated chemistry GRI3.0 Lewis number unity Thickening Charlette et al.

(TUD) (premixed flamelets) [27] [23]

F-TACLES Tabulated chemistry Lindstedt Filtering Charlette et al.

(EM2C) (premixed flamelets) [36] [23]

Coupled G-C Tabulated chemistry Peters & Rogg Level-set Pitsch

(ITV) (premixed flamelets) [37] [16]

NCM Semi-global Jones & Lindstedt Resolved None

(LUND) scheme [38]

FSD Flame speed GRI3.0 Lewis number unity None Fureby

(UDE) tabulation [27] (see Sec. 2.6.2) [29]

Table 1: Summary of main turbulent combustion models properties.
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2.6.3. Modeling SGS flame turbulence interactions

Four models are based on a geometrical representation of flame turbu-

lence interactions: ATF-FGM, F-TACLES, coupled G-C and FSD, which all

require an explicit modeling of the SGS flame wrinkling. The ATF-FGM and

F-TACLES employ the Charlette et al. [23] model. The hybrid G-C method

model the turbulent burning velocity is determined using the formula devel-

oped by Peters [41] for a RANS context and adapted for LES by Pitsch [16].

The FSD formulation uses the fractal flame wrinkling model proposed by

Fureby [29], whereas NCM does not account for sub-filter flame turbulence

interactions at all.

3. Experimental configuration

The unconfined Turbulent Stratified Flame (TSF) [20] examined at Tech-

nische Universität Darmstadt consists of three 5 mm staged concentric tubes

placed in a 0.1 ms−1 air co-flow. Inlet bulk velocity and mixture conditions

are indicated in Fig. 2 for the case TSF-A. Burnt gases exit from the central

pilot tube to stabilize the flame. Pilot, first and second tubes are denoted

by subscripts p, 1 and 2 respectively. Inner radii are 7.4 mm, 18.5 mm and

30.0 mm, with corresponding lip thicknesses of 0.75 mm, 0.5 mm and 0.5

mm. Hydraulic diameters Dh, equivalence ratios φ and Reynolds numbers

Re are given in Table 2 for both the non-reacting case TSF-A-i1 with only

the pilot flame burning and for the reacting case TSF-A-r. Bulk velocities

v = ṁ/(ρf ·Aexit), computed from the fresh gas density ρf and the exit area
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of each tube Aexit, are also indicated.

The pilot wall, made of ceramic, is not perfectly insulating so that heat

transfer takes place between the pilot and slot 1. A RANS 2D-axisymmetric

computation of the flow inside the burner, coupled to a heat conduction

calculation inside the burner wall (between the pilot and slot 1) [12] has

shown that the temperature is quasi-homogeneous within the wall, at around

750K.

Case φp vp Dhp φ1 v1 Dh1 Re1 φ2 v2 Dh2 Re2

(m.s−1) (mm) (m.s−1) (mm) (m.s−1) (mm)

TSF-A-i1 0.9 1 14.8 0 10 20.0 13800 0 10 20.0 13300

TSF-A-r 0.9 1 14.8 0.9 10 20.0 13800 0.6 10 20.0 13300

Table 2: Details about operating conditions for both reacting and inert (pilot burning
only) cases.

4. Computational parameters

4.1. Flow solvers

The numerical properties of each code are indicated in Tab. 3. The numer-

ical schemes influence the minimal resolution required to ensure the correct

flame speed. For instance, the truncation error from the convective term

is expected to contribute to the dynamics of thin fronts. Therefore, each

group has chosen a mesh resolution compatible with their model, the proper-

ties of their numerical scheme, the computational efficiency of the code, and
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affordable with their resources.

Group Code grid spatial temporal Control Turbulence

type scheme scheme Volume SGS

TUD FASTEST block 2nd ord. velocity [42] 2nd order cell Dynamic

structured 2nd ord. TVD for scalars[43] Runge Kutta centered Smag. [44]

EM2C YALES2 un- 4th ord. velocity 4th order node WALE

structured 4th ord. scalar [45] TRK4 [46] centered [47]

ITV CIAO structured 2nd ord. velocity 2nd order staggered Dynamic

3rd ord. scalar Crank-Nicolson Smag. [44]

LUND OpenFOAM un 2nd ord. linear for velocity 2nd order cell Smag.

structured 2nd ord. TVD for scalars back. fin. diff. centered [48]

UDE PsiPhi unstruct. 2nd ord. velocity 3rd order cell Smag. [48]

equidistant 2nd ord. TVD for scalars Runge Kutta centered Cs = 0.173

Table 3: CFD code characteristics

4.2. Management of computational domain and boundary conditions

Due to the widely varying properties of the different codes, it is not

straightforward to define a unique computational domain that is suitable to

all. Each group has therefore defined their own computational domain as

shown in Fig. 2. The TUD performed the computation of the flow within the

upstream pipe geometry, including the simulation of premixed combustion in

the pilot tube [21]. In previous work [12], EM2C used a similar domain for

slot 1 and slot 2 but excluded the pilot flame. The mean velocities prescribed

as inlet conditions are however obtained from the numerical simulation of the

flow inside the burner [21]. In contrast, ITV, UDE and LUND apply a shorter
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Figure 2: Computational domains.

domain upstream. To limit the effect of different computational domains

on the results, a common procedure was used to prescribe the boundary

conditions, as described in the following sections.

4.2.1. Thermal boundary conditions

Each group has contributed an adiabatic and a non-adiabatic simulation.

For the adiabatic runs, an uniform pilot temperature is set to 2132K (which

corresponds to the equilibrium state), with no heat-transfer to the walls. In

the non-adiabatic simulations, the heat-transfer between the hot products

in the pilot and the first annulus through the ceramic wall is modelled by

setting a fixed wall temperature of 750K as estimated from an axisymmetric
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RANS computations. Please note that this estimated wall temperature would

lead to an over-prediction of the temperature in the pilot stream, so that

the groups have adjusted the inlet temperature of the pilot tube along the

centerline at 2000K to match the measured mean temperature profile at z =

15 mm (except TUD who includes the pilot flame in their computation). The

wall between slots 1 and 2 are modeled as adiabatic since the temperatures

are the same on either side. Figure 3 shows that the mean temperatures

from the non-adiabatic simulations are in good agreements with experimental

data and ensure a consistent thermal inflow boundary condition, enabling

meaningful comparisons between the data sets. The temperature fluctuations

shown in Fig. 3, however, are more affected by the modeling errors, the inlet

turbulence level and by numerical dissipation, so that larger deviations can

be observed in the fluctuations than in the mean.

4.2.2. Velocity boundary conditions

The origin of the axial coordinate (z = 0 mm) is set at the exit plane

of the pilot tube. Detailed velocity measurements close to the pilot exit

are available for the inert configuration (TSF-A-i1), but not for the reactive

(TSF-A-r) case. However, we have observed in the LES computations that

the flow field at this location is little influenced by the flame burning further

downstream. The measured velocity data at z = 1 mm of TSF-A-i1 is

therefore used as a reference for the reactive flow simulations.

The velocity of the co-flow is assumed to be constant at 0.1 m/s. Streams
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Figure 3: Temperature profiles at z = 15 mm.

1 and 2 are quasi-isothermal, so that the means and fluctuations of their

inlet velocity could be set by each group to retrieve the experimental data

measured at z = 1mm in the inert configuration (TSF-A-i1). A different

strategy has been retained to retrieve the pilot mass flow rates measured in
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the experiments. The heat transfer between the pilot and slot 1 decreases the

pilot stream temperature and hence reduces its flow speed. The mean axial

inlet velocity in the pilot tube has therefore been set to satisfy the mass flow

of fresh gases upstream of the pilot flame, as determined by the flowmeters in

the experiment [21]. The mass flow corresponds to a bulk velocity of Up = 1

m/s of the unburnt gas over the tube cross section. The development of

turbulence within the pilot tube is directly computed by TUD, whereas the

other groups had do inject artificial turbulence to match the experiments at

z = 1 mm. Figure 4 shows both adiabatic (dashed lines) and non-adiabatic

(solid lines) predictions of the mean and RMS of the axial velocity over the

radius at z = 1 mm. No significant differences are observed between the

adiabatic and non-adiabatic simulations at the exits of slot 1 (8 mm<r<18

mm) and slot 2 (19 mm<r<30 mm). At the pilot tube, the flow field is

affected by the heat transfer within the tube. As the non-adiabatic pilot

stream temperature is lower than in the adiabatic state, density and mean

axial velocity are affected by heat transfer, with non-adiabatic computations

being closer to the experimental data.

4.3. Summary of simulations performed

The computational set-up specific to each group simulation is shown in

Table 4. As both unstructured and structured grids have been applied to

different domains, the number of nodes is not directly representative of the

flame resolution. We also stress that unstructured meshes can cover both
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Figure 4: Axial velocity profiles at z = 1 mm.

tetrahedral and cubical/polyhedral cells. To show the various meshes refine-

ments, the centerline plane colored by the control volume size is shown in

Fig.5. For this reason, a resolution criterion is also given, defined as ∆x/δl

where ∆x is the cell size in the flame region and δl = (T b−T u)/max|∇T | is an

24



estimation of the laminar thermal flame thickness, which is approximately

0.5 mm for all simulations. The grids of TUD, ITV and EM2C exhibit a

ratio of ∆x/δl > 1. This issue is tackled by TUD and EM2C by artificially

thickening the flame by a factor F (ATF-FGM) or by filtering the chemistry

table with a flame filter that is larger than the mesh size (F-TACLES). The

level set method of ITV is designed to track both infinitely thin surfaces and

turbulence-broadened flames. In the FSD and NCM approaches applied by

UDE and LUND, flame thickness is not controlled explicitly (as discussed in

Sec. 2.6.2), and in turn, there is no explicit resolution requirement.

A complete list of adiabatic and non-adiabatic simulations is shown in

Tab. 5, with details of the pilot boundary conditions.

5. Results analysis

5.1. Flow field

Mean axial and radial components of the velocity field for the case TSF-

A-r are shown in Figs. 6 and 7 over the radius at six axial positions (Z = 50,

75, 100, 125, 150 and 200 mm). The RMS of axial and radial velocities are

plotted in Figs. 8 and 9. Dashed and solid lines correspond to adiabatic and

non-adiabatic simulations, respectively, whereas colors indicate the group.

There is no perfect agreement between the different approaches, but

global tendencies can be identified. For the adiabatic cases, the flow field

is predicted fairly well, with the exception of the mean axial velocity (Fig. 6)

at the centerline, where the impact of heat losses to pilot tube is clearly visi-
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Figure 5: Centerline plane colored by the control volume size
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Figure 6: Mean axial velocity at different axial positions. Solid lines: non-adiabatic LES,
dashed lines adiabatic LES.
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Ũ
z

[m
.s
−

1
]

Z = 50 mm

0 20 40 60 80 100
0.0

0.5

1.0

1.5

2.0

2.5
Z = 75 mm

TUD measurements

EM2C - Adiabatic

EM2C - Non-adiabatic

TUD - Adiabatic

TUD - Non-adiabatic

UDE - Adiabatic

UDE - Non-adiabatic

ITV - Adiabatic

ITV - Non-adiabatic

LUND - Adiabatic

LUND - Non-adiabatic

0 20 40 60 80 100
0.0

0.5

1.0

1.5

2.0

2.5
Z = 100 mm

0 20 40 60 80 100

r[mm]

0.0

0.5

1.0

1.5

2.0

2.5

rm
s
Ũ
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LES, dashed lines adiabatic LES.
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LES, dashed lines adiabatic LES.

30



ble: the adiabatic LES overestimates the axial velocity because of the under

predicted density in the pilot near the centerline. The non-adiabatic simu-

lations show that predictions improve considerably when the heat losses are

accounted for. The mean profiles of the radial velocity are hardly affected

by the heat loss. The fluctuation levels of the axial and radial velocity com-

ponents are fairly well predicted by all simulations but tend to be lower for

the non-adiabatic cases near the burner, probably due to the lower overall

velocity and the lower velocity- and density gradients.

5.2. Temperature field and flame brush

The mean temperature field is shown for both adiabatic and non-adiabatic

simulations in Figs. 10 and 11, respectively. The influence of heat losses on

the temperature field in non-adiabatic simulations is observed by all groups:

the reaction products are cooled at the pilot wall and convected downstream,

which affects the temperature prediction near the centreline even down-

stream. These 2D visualisations do not show pronounced differences between

the simulations. The good agreement is confirmed by Figs. 12 and 13, where

the mean flame brush positions are shown as mean temperature iso-lines at

1250K. It is interesting to see that the mean flame brush position is not very

sensitive to the different laminar consumption speeds shown in section 2.6.1,

although the uncertainty induced by other features of the simulations will

tend to attenuate the impact of any specific parameter uncertainty. Slight

differences in the prediction of the flame front position are however observed:
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Figure 10: 2-D iso-contours of the mean flame temperature for the adiabatic simulations
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Figure 11: 2-D iso-contours of the mean flame temperature for the non-adiabatic simula-
tions
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Figure 12: Iso-line of mean temperature (1250K) for the adiabatic simulations. Green:
TUD; Black: EM2C; Purple: ITV; Red: LUND; Blue: UDE.
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Figure 13: Iso-line of mean temperature (1250K) for the non-adiabatic simulations. Green:
TUD; Black: EM2C; Purple: ITV; Red: LUND; Blue: UDE.
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Figure 14: Instantaneous snapshots from adiabatic simulations of the TSFA flame: 3-D
view of 1850 K temperature iso-surface conditioned on the flame surface. 2D fields shows
the mixture fractions iso-contours
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Figure 15: Instantaneous snapshots from non-adiabatic simulations of the TSFA flame:
3-D view of 1850 K temperature iso-surface conditioned on the flame surface. 2D fields
shows the mixture fractions iso-contours
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Figure 16: Mean temperature at different axial positions. Solid lines: non-adiabatic LES,
dashed lines adiabatic LES.
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Figure 17: RMS of temperature at different axial positions. Solid lines: non-adiabatic
LES, dashed lines adiabatic LES.
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in particular the LUND simulation exhibits the least flame expansion, spe-

cially in the downstream flame region, where the grid becomes insufficient

to capture both the flame thickness and the flame wrinkling. Both flame

under-resolution and the absence of SGS flame wrinkling model in the NCM

underestimate the heat release integral across the flame front. This leads

to an underestimation of the flame burning velocity and to a lower flame

expansion – in spite of the highest laminar flame speed calculated from the

4-step mechanism used by LUND.

As shown in the mean temperature fields (Fig. 11), considering heat loss

causes a significant drop in enthalpy near the burner. This affects combus-

tion chemistry and leads to local flame extinction. As all models predict a

decrease of the flame consumption speed at the pilot tube, all non-adiabatic

computations predict flame lift-off. This is visible in Figs. 14 and 15, which

show instantaneous snapshots of the flame front position for both adiabatic

and non-adiabatic simulations. The 3-D views of the 1850 K temperature

iso-surface conditioned on the flame surface are also shown. All adiabatic sim-

ulations result in a flame anchored at the burner lips, whereas non-adiabatic

computations predict a lifted flame. The lift-off height is here defined as

the distance between the pilot burner exit and the leading edge of the mean

temperature iso-level at 1850K, protruding into the fresh gas stream. The

computed lift-off heights are given in Tab. 6, showing a relatively close agree-

ment observed between the simulations, with a relative difference of 18%.

Means and fluctuations of temperature are compared in Fig. 16. All adi-
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abatic simulations overestimate the measured temperature of the jet at z =

5 mm and z = 15 mm. The non-adiabatic simulations capture the cooling

of the pilot tube boundary layer and significantly improve temperature pre-

diction. The flame lift-off in the non-adiabatic simulations induces a shift

in of the temperature profiles towards the centreline. In spite of the good

agreement in predicted lift-off height, the influence of the lift-off on the mean

flame brush position differs between the groups. The NCM (LUND) simu-

lations agree less well downstream, where the flame has been affected most

by turbulence. As discussed previously, these discrepancies may partially be

attributed to the mesh resolution which is decreased at z = 40 mm (∆x is

doubled). The absence of SGS turbulent combustion model and flame front

resolution treatment become questionable.

At z = 200 mm, there seems to be a correlation between deviations

in the predicted mean axial velocity (shown in Fig.6) and in the predicted

mean temperature (see Fig. 16). This correlation is a consequence of the

link between the velocity field and the mean flame front position [49], as the

flame is shifted by the velocity field on the one hand, and dilatation alters

the velocity field on the other.

The resolved temperature fluctuations are shown in Fig.17. When inter-

preting these data, one should bear in mind that they do not include the

subgrid fluctuations. As the flame resolution and the filter size vary between

the simulations, the resolved part and the subrid contributions must differ

slightly between the simulations. The peak of the RMS, is located at the
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mean flame brush position, which is shifted in the non-adiabatic simulations.

Similar observations can be made for the species mass fractions CH4, CO2,

H2O, N2 and O2, of which means and fluctuations are shown in Appendix

A. Numerical and experimental profiles of mean and RMS of mixture frac-

tion are compared in Figs. A.26 and A.27, respectively. As mentioned in

[21], unphysical values are detected in the experiments close to the center-

line, causing an overestimation of the mixture fraction. Note also that the

slight deviations in the mean mixture fraction observed in the LUND model

between the pilot and stream one at the burner exit (z=5 mm) is due to

NCM assumptions.

5.3. Flame shape and wrinkling

Despite a fair agreement in the predicted means and fluctuations, the sim-

ulations show differences in the predicted flame shape. The instantaneous

views in Figs. 14 and 15 illustrate the different rates of resolved wrinkling,

although the numerical resolutions of the flame front are comparable (see

Tab. 4). Table 6 quantifies the resolved flame wrinkling within a volume

between axial positions z = 0 and z = 100 mm, as the ratio between an

instantaneous flame surface versus the mean flame surface, both defined by

the T=1850K iso-level. Differences of up to 40% are observed between the

simulations. Where parts of these differences can be attributed to the grid

resolution, others may result from the different sub-grid models. Indeed,

other studies [50] have observed that the modeling choices may affect the
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prediction of the flame response in an unsteady environment – which may ex-

plain why various flame wrinkling patterns are observed. The instantaneous

views also show noticeable differences in the predicted flame front location

- with the NCM simulation (LUND) showing a smaller flame opening. It

is however interesting that in spite of the very different amounts of resolved

flame wrinkling achieved by the different simulations, a rather similar behav-

ior is predicted – implying that the different computational strategies and

sub-grid models work.

5.4. Computational cost

The discussion so far focused on the accuracy of the results, neglecting the

computational effort. Table 7 provides the computational cost and run-times.

It should be noted that these numbers do not support a precise comparison

of code performance, since different MPI-implementations, compilers, inter-

connects and CPU-cores were used – where the performance per core will

vary by a factor of three already. It should also be noted that the run-time is

sensitive to the type of grid, the number of iterations in the pressure solver,

and the local refinement in high velocity regions (CFL-limit), so that the

results shown here could easily be altered by an order of magnitude. And

yet, some interesting observations can be made.

Comparing unstructured to structured codes, there is no clear trend for

computational efficiency. Where unstructured codes are very efficient in

RANS with local refinement, the higher algorithmic effort and the small
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time-steps caused by local refinement appear to compensate for much of the

theoretical advantage – at least in the present large eddy simulations. The

accuracy requirements of LES can be satisfied even on unstructured grids,

using high order schemes as demonstrated by the YALES2 code, but at a

cost premium over the simpler discretisations as used by LUND. An almost

opposite approach is used by UDE, with a grid of cubes (or voxels) that keep

the computational effort per cell very small. Without local refinement, UDE

must use more cells, which they can afford due to the simpler code, using

twenty times more cells at a comparable cost.

The number of cores used by the groups vary by more than two orders

of magnitude – from 32 AMD cores to 8000 cores on a BlueGene/Q, which

is reflected by the run-time required to accomplish 0.2 seconds of real time:

from three weeks on 60 cores to 8 hours on 8000 cores. These data have

however to be interpreted with care as the different architectures vary sig-

nificantly in terms of computational power per core, memory available, etc

... By considering all these elements, the simulation with the shortest wall-

clock time would have to speed up 140 thousand times to achieve real-time

performance, but already runs 70 times faster than the simulation with the

longest wall-clock time with the ”FASTEST” code, using a 133 times smaller

number of cores.
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6. Conclusion

Five different cmputational approaches have been applied to a turbulent

stratified flame configuration. The objective of the study is to give a state-of-

the-art picture for a set of computational approaches for capturing turbulent

flame front propagation with LES. The computational strategies differ by

many aspects of numerics, turbulent combustion models and meshing, but

as they are designed to capture turbulent flame propagation, similarities

are naturally observed between the simulations. All adiabatic computations

agreed in the prediction of a flame anchored at the burner lips, whereas a

comparable lift off was calculated by the non-adiabatic ones. The computed

mean temperature and species concentrations fields gave further evidence

that heat loss effects should be considered in calculation of the flame. Using

”No Combustion Model (NCM)” was able to predict the correct mean flame

position at the base, where the flow is quasi-laminar. However, stronger de-

viations are introduced further downstream, where turbulence wrinkles the

flame on the resolved scales but also on the sub-grid, which is not captured

without model. Grid conditions required in the absence of turbulent com-

bustion model are difficult to satisfy in practice over the entire computational

domain.

Overall, most simulations have agreed by a good and perhaps unexpected

amount. This agreement may create some confidence that most of these

modeling approaches are leading in the right direction, albeit with different

priorities that reflect in the deviations between the different results. Where
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most model development and testing is conducted in a single paper for a

single test-flame, the present compilation of results has enabled us to achieve

a comparison between different computational strategies for turbulent flames

– which would have hardly been possible without the TNF workshop.

An interesting finding of this study is that good predictions are achieved

by combustion models that treat the stratified flame as an ensemble of ho-

mogeneous premixed flames of different mixture fractions. Even though the

level of stratification investigated here must be considered to be mild, the

good results achieved with this approach were not necessarily expected from

the outset, giving evidence that mildly stratified flames can be modelled as a

premixed flame. It is however open whether this approach will also work for

stronger stratification and turbulence levels, which should be investigated in

future studies.
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Simulation Computational Number of Flame resolution Combustion

number domain control vol. ∆x/δl model

TUD Pilot, slot 1 and slot 2: z−=-120 mm 6.5M 0.4 - 4.4 ATF-FGM

Coflow: z−=-40 mm (2<F<15)

Outlet: z+=600 mm

EM2C Slot 1 and slot 2: z−=-120 mm 5.4M 3 F-TACLES

Coflow and pilot: z−=-20 mm (∆ = 10δl)

Outlet: z+=1100 mm

ITV Slot 1 and slot 2: z−=-15 mm 3.1M 2.3 Coupled

Coflow and pilot: z−=-15 mm G-eq / C

Outlet: z+=1100 mm

LUND Pilot, coflow: z−=-20 mm 2.9M 0.96 No model

Slot 1 and slot 2: : z−=-20 mm

Outlet: z+=1200 mm

UDE Pilot, coflow: z−=-20mm 110M 1.0 FSD

Slot 1 and slot 2: : z−=-20 mm

Outlet: z+=220 mm

Table 4: Computational domain, grid, flame resolution and turbulent combustion model
properties. z− and z+ are the axial position of inlet and outlet planes. δl = (T b −
Tu)/Max|∇T | ≈ 0.5mm is an estimation of the thermal flame thickness (for an equivalence
ratio φ = 0.9, assuming Le=1 and using GRI3.0 mechanism [27]). Most important model
parameters are indicated. F is the thickening factor of ATF model. ∆x is the grid size in
the flame region. ∆ is the filter width introduced to build the filtered look-up table used
in F-TACLES.
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Simulation Pilot inner Pilot inlet Pilot

type wall stream temperature mass flow rate

Adiabatic Adiabatic wall 2132K 1.952×10−4kg/s

Non-Adiabatic Isothermal wall (750K) 2000K at the centerline 1.952×10−4kg/s

Table 5: Boundary conditions prescribed by all groups for the pilot inlet stream (except
TUD who includes the pilot flame in their computation and did not specify the inlet stream
temperature). The pilot mass flow rate has been measured in the experiment [20].

Simulation Lift-off height Resolved flame

(mm) wrinkling

TUD 15 1.4

EM2C 15 1.8

ITV 17 1.8

LUND 15 2.2

DUE 22 3.5

Relative difference 18% 41%

Table 6: Flame lift-off height and resolved flame wrinkling for each computation. The
flame lift-off height is defined as the distance between the pilot burner exit and the lead-
ing edge of the mean temperature iso-level at 1850K. The resolved flame wrinkling is
roughly estimated as the ratio between an instantaneous flame surface versus the mean
flame surface (both surfaces are defined at the T=1850K iso-level). Relative difference
corresponds to the ratio between the RMS and the mean value.
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group grid processors N T t n m CFL T/t
code order clock rate cores C-time sim-time cells steps T/N T/t/N

– – – 1 103h s 106 103 1 106

TUD struct. Xeon 5660 60 67 0.42 6.5 350 0.2 580
FASTEST O(2) 2.8 GHz 46 d 9.6

EM2C unstr. PowerA2 1000 200 0.20 5.4 28 0.6 3600
YALES2 O(4) 1.6 GHz 8 d 3.6

ITV struct. Xeon 2680 48 30 0.25 3.1 50 0.6 540
CIAO O(2) 2.7 GHz 26d 9

LUND unstr. AMD 6220 32 11 0.36 3.0 140 0.1 120
OpenFOAM O(2) 3.0 GHz 14 d 3.6

UDE struct. PowerA2 8000 360 1.10 110.0 100 0.5 1200
PsiPhi O(2) 1.6 GHz 2 d 0.14

Table 7: Overview of the computations. The table shows the research groups, the type of
grid and the achieved order of accuracy, the type of processors with its clock rate (Power
cores are part of IBM BlueGene/Q systems), the number of cores, the core-hours, the
simulated real time, the number of grid cells, the number of iterative steps, the CFL
number and approximate run time in days, the ratio of core time to real time and finally
the factor between real-time and wall-clock time (or by which factor the simulation needs
to be speed up to achieve real time).
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Appendix A. Species mass fractions
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Figure A.18: Mean CH4 mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.19: RMS of CH4 mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.20: Mean CO2 mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.21: RMS of CO2 mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.22: Mean H2O mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.23: RMS of H2O mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Ỹ
O

2
[−

]

Z = 45 mm

0 10 20 30 40 50

r[mm]

0.00

0.08

0.16

0.24

Z = 75 mm

0 10 20 30 40 50

r[mm]

0.00

0.08

0.16

0.24

Z = 100 mm

0 10 20 30 40 50

r[mm]

0.00

0.08

0.16

0.24

Z = 200 mm

Figure A.24: Mean O2 mass fraction at different axial positions. Solid lines: non-adiabatic
LES, dashed lines adiabatic LES.
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Figure A.25: RMS of O2 mass fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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Figure A.26: Mean mixture fraction at different axial positions. Solid lines: non-adiabatic
LES, dashed lines adiabatic LES.
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Figure A.27: RMS of mixture fraction at different axial positions. Solid lines: non-
adiabatic LES, dashed lines adiabatic LES.
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