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MODERATE DEVIATIONS FOR PARAMETERS ESTIMATION IN A

GEOMETRICALLY ERGODIC HESTON PROCESS

MARIE DU ROY DE CHAUMARAY

Abstract. We establish a moderate deviation principle for the maximum likelihood es-
timator of the four parameters of a geometrically ergodic Heston process. We also obtain
moderate deviations for the maximum likelihood estimator of the couple of dimensional
and drift parameters of a generalized squared radial Ornstein-Uhlenbeck process. We
restrict ourselves to the most tractable case where the dimensional parameter satisfies
a > 2 and the drift coefficient is such thatb < 0. In contrast to the previous literature,
parameters are estimated simultaneously.

1. Introduction

In the recent theory of hedging, a particular attention has been drawn to the study
of stochastic volatility models in which the volatility itself is given as a solution of some
stochastic differential equation, see [19], [17] and [11] for financial accuracy. Among them,
Heston process [13] is one of the most popular, due to its computational tractability.
For example, call option prices are succesfully computed in [16] using Fourier inversion
techniques. We denote by Yt the logarithm of the price of a given asset and by Xt its
instantaneous variance, and we consider the following Heston process

(1.1)

{
dXt= (a+ bXt) dt+ 2

√
Xt dBt

dYt = (c+ dXt) dt+ 2
√
Xt

(
ρ dBt +

√
1− ρ2 dWt

)

with a > 0, (b, c, d) ∈ R
3 and ρ ∈] − 1, 1[, where (Bt,Wt) is a 2-dimensional standard

Wiener process and the initial state (x0, y0) ∈ R
+ × R. In this process, the volatility Xt

is driven by a generalized squared radial Ornstein-Uhlenbeck process, also known as the
CIR process, firstly studied by Feller [8] and introduced in a financial context by Cox,
Ingersoll and Ross [5] to compute short-term interest rates. The behaviour of the CIR
process has been widely investigated and depends on the values of both coefficients a and
b. We shall restrict ourself to the most tractable situation where a > 2 and b < 0. In this
case, the CIR process is geometrically ergodic and never reaches zero.
To calibrate the model, we estimate all the parameters (a, b, c, d) at the same time

using a trajectory of (Xt) and (Yt) over the time interval [0, T ]. Azencott and Gadhyan
[2] developed an algorithm to estimate some parameters of the Heston process based on
discrete time observations, by making use of Euler and Milstein discretization schemes
for the maximum likelihood. However, in the special case of an Heston process, the exact
likelihood can be computed. It allows us to construct the maximum likelihood estimator
(MLE) without using sophisticated approximation procedures, which are necessary for

many stochastic volatility models, see [1]. The MLE θ̂T = (âT , b̂T , ĉT , d̂T ) of θ = (a, b, c, d)
has been recently investigated in [3], together with its asymptotic behavior in the special
case where a ≥ 2. It is given as follows

(1.2) θ̂T = θ + 2

(
〈M〉−1

T 0

0 〈M〉−1
T

)(
MT

NT

)
,
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2 MARIE DU ROY DE CHAUMARAY

where MT and NT are continuous-time martingales respectively given by

(1.3) MT =

(∫ T

0

X
−1/2
t dBt,

∫ T

0

X
1/2
t dBt

)⊺

, NT =

(∫ T

0

X
−1/2
t dB̃t,

∫ T

0

X
1/2
t dB̃t

)⊺

with dB̃t = ρ dBt +
√
1− ρ2 dWt, and 〈M〉T is the increasing process of MT given by

(1.4) 〈M〉T = T

(
ΣT 1
1 ST

)

with ST = T−1
∫ T

0
Xt dt and ΣT = T−1

∫ T

0
X−1

t dt. This estimator is strongly consistent,

i.e. θ̂T converges almost surely to θ as T goes to infinity. It also satisfies the following
central limit theorem (CLT):

√
T
(
θ̂T − θ

)
L−→ N (0, 4R⊗ Σ−1)

where ⊗ stands for the Kronecker product and the matrix Σ and R are respectively given
by

(1.5) Σ =

( −b
a−2

1
1 −a

b

)
and R =

(
1 ρ
ρ 1

)
.

One can observe that (âT , b̂T ) coincides with the MLE of the parameters (a, b) of the CIR
process based on the observation of (XT ) over the time interval [0, T ]:

(1.6)

(
âT
b̂T

)
=

(
a
b

)
+ 2 〈M〉−1

T MT .

Asymptotic results about this estimator can be found in [18], [9] and [4], and a large
deviation principle (LDP) has been recently established in [7]. In the easier case where
one parameter is estimated while the other one is supposed to be known, [20] gives large
deviations whereas [10] derives moderate deviations.

In this paper, our goal is to establish a moderate deviation principle (MDP) for the
MLE of the four parameters of the Heston process given in (1.2), which is an natural
continuation of the central limit theorem. Let us first recall some basic definitions of large
deviation theory. We refer to [6] for further details. Let (λT )T be a positive sequence
of real numbers increasing to infinity with T . A sequence (ZT )T of Rd-valued random
variables satisfies a large deviation principle (LDP) with speed λT and rate function
I : Rd 7→ [0,+∞] if I is lower semi-continuous and such that (ZT )T satisfies the following
upper and lower bounds: for any closed set F of Rd

lim sup
T→+∞

λ−1
T logP (ZT ∈ F ) ≤ − inf

z∈F
I (z)

and for any open set G of Rd

lim inf
T→+∞

λ−1
T log P (ZT ∈ G) ≥ − inf

z∈G
I (z).

If furthermore the level sets of I are compacts, I is called a good rate function. Ad-
ditionally, if λT = o(T ), a sequence (ZT )T of R

d-valued random variables satisfies a
moderate deviation principle (MDP) with speed λT and rate function I, if the sequence

(
√

T/λTZT )T satisfies an LDP with speed λT and rate function I.
In other words, let (λT )T be a positive sequence satisfying for T going to infinity

(1.7) λT → +∞ and
λT

T
→ 0.

We investigate in this paper an LDP for
√

T
λT

(θ̂T − θ) with speed λT and compute the

explicit rate function. By the way, we also establish an MDP for the MLE of the two
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parameters of a CIR process. The paper is organised as follows. Section 2 contains our
main results while Sections 3 and 4 are devoted to their proofs. For the remaining of the
paper, we suppose that the starting point x0 of the CIR process is strictly positive.

2. Main results

We establish MDPs for the MLE (âT , b̂T ) of the parameters (a, b) of the CIR process

given by (1.6), as well as for the MLE θ̂T of the Heston process given by (1.2).

Theorem 2.1. The sequence
(√

T
λT

(âT − a, b̂T − b)
)
satisfies an LDP with speed λT and

good rate function Ia,b given for all (α, β) ∈ R
2 by

(2.1) Ia,b(α, β) = − b

8(a− 2)
α2 − a

8b
β2 +

αβ

4
.

Theorem 2.2. The sequence
(√

T
λT
(θ̂T − θ)

)
satisfies an LDP with speed λT and good

rate function Iθ given for all (α, β, γ, δ) ∈ R
4 by

Iθ(α, β, γ, δ) =
(
1− ρ2

)−1
(Ia,b (α, β) + Ia,b (γ, δ) + ρ J (α, β, γ, δ)) .

where Ia,b is given by (2.1) and

J (α, β, γ, δ) = −αδ +
b

a− 2
αγ − βγ +

a

b
βδ.

Remark 2.1. One can observe that the first result is a particular case of the second one,

with γ = δ = ρ = 0, and we easily check that

Ia,b = Iθ (·, ·, 0, 0) .
The proofs are respectively postponed to Sections 3 and 4.

3. Proof of the MDP for the CIR process

We rewrite the MLE (âT , b̂T ) of the parameters (a, b) of the CIR process as follows:

(3.1)

√
T

λT

(
âT − a

b̂T − b

)
= 2T 〈M〉−1

T

1√
λTT

MT .

In order to prove Theorem 2.1, we first establish LDPs with speed λT for (λTT )
−1/2 MT

and for T−1 〈M〉T . Then we conclude using the contraction principle (see Theorem 4.2.1
of [6]) which is recalled here for completeness.

Lemma 3.1 (Contraction Principle). Let (ZT )T be a sequence of random variables of Rd

satisfying an LDP with good rate function I and g : Rd → R
n be a continuous function

over DI =
{
x ∈ R

d|I(x) < +∞
}
. Then, the sequence (g(ZT ))T satisfies an LDP with

good rate function J defined for all y ∈ R
n by

J (y) = inf
{x∈DI |g(x)=y}

I (x) ,

where the infimum over the empty set is equal to infinity.

Lemma 3.2. The sequence
(
(λTT )

−1/2MT

)
satisfies an LDP with speed λT and good

rate function IM given, for all (m,n) ∈ R
2, by

(3.2) IM(m,n) = −a(a− 2)

4b
m2 − b

4
n2 − a− 2

2
mn.
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Proof. We establish this LDP by applying the Gärtner-Ellis Theorem. Thus, for T going to
infinity, we need to compute the pointwise limit Λ of the normalized cumulant generating

function ΛT of
(
(λTT )

−1/2MT

)
given, for all v ∈ R

2, by

ΛT (v) =
1

λT

logE
[
e
√

λT /T 〈v,MT 〉
]

We show in Corollary B.1 of Appendix B that for all v ∈ R
2,

(3.3) Λ(v) = lim
T→+∞

ΛT (v) =
1

2
v⊺ Σ v,

where the matrix Σ was previously given in (1.5). Thus, by the Gärtner-Ellis Theorem,

the sequence
(
(λTT )

−1/2 MT

)
satisfies an LDP with speed λT and rate function IM given

by the Fenchel-Legendre transform of Λ, for all µ ∈ R
2,

(3.4)
IM(µ) = sup

{
〈µ, v〉 − Λ(v) | v ∈ R

2
}

= sup

{
µ⊺v − 1

2
v⊺Σ v | v ∈ R

2

}
.

The function of v that we need to optimise is non convex with a critical point v0 = Σ−1µ.
Replacing it into (3.4) and using the fact that Σ is symmetric, we obtain that

IM(µ) =
1

2
µ⊺ Σ−1 µ

which easily leads to the announced result. �

Lemma 3.3. The sequence
(
(λTT )

−1/2NT

)
satisfies an LDP with speed λT and good rate

function IM given by (3.2).

Proof. It works as in the previous proof, except that, this time, we make use of Corollary
B.2. �

Lemma 3.4. The sequences
(
2T 〈M〉−1

T (λTT )
−1/2 MT

)
and

(
2Σ−1 (λTT )

−1/2 MT

)
are

exponentially equivalent with speed λT , which means that, for all ε > 0,

lim sup
T→+∞

1

λT

log P
(
‖
(
T 〈M〉−1

T − Σ−1
)
(λTT )

−1/2 MT ‖≥ ε
)
= −∞,

where ‖ · ‖ is the Euclidean norm.

Proof. For all ε > 0 and all η > 0, we have the following upper bound:

lim sup
T→+∞

1

λT
log P

(
‖
(
T 〈M〉−1

T − Σ−1
)
(λTT )

−1/2MT ‖≥ ε
)
≤ lim sup

T→+∞
max {P η

T ;Q
η,ε
T }

with

P η
T =

1

λT
log P

(
‖ T 〈M〉−1

T − Σ−1 ‖≥ η
)

and

Qη,ε
T =

1

λT

logP

(
‖ (λTT )

−1/2 MT ‖≥ ε

η

)
,
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where we also denote by ‖ · ‖ the subordinate norm. On the one hand, we rewrite

P η
T =

T

λT

1

T
log P

(
‖T 〈M〉−1

T − Σ−1‖ ≥ η
)

≤ T

λT

1

T
log

[
P

((
ΣT

VT

+
b

2

)2

+

(
ST

VT

+
a(a− 2)

2b

)2

≥ η2

2

)
+ P

(∣∣∣∣
a− 2

2
− 1

VT

∣∣∣∣ ≥
η

2

)]

≤ 1

λT
log 2 +

T

λT
max {pηT ; qηT}

where VT = STΣT − 1, and pηT and qηT are respectively given by

pηT =
1

T
logP

((
ΣT

VT
+

b

2

)2

+

(
ST

VT
+

a(a− 2)

2b

)2

≥ η2

2

)

and

qηT =
1

T
log P

(∣∣∣∣
a− 2

2
− 1

VT

∣∣∣∣ ≥
η

2

)
.

We show in Appendix C that, for all η > 0,

(3.5) pη := lim sup
T→+∞

pηT < 0 and qη := lim sup
T→+∞

qηT < 0.

Using the fact that T
λT

tends to infinity, we obtain that for all η > 0,

lim sup
T→+∞

P η
T = −∞.

On the other hand, as we have established in Lemma 3.2 an MDP for
(
(λTT )

−1/2MT

)

with rate function IM , we have the following upper bound

lim sup
T→+∞

Qη,ε
T ≤ − inf {IM (m,n) | (m,n) /∈ B (0, ε/η)}

Letting η tend to zero, we obtain that

lim sup
η→0

lim sup
T→+∞

Qη,ε
T = −∞.

Thus, for all ε > 0,

lim sup
η→0

lim sup
T→+∞

max {P η
T ;Q

η,ε
T } = −∞.

�

Lemma 3.5. The sequences
(
2T 〈M〉−1

T (λTT )
−1/2NT

)
and

(
2Σ−1 (λTT )

−1/2NT

)
are

exponentially equivalent with speed λT , which means that, for all ε > 0,

lim sup
T→+∞

1

λT
log P

(
‖
(
T 〈N〉−1

T − Σ−1
)
(λTT )

−1/2 NT ‖> ε
)
= −∞,

where ‖ · ‖ is the Euclidean norm.

Proof. As the martingales MT and NT share the same bracket process and the same MDP,
the previous proof remains valid for the martingale NT instead of MT . �

Theorem 2.1 immediately follows from Lemmas 3.2 and 3.4, by a straightforward ap-
plication of the contraction principle recalled in Lemma 3.1.



6 MARIE DU ROY DE CHAUMARAY

Proof of Theorem 2.1. Combining Lemma 3.1 with Lemma 3.2, we show that the sequence

(2Σ−1 (λTT )
−1/2 MT ) satisfies an LDP with speed λT and rate function Ia,b given for all

(α, β) ∈ R
2 by

Ia,b(α, β) = IM

(
1

2
Σ (α, β)⊺

)
,

where IM is obtained in Lemma 3.2. Besides, by Lemma 3.4 and equation (3.1), the

sequences
√

Tλ−1
T

(
âT − a, b̂T − b

)
and (2Σ−1 (λTT )

−1/2 MT ) share the same LDP with

speed λT . This gives the announced result. �

4. Proof of the MDP for the Heston process

We now go back to the MLE θ̂T and prove the main Theorem 2.2. We denote by MT

the continuous-time martingale

MT =

(
MT

NT

)
,

where MT and NT are given by (1.3). As
〈
dBt, dB̃t

〉
= ρ dt, we easily obtain that the

bracket process of MT equals

(4.1) 〈M〉T = R⊗ 〈M〉T
where the matrix R is given in (1.5). We follow the same scheme than in the previous
section. We have the following decompostion:

√
Tλ−1

T

(
θ̂T − θ

)
= 2T

(
I2 ⊗ 〈M〉−1

T

)
(λTT )

−1/2MT .

We first establish an LDP with speed λT for the 4-dimensional martingale (λTT )
−1/2MT ,

by making use of the exponential convergence of its bracket process. Then we show that
the estimator is exponentially equivalent to some sequence involving the matrix Σ and the
martingale MT , for which we are able to establish an LDP by applying the contraction
principle.

Lemma 4.1. The sequence
(
(λTT )

−1/2MT

)
satisfies an LDP with speed λT and good

rate function IM given for all (x, y, z, t) ∈ R
4 by

IM(x, y, z, t) =
(
1− ρ2

)−1
(
IM(x, y) + IM(z, t) + ρ

a− 2

2

(
yz + xt+

a

b
zx+

b

a− 2
ty

))
,

where IM is given by (3.2).

Proof. We establish this LDP by applying again the Gärtner-Ellis Theorem. Thus, we
need to compute the pointwise limit, for T going to infinity, of the normalized cumulant

generating function LT of
(
(λTT )

−1/2MT

)
given for all u ∈ R

4 by

LT (u) =
1

λT
logE

[
e
√

λT /T 〈u,MT 〉
]
.

We show in Appendix B that,

(4.2) lim
T→+∞

LT (u) =
1

2
u⊺Γu,

where the matrix Γ is given by

(4.3) Γ = R ⊗ Σ =

(
Σ ρΣ
ρΣ Σ

)
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with R and Σ given in (1.5). Thus, the sequence
(
(λTT )

−1/2 MT

)
satisfies an LDP with

speed λT and good rate function IM given for all µ ∈ R
4 by

(4.4) IM (µ) = sup
Λ∈R4

{
µ⊺Λ− 1

2
Λ⊺ΓΛ

}
=

1

2
µ⊺Γ−1µ.

It is not hard to see that

(4.5) Γ−1 = R−1 ⊗ Σ−1 =
(
1− ρ2

)−1
(

Σ−1 −ρΣ−1

−ρΣ−1 Σ−1

)
.

We complete the proof of Lemma 4.1 combining (4.4) and (4.5). �

Lemma 4.2. We denote by S the block matrix

(4.6) S = I2 ⊗ Σ =

(
Σ 0
0 Σ

)

where I2 stands for the identity matrix of size 2 and Σ is given by (1.5). The sequences(√
T
λT
(θ̂T − θ)

)
and

(
2S−1 (λTT )

−1/2MT

)
are exponentially equivalent with speed λT .

Proof. We want to prove that for all ε > 0,

(4.7) lim sup
T→+∞

λ−1
T log P

(
‖ (I2 ⊗ BT ) (λTT )

−1/2MT ‖> ε
)
= −∞,

where ‖ · ‖ is the Euclidean norm and BT = T 〈M〉−1
T −Σ−1. We have the following upper

bound:

P

(
‖ (I2 ⊗BT ) (λTT )

−1/2MT ‖> ε
)
≤ PM

T + PN
T

where PM
T = P

(
‖ BT (λTT )

−1/2 MT ‖> ε√
2

)
and PN

T = P

(
‖ BT (λTT )

−1/2NT ‖> ε√
2

)
.

We have shown in Lemma 3.4 that

lim sup
T→+∞

λ−1
T logPM

T = −∞,

and, by Lemma 3.5, we also know that

lim sup
T→+∞

λ−1
T logPN

T = −∞.

This leads to (4.7) which gives the announced result. �

The proof of Theorem 2.2 is a direct consequence of both Lemmas 4.1 and 4.2.

Proof of Theorem 2.2. The contraction principle together with Lemma 4.1 imply that the

sequence
(
2S−1 (λTT )

−1/2MT

)
satisfies an LDP with speed λT . However, it follows from

Lemma 4.2 that this sequence is exponentially equivalent to
√

T
λT

(
θ̂T − θ

)
, which means

that they share the same LDP. The rate function Iθ is given by the contraction principle
as follows. For all µ ∈ R

4,

Iθ (µ) = inf
Λ∈R4

{
IM(Λ) |µ = 2S−1Λ

}

where IM is given in Lemma 4.1. Thus,

Iθ (µ) = IM

(
1

2
Sµ
)

which leads to the announced result, just replacing IM by its expression. �
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Appendix A: Changes of parameters

To compute the limits of the cumulant generating functions (3.3) and (4.2), which is
the aim of Appendix B, we recall some changes of probability formulas. We denote by
P
a,b
c,d the distribution of the solution of (1.1) associated with parameters a, b, c and d, and

by E
a,b
c,d the corresponding expectation. At first, we change both parameters a and b of

the first equation of (1.1), which corresponds to the CIR process. Applying Girsanov’s
formula given e.g. in Theorem 1.12 of [14], we have
(A.1)

dPa,b
c,d

dPα,β
c,d

= exp

(∫ T

0

a+ bXt − (α + βXt)

4Xt

dXt −
1

2

∫ T

0

(a+ bXt)
2 − (α + βXt)

2

4Xt

dt

)

= exp

(
a− α

4

∫ T

0

X−1
t dXt +

b− β

4

∫ T

0

dXt

−1

8

∫ T

0

(
(a2 − α2)X−1

t + (b2 − β2)Xt + 2(ab− αβ)
)
dt

)

= X
a−α
4

T exp

(
−a− α

4
(logX0 + bT ) +

b− β

4
(XT −X0 − αT )

)

× exp

(
−T

8

(
(b2 − β2)ST +

(
4(α− a)− α2 + a2

)
ΣT

))
.

For the last equality, we use It’s formula applied to logXT , which gives
∫ T

0

X−1
t dXt = logXT − logX0 + 2

∫ T

0

X−1
t dt.

We also need to change parameters c and d of the second equation in (1.1). We rewrite
this equation with new parameters γ and δ:

dYt = (γ + δXt) dt+ 2
√

Xt

[
ρ dBt +

√
1− ρ2dW̃t

]

where

dW̃t = dWt +
dt

2
√

1− ρ2

(
(c− γ)X

−1/2
t + (d− δ)X

1/2
t

)
.

Thus, we obtain that

(A.2)

dPa,b
c,d

dPa,b
γ,δ

= exp

(
c− γ

2
√

1− ρ2

∫ T

0

X
−1/2
t dWt +

d− δ

2
√

1− ρ2

∫ T

0

X
1/2
t dWt

)

× exp

(
T

8 (1− ρ2)

[
(d− δ)2ST + (c− γ)2ΣT + 2 (c− γ) (d− δ)

])
.

Appendix B: Proof of the pointwise limit of the cumulant generating

function

We want to compute the pointwise limit of the cumulant generating function LT of

(λTT )
−1/2MT . With MT being replaced by its expression in Xt, Bt, Wt and ρ, we have

that, for all u = (u1, u2, u3, u4) ∈ R
4,

(B.1) ET (u) := E
a,b
c,d

[
e
√

λT /T 〈u,MT 〉
]
= E

a,b
c,d [E1,T E2,T E3,T E4,T ]

where

E1,T = exp

(
v3,T

∫ T

0

X
−1/2
t dBt

)
, E2,T = exp

(
v4,T

∫ T

0

X
1/2
t dBt

)
,
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E3,T = exp

(√
λT

T

√
1− ρ2u3

∫ T

0

X
−1/2
t dWt

)
,

E4,T = exp

(√
λT

T

√
1− ρ2u4

∫ T

0

X
1/2
t dWt

)
.

with v3,T =
√

λT/T (u1 + ρu3) and v4,T =
√

λT/T (u2 + ρu4). We use (A.2) to change
parameters c and d in order to kill the terms involving Wt. We obtain that

(B.2) E
a,b
c,d [E1,T E2,T E3,T E4,T ] = E

a,b
γT ,δT

[GTE1,T E2,T ]
where γT = c+ 2u3

√
λT/T (1− ρ2), δT = d+ 2u4

√
λT/T (1− ρ2) and

(B.3) GT = exp

(
T

8 (1− ρ2)

(
(c− γT )

2ΣT + (d− δT )
2ST + 2(c− γT )(d− δT )

))
.

Additionally, using the first equation of (1.1) and Itô’s formula applied to logXT , we
obtain that

(B.4) 2

∫ T

0

X
1/2
t dBt = XT − x0 − a T − b TST

and

(B.5) 2

∫ T

0

X
−1/2
t dBt = logXT − log x0 − b T + (2− a) T ΣT

where ST and ΣT are given after (1.4). Thus, we rewrite E1,T and E2,T as functions of XT ,
ST and ΣT :

(B.6) E1,T = exp
(v3,T

2
(logXT − log x0 − bT + (2− a)TΣT )

)

and

(B.7) E2,T = exp

(
1

2
v4,T (XT − x0 − aT − bTST )

)
.

Thus, replacing (B.3), (B.7) and (B.6) into (B.2), and taking out of the expectation all
the deterministic terms, we obtain that

(B.8) ET (u) = exp (AT )E
a,b
γT ,δT

[
exp

(
v1,TTΣT + v2,TTST +

1

2
(v3,TXT + v4,T logXT )

)]

where

v1,T =
(c− γT )

2

8 (1− ρ2)
+

2− a

2
v3,T , v2,T =

(d− δT )
2

8 (1− ρ2)
− b

2
v4,T

and

AT = T
(
1− ρ2

)−1
(c− γT ) (d− δT ) /4− v4,T (aT + x0) /2− v3,T (log x0 + bT ) /2.

We now make a new change of parameters for a and b, in order to kill the terms involving
ST and ΣT . The new time-depending parameters are given, for T large enough, by

αT = 2 + (a− 2)

√
1− 8 v1,T/ (a− 2)2 and βT = b

√
1− 8 v2,T/b2.

Thus, (B.8) becomes

(B.9) ET (u) = exp (−w1,Tx0 − w2,T log x0 + TCT )EαT ,βT

γT ,δT

(
exp (w1,TXT )X

w2,T

T

)

where w1,T = (b− βT + 2v4,T ) /4, w2,T = (a− αT + 2v3,T ) /4 and

4CT = −2av4,T − 2bv3,T + βTαT − ab− (c− γT )(d− δT )/(1− ρ2).
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Therefore, taking the logarithm of (B.9), we obtain that

(B.10) logET (u) = −w1,Tx0 − w2,T log x0 + TCT + logEαT ,βT

γT ,δT

(
exp (w1,TXT )X

w2,T

T

)
.

We now have to divide (B.10) by λT and investigate the limit for T going to infinity. We
consider each term of the right-hand side of (B.10) separately. First of all, as w1,T and
w2,T tend to zero for T going to infinity, we immediately deduce that

(B.11) lim
T→+∞

λ−1
T (−w1,Tx0 − w2,T log x0) = 0.

We now consider the term TCT/λT . On the one hand, replacing γT and δT by their
respective definitions, we easily obtain that

(B.12)
1

4 (1− ρ2)
(c− γT ) (d− δT )

T

λT
=
(
1− ρ2

)
u3u4.

On the other hand, as λT/T goes to zero for T tending to infinity, we expand βTαT up

to order two in
√

λT/T and obtain that:

(B.13)

T
4λT

(−2av4,T − 2bv3,T + βTαT − ab) = − b

2 (a− 2)

(
(u1 + ρu3)

2 +
(
1− ρ2

)
u2
3

)

− a

2b

(
(u2 + ρu4)

2 +
(
1− ρ2

)
u2
4

)

+ (u1 + ρu3) (u2 + ρu4) + o (1) .

Thus, for T going to infinity, the limit value of TCT/λT is the sum of the limits of (B.12)
and (B.13). Before concluding, we will now show that

(B.14) lim
T→+∞

λ−1
T logEαT ,βT

γT ,δT

(
exp (w1,TXT )X

w2,T

T

)
= 0

The density function of the solution XT associated with parameters αT and βT and initial
point x0 is given, for any positive real y, by

f(y) = KT exp (−y/2) y(αT−2)/4I(αT−2)/2

(√
yξT

)

where Iν is the modified Bessel function of the first kind and ξT and KT are two constants
respectively given by

ξT = − x0βT

e−βT T − 1
and KT =

e−ξT /2

2ξ
(αT−2)/4
T

,

see for instance [15]. Thus, using formulas 6.643(2) and 9.220(2) of [12], we compute the
expectation in the last term of (B.10) as follows

E
αT ,βT

γT ,δT

(
exp (w1,TXT )X

w2,T

T

)
=

∫ +∞
0

exp (w1,Ty) y
w2,T f(y) dy

=
Γ(w2,T + αT/2)

Γ(αT/2)
2(αT+2)/4 (1/2− w1,T )

−(2w2,T+αT−1)/2

× e−ξT /2
1F1 (w2,T + αT /2, αT/2, ξT/(2− 4w1,T ))

where 1F1 is the degenerate hypergeometric function (see [12]). As we want to compute
the limit of the logarithm of this expectation, the obtained product becomes a sum and
we investigate the limit of each term separately. For T going to infinity, αT converges to
a and βT to b whereas ξT , w1,T and w2,T vanish. Thus, we obtain the four following limits

lim
T→+∞

λ−1
T log

Γ(w2,T + αT/2)

Γ(αT/2)
= lim

T→+∞
λ−1
T log

Γ(a/2)

Γ(a/2)
= 0,

lim
T→+∞

λ−1
T

αT + 2

4
log 2 = 0,
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lim
T→+∞

λ−1
T (w2,T + αT/2− 1/2) log (1/2− w1,T ) = lim

T→+∞
λ−1
T (a/2− 1/2) log(1/2) = 0,

lim
T→+∞

λ−1
T ξT/2 = 0.

Furthermore,

lim
T→+∞ 1F1 (w2,T + αT/2, αT/2, ξT/(2− 4w1,T )) = 1F1 (a/2, a/2, 0) = 1

which, combined with the previous limits, leads to (B.14). We conclude from the con-
junction of (B.11), (B.12), (B.13) and (B.14), that
(B.15)

lim
T→∞

λ−1
T logET (u) = − b

2 (a− 2)

(
u2
1 + 2ρu1u3 + u2

3

)
− a

2b

(
u2
2 + 2ρu2u4 + u2

4

)

+u1u2 + u3u4 + ρ (u1u4 + u2u3)

=
1

2
u⊺Γu,

with the matix Γ given by (4.3). This concludes the proof of (4.2).

Corollary B.1. Let ΛT be the normalized cumulant generating function of ((λTT )
−1/2MT )

given, for all v ∈ R
2, by

ΛT (v) =
1

λT
logE

[
e
√

λT /T 〈v,MT 〉
]
.

Its pointwise limit Λ satisfies

(B.16) Λ(v) = lim
T→+∞

ΛT (v) =
1

2
v⊺Σ v,

where the matrix Σ was previously given in (1.5).

Proof. One can observe that

ΛT (v) =
1

λT
ET (v

⊺, 0, 0),

where ET is defined and computed in the previous proof. Taking u3 = u4 = 0 in (B.15),
we obtain the announced result. �

Corollary B.2. Let LT be the normalized cumulant generating function of ((λTT )
−1/2NT )

given, for all v ∈ R
2, by

LT (v) =
1

λT

logE
[
e
√

λT /T 〈v,NT 〉
]
.

Its pointwise limit L satisfies

(B.17) L(v) = lim
T→+∞

LT (v) =
1

2
v⊺ Σ v,

where the matrix Σ was previously given in (1.5).

Proof. As for the previous corollary, one can observe that

LT (v) =
1

λT
ET (0, 0, v

⊺),

Taking u1 = u2 = 0 in (B.15), we obtain the announced result. �
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Appendix C: Proof of the exponential convergence for ST and ΣT

We start by showing that pη given in (3.5) is stricly negative. We have established, in
Lemma 3.1 of [7], that the couple (ST ,ΣT ) satisfies an LDP with speed T and good rate
function I given for any (x, y) ∈ R

2 by

(C.1) I(x, y) =





y

2(xy − 1)
+

b2

8
x+

(a− 2)2

8
y +

ab

4
if x > 0, y > 0 and xy − 1 > 0,

+∞ otherwise.

We denote by DI the domain of R2 where I is finite. Using the contraction principle
recalled in Lemma 3.1, we show that the sequence (ΣT /VT , ST/VT ) satisfies an LDP with
good rate function J given, for all (z, t) ∈ R

2, by

J(z, t) = inf {I(x, y)|(x, y) ∈ DI , g(x, y) = (z, t)}
where g(x, y) = (y(xy − 1)−1, x(xy − 1)−1), and the infimum over the empty set is equal
to infinity. One can observe that, if z ≤ 0 or t ≤ 0, (x, y) is not inside DI , which means
that the finitude domain DJ of J is included inside R

+
∗ × R

+
∗ . For any z > 0 and t > 0,

the condition (z, t) = g(x, y) leads to

(C.2) y = z(xy − 1) and x = tz−1y.

Combining both, we obtain that y satisfies ty2 − y − z = 0. Only one solution is strictly
positive, it is given by

(C.3) y∗ =
1 +

√
1 + 4tz

2t
.

We deduce from the second equality in (C.2) that the only possible value for x is given
by

(C.4) x∗ =
1 +

√
1 + 4tz

2z
.

Replacing (C.3) and (C.4) into (C.1), we obtain that for any (z, t) ∈ R
+
∗ × R

+
∗ ,

(C.5) J(z, t) = I(x∗, y∗) =
z

2
+

(
b2

16z
+

(a− 2)2

16t

)(
1 +

√
1 + 4tz

)
+

ab

4
.

The function I is positive and only vanishes at point (−ab−1,−b(a− 2)−1), see [7]. Thus,
(C.5) implies that J is positive and vanishes for (x∗, y∗) = (−ab−1,−b(a − 2)−1). As,
(x∗, y∗) satisfy (z, t) = g(x∗, y∗), we obtain that J only vanishes at point

(z0, t0) =

(
x∗

x∗y∗ − 1
,

y∗

x∗y∗ − 1

)
=

(
−a(a− 2)

2b
,− b

2

)
.

Besides, applying the contraction principle again, we show that pη, given in (3.5), satisfies
the following upper bound

(C.6) pη ≤ − inf
{
J(z, t) | (z, t) /∈ B

(
(z0, t0), η

2
)}

.

We want to prove that pη is strictly negative. One can observe that the function J is
coercive. Indeed, let K be the compact subset of (R∗

+)
2 given by K = [ε, A]× [ξ, B] with

(C.7) ε =
b2

4(4− ab)
, A =

4− ab

2
, ξ =

(a− 2)2

4(4− ab)
and B =

4(4− ab)5

b6
,

we easily show that
∀(z, t) /∈ K, J(z, t) ≥ 1.

Consequently, the infimum of J over (R∗
+)

2 \ B ((z0, t0), η
2) reduces to the infimum over

the compact subset K \ B ((z0, t0), η
2). As J is a continuous function, this infimum is
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reached for some (z∗, t∗). As J is positive and only vanishes at point (z0, t0) which does
not belong to K \ B ((z0, t0), η

2), we can conclude that

inf
{
J(z, t) | (z, t) /∈ B

(
(z0, t0), η

2
)}

= J(z∗, t∗) > 0,

which is exactly the result that we wanted to prove.
We now consider qηT . We have established, in Theorem 3.2 of [7], an LDP for the

sequence (VT ) with speed T and good rate function K given for all x ∈ R by

K(x) =





− b

4

√
(x+ 1)

(
(a− 2)2 +

4

x

)
+

ab

4
if x > 0

+∞ if x ≤ 0.

Thus, by the contraction principle, the sequence (V −1
T ) satisfies an LDP with speed T and

good rate function K̃ which is infinite over R− and satisfies for any x > 0, K̃(x) = K(x−1).
Thus, we easily deduce that

qη ≤ − inf

{
K̃(x);

∣∣∣∣
a− 2

2
− x

∣∣∣∣ ≥
η

2

}
= −min

{
K̃

(
a− 2 + η

2

)
; K̃

(
a− 2− η

2

)}

which leads to qη < 0, as K̃ is strictly positive over R \
{

a−2
2

}
.
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