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LOCAL NULL-CONTROLLABILITY OF THE 2-D

VLASOV-NAVIER-STOKES SYSTEM

IVÁN MOYANO

Abstract. We prove a null controllability result for the Vlasov-Navier-Stokes
system, which describes the interaction of a large cloud of particles immersed
in a fluid. We show that one can modify both the distribution of particles and
the velocity field of the fluid from any initial state to the zero steady state, by
means of an internal control. Indeed, we can modify the non-linear dynamics
of the system in order to absorb the particles and let the fluid at rest. The
proof is achieved thanks to the return method and a Leray-Schauder fixed-

point argument.

Keywords: Vlasov-Navier-Stokes system; kinetic theory ; kinetic-fluid model;
controllability; return method.
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2 I. MOYANO

1. Introduction

The Vlasov-Navier-Stokes system describes the behaviour of a large cloud of
particles immersed in a viscous incompressible fluid. The interaction of the particles
with the surrounding fluid is taken into account through a coupling between a
Vlasov equation, modelling the transport of the particles, and the Navier-Stokes
system, governing the evolution of the fluid (see Section 1.2.2 for more details).
In this article, we are interested in the controllability of the dynamics of both the
particles and the fluid by means of a control located in a subset of the phase space.

More precisely, we consider the Vlasov-Navier-Stokes system in the 2-dimensional
torus T2 := R

2/Z2, which writes, for T > 0 and ω ⊂ T
2,

(1.1)






















∂tf + v · ∇xf + divv [(u − v)f ] = 1ω(x)G, (t, x, v) ∈ (0, T )× T
2 × R

2,
∂tu+ (u · ∇x)u−∆xu+∇xp = jf − ρfu, (t, x) ∈ (0, T )× T

2,
divx u(t, x) = 0, (t, x) ∈ (0, T )× T

2,
f|t=0 = f0(x, v), (x, v) ∈ T

2 × R
2,

u|t=0 = u0(x), x ∈ T
2,

where

(1.2) jf (t, x) :=

∫

R2

vf(t, x, v) dv, ρf (t, x) :=

∫

R2

f(t, x, v) dv.

We shall suppose throughout the article that the Lebesgue measure of the torus is
normalised, i.e.,

∫

T2 dx = 1.

1.1. Main results. Before stating our main results, we give the notion of solution
that we use in this work and we explain the controllability problem that we want
to solve.

1.1.1. Strong solutions.

DEFINITION 1.1. Let T > 0. Let f0 ∈ C 1(T2 × R
2) and u0 ∈ H1(T2;R2) with

divx u0 = 0. Let G ∈ C 0([0, T ]× T
2 × R

2). We say that (f, u) is a strong solution
of system (1.1) if the following conditions are satisfied:

f ∈ C
1([0, T ]× T

2 × R
2),(1.3)

the Vlasov equation is satisfied for every (t, x, v) ∈ (0, T )× T
2 × R

2,(1.4)

sup
t∈[0,T ]

∫

T2

∫

R2

(

1 + |v|+ |v|2
)

f(t, x, v) dxdv <∞,(1.5)

u ∈ C
0([0, T ];H1(T2;R2)) ∩ L2(0, T ;H2(T2;R2)),(1.6)

divx u(t, x) = 0, ∀t ∈ [0, T ],(1.7)

and for any ψ ∈ C 1([0, T ];H1(T2;R2)) with divx ψ(t, x) = 0 and t ∈ (0, T ], one has
∫

T2

u(t)ψ(t) dx +

∫ t

0

∫

T2

(∇u : ∇ψ − u⊗ u · ∇ψ − u∂tψ) ds dx

=

∫

T2

u0ψ(0) dx+

∫ t

0

∫

T2

(jf (s)− ρf (s)u(s))ψ(s) ds dx,(1.8)

where

∇u : ∇ψ :=
2
∑

j,k=1

∂ju
k∂jψ

k, u⊗ u · ∇ψ :=
2
∑

j,k=1

ujuk∂jψ
k.
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Let us recall that, under the incompressibility condition, the convection term satis-
fies that (u · ∇)u = div(u ⊗ u), with the previous notation.

1.1.2. The controllability problem. We are interested in the controllability proper-
ties of system (1.1), by means of an internal control, in the following sense. Given
f0 and f1 in a suitable function space and given T > 0, is it possible to find a
control G steering the solution of (1.1) from f0 to f1, in time T ? In other words,
we want to find G such that

f(T, x, v) = f1(x, v), ∀ (x, v) ∈ T
2 × R

2.

Another interesting point is to find G in such a away it could modify not only the
dynamics of the distribution function G but also the evolution of the field u from
u0 to a given u1 in time T .

In this article, we shall give a positive answer to this question for f1 = 0 and
u1 = 0. We need a geometric assumption on the region ω, stated in [22] and used
in [25, Definition 1.2, p.699].

DEFINITION 1.2 (Strip assumption). An open set ω ⊂ T
2 satisfies the strip

assumption if it there exists a straight line of R2 whose image H by the canonical
surjection s : R2 → T

2 is closed and included in ω. We shall call nH a unit vector
orthogonal to H, in such a way H =

{

x ∈ R
2;x · nH = 0

}

. For any l > 0, we
denote

Hl := H + [−l, l]nH.

Let us observe that, as H is closed in T
2, there exists δ > 0 such that

(1.9) H2δ ⊂ ω

and such that 4δ is smaller than the distance between two successive lines in s(H).

Under this geometric assumption and suitable hypothesis on the data u0, f0 and
f1, we obtain the following local null-controllability result in large time.

THEOREM 1.3. Let γ > 2, and let ω ⊂ T
2 satisfy the strip assumption of

Definition 1.2. There exists ǫ > 0, M > 0 and T0 > 0 such that for every T ≥ T0,
f0 ∈ C 1(T2 × R

2) ∩W 1,∞(T2 × R
2) and u0 satisfying that

(1.10) u0 ∈ C
1(T2;R2) ∩H2(T2;R2), divx u0 = 0, ‖u0‖

H
1
2 (T2)

≤M,

and that

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2) ≤ ǫ,(1.11)

∃κ > 0, sup
T2×R2

(1 + |v|)γ (|∇xf0|+ |∇vf0|) (x, v) ≤ κ,(1.12)

there exists a control G ∈ C 0([0, T ]× T
2 ×R

2) such that a strong solution of (1.1)
with f |t=0 = f0 and u|t=0 = u0 exists, is unique and satisfies

(1.13) f |t=T = 0, u|t=T = 0.

The techniques developed in this article allow to obtain, in absence of the control
term 1ω(x)G, that the strong solutions of the homogeneous Vlasov-Navier-Stokes
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(1.14)






















∂tf + v · ∇xf + divv [(u − v)f ] = 0, (t, x, v) ∈ (0, T )× T
2 × R

2,
∂tu+ (u · ∇x)u−∆xu+∇xp = jf − ρfu, (t, x) ∈ (0, T )× T

2,
divx u(t, x) = 0, (t, x) ∈ (0, T )× T

2,
f|t=0 = f0(x, v), (x, v) ∈ T

2 × R
2,

u|t=0 = u0(x), x ∈ T
2,

are unique within a certain class. The result is the following.

THEOREM 1.4. Let γ > 2 and T > 0. Then, for any M > 0, there exists ǫ > 0
such that for every f0 ∈ C 1(T2 × R

2) ∩W 1,∞(T2 × R
2) and u0 satisfying that

u0 ∈ C
1(T2;R2) ∩H2(T2;R2), divx u0 = 0, ‖u0‖

H
1
2 (T2)

≤M,

and that

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2) ≤ ǫ,(1.15)

∃κ > 0, sup
T2×R2

(1 + |v|)γ (|∇xf0|+ |∇vf0|) (x, v) ≤ κ,(1.16)

there exists a unique strong solution of (1.14) with f |t=0 = f0 and u|t=0 = u0.

REMARK 1.5. Theorem 1.3 is a local null-controllibility result in the sense that
the smallness conditions (1.11) and (1.10) are essential to prove the controllability.
On the other hand, condition (1.12) is useful to obtain certain stability estimates
(see Section 5), that are key to prove the controllability of the system and the unique-
ness of the corresponding solution.

Theorem 1.4 shows the existence of strong solutions of (1.14) with small-data in
any time. Condition (1.16) in this case ensures that this strong solution is unique.

1.2. Previous work.

1.2.1. The controllability of non-linear kinetic equations. The controllability of non-
linear equations, typically described by the coupling of a Vlasov equation and a
system for a vector field, originated from the work by O. Glass on the Vlasov-
Poisson system in [22]. In this work, the idea of combining the return method (see
Section 1.2.4 for details) with a Leray-Schauder fixed-point argument involving an
absorption procedure was successfully employed for the first time.

This strategy was later extended in [24] by O. Glass and D. Han-Kwan to the
Vlasov-Poisson system under external and Lorentz forces. The authors obtain both
local and global exact controllability results in the case of bounded external forces,
which requires some new ideas to construct the reference trajectories. Precisely, the
authors exploit the fact that the free dynamics and the dynamics under the external
force are similar in small time. In the case of Lorentz forces, a precise knowledge
of the magnetic field and a geometric control condition in the spirit of [2] allow to
obtain a local exact controllability result. The functional framework of [22, 24] is
the one given by the classical solution of the Vlasov-Poisson system, that is, some
appropriate Hölder spaces, according to [27]. To end up, let us mention that the
systems considered in these results present a coupling with a Poisson equation,
which is stationary, allowing the use of techniques from Harmonic approximation
to construct the reference trajectories.

In the case in which the Vlasov equation is coupled with a non-stationary equa-
tion, the construction of a reference trajectory has to be achieved in a different
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way. In this direction, a new strategy has been developed by O. Glass and D. Han-
Kwan in [25] in the context of the Vlasov-Maxwell system. In this case, the authors
use some controllability results for the Maxwell system, under the geometric con-
trol condition of [2], which allows to construct suitable reference trajectories. In
a second step, the Leray-Schauder fixed-point procedure must be reformulated in
order to respect some conservation laws. This gives a local controllability result for
the distribution function. This results holds in some appropriate Sobolev spaces,
according to the functional framework of [1, 28].

Furthermore, their strategy allows to obtain a local controllability result for the
distribution function under the assumption that ω contains a hyperplane, using the
convergence towards the Vlasov-Poisson system under a certain regime.

Finally, the methods of [22] and [24] have been applied by the author to a kinetic-
fluid system in [26], the Vlasov-Stokes system, where a Vlasov equation is coupled
with a stationary Stokes system, which can be seen as a simplified version of (1.1).

1.2.2. A short review on the Vlasov-Navier-Stokes system. This system is a model
to describe the behaviour of a large cloud of particles interacting with a viscous
incompressible fluid. Typically, the coupling is made through two mechanisms. The
action of the fluid on the particles is taken into account in the Vlasov equation,
where the field appears multiplying the gradient in velocity of the distribution
function. Secondly, the action of the particles on the fluid gives rise to a drag force
appearing in the Navier-Stokes system as a source term. For more details on the
model, we refer to [4].

The field equation in system (1.1), under the influence of the drag force j − ρu,
has been rigorously derived as a mean-field limit of a large cloud of particles by L.
Desvillettes, F. Golse and V. Ricci in [16], using homogeneisation techniques and
under a strong non-collision hypothesis.

The well-posedness of a simplified system has been done in [21]. The existence
of weak solutions to (1.1) in the three-dimensional torus has been achieved by L.
Boudin, L. Desvillettes, C. Grandmont and A. Moussa in [3]. Other related systems,
considering variable density or compressible fluids have been studied by Y.-P. Choi
and B. Kwon in [9, 10], along with its asymptotic behaviour.

Finally, the question of hydrodynamical limits under certain regimes has been
treated by T. Goudon, P. E. Jabin and A. Vasseur in [19, 20], considering also the
effects of collisions between particles.

1.2.3. Obstructions to controllability. Since Theorem 1.3 is a result of local nature
around the steady state (f, u) = (0, 0), a first step to achieve its proof could be the
use of the linear test (see [12]). Following the classical scheme, the controllability of
the linearised system around the trivial trajectory and the classical inverse mapping
theorem between proper functional spaces would imply the controllability of the
nonlinear system (1.1).

Indeed, the formal linearised equation around the trajectory (f, u) = (0, 0) is

(1.17)

{

∂tF + v · ∇xF − v · ∇vF − 2F = 1ω(x)G̃,
F (0, x, v) = f0(x, v),
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which is a transport equation with friction. By the method of characteristics, we
can give an explicit solution of (1.17), which writes
(1.18)

F (t, x, v) = e2tf0(x+ (1− et)v, etv) +

∫ t

0

e2(t−s)(1ωG̃)(s, x+ (1− et−s)v, et−sv) ds.

As pointed out in [22], there exist two obstructions for controllability, which are:

Small velocities: a certain (x, v) ∈ T
2×R

2 can have a ”good direction” with
respect to the control region ω, in the sense that x + (1 − e−t)v meets ω
at some time. However, if |v| is not sufficiently large, the trajectory of the
characteristic beginning at this point would possibly not reach ω before a
fixed time. In our case, the effects of friction could enhance this difficulty.

Large velocities: the obstruction concerning large velocities is of geometri-
cal nature. There exist some ”bad directions” with respect to ω, in the
sense that a characteristic curve beginning at (x, v) ∈ T

2 ×R
2 would never

reach ω, no matter how large |v| is.
As a result of this, and considering again equation (1.18), we deduce that the
linearised system is not controllable in general.

1.2.4. The return method. In order to circumvent these difficulties, we use the re-
turn method, due to J.-M. Coron.

The idea of this method, in the case under study, is to construct a reference
trajectory (f, u) starting from (0, 0) and coming back to (0, 0) at some fixed time
in such a way the linearised system around it is controllable. This method, which
makes a crucial use of the nonlinearity of the system, allows to avoid the obstruc-
tions discussed in the previous section.

We refer to [12, 23] for presentations and examples on the return method.

1.2.5. Strategy of the proof of Theorem 1.3. The strategy of this work follows the
scheme of [25]. More precisely, it relies on two ingredients, combined with a final
step needed to reach the zero state.

Step 1: We build a reference solution (f, u) of system (1.1) with a control
G, located in ω, starting from (0, 0) and arriving at (0, 0) at a sufficiently
large time T > 0 and such that the characteristics associated to the field
−v + u meet ω before T > 0. In doing this, the non-linear coupling will be
essential, thanks to the use of controllability results for the Navier-Stokes
system.

Step 2: We build a solution (f, u) close to (f, u) starting from (f0, u0) and
such that

f |t=T = 0 outside ω,

that is, all the particles are confined in ω at time T > 0. This can be done
by means of a fixed-point argument involving an absorption operator in the
control region ω.

Step 3: We modify the distribution function inside ω in order to get the zero
distribution at some time T + τ1, i.e, f |t=T+τ1 = 0. We then modify the
velocity field thanks to the coupling term and a controllability result for
the Navier-Stokes system, which yields

(f, u)|t=T+τ1+τ2 = (0, 0),

for some τ2 > 0.
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Let us note that the article centres mainly in the proof of Theorem 1.3,
as the proof of Theorem 1.4 follows from some minor modifications. This
will be clear from the proofs.

1.2.6. Outline of the paper. In Section 2, we recall some results on the characteristic
equations that will be important in the sequel. In Section 3, we construct a suitable
reference trajectory of system (1.1). In Section 4, we construct a strong solution of
this system, thanks to a fixed-point argument. In Section 5 we prove some stability
estimates for the Navier-Stokes system. In Section 6, we show that this strong
solution satisfies the controllability property. In Section 7, we prove that this strong
solution is unique within a certain class, which concludes the proof of Theorem 1.3.
In Section 8 we gather some comments and perspectives. In Appendices A and B
we recall some results on the Stokes and Navier-Stokes systems.

1.2.7. Notation and functional framework. Let T > 0 and set QT := [0, T ]×T
2×R

2

and ΩT := [0, T ]×T
2. If σ ∈ [0, 1], C

0,σ
b (Ω) denotes the space of bounded σ−Hölder

functions in QT , equipped with the norm

(1.19) ‖f‖
C

0,σ
b

(Ω) := ‖f‖L∞(Ω) + sup
(t,x,v) 6=(t′,x′,v′)

|f(t, x, v)− f(t′, x′, v′)|
|(t, x, v) − (t′, x′, v′)|σ ,

for any f ∈ C
0,σ
b (QT ). We shall also consider the spaces C

0,σ
b (ΩT ), with analogous

definitions.
We will also use the Sobolev spaces Wm,p, with m ∈ N

∗ and p ∈ [1,∞]. In the
particular case of the flat torus T2, the Fourier series allow to write

(1.20) f =
∑

k∈Z2

fke
ik·x, in L2(T2), ∀f ∈ L2(T2),

with

(1.21) fk :=

∫

T2

f(x)eik·x dx, ∀k ∈ Z
2.

Thus, for any s > 0, we may write

Hs(T2) =

{

f ∈ L2; f =
∑

k∈Z2

fke
ik·x, fk = f−k,

∑

k∈Z2

(

1 + |k|2
)s |fk|2 <∞

}

,

Hs
0(T

2) =

{

f ∈ Hs(T2);

∫

T2

f(x) dx = 0

}

,

which allows to equip these spaces, respectively, with the norms

(1.22) ‖f‖Hs :=

(

∑

k∈Z2

(1 + |k|2)s|fk|2
)

1
2

, ‖f‖Hs
0
:=

(

∑

k∈Z2

|k|2s|fk|2
)

1
2

,

with equivalence of norms in the case of Hs
0 as a subspace of Hs.

In the case of vector fields, we shall use (Wm,p(T2))2, with the product norm.
Let us introduce, as usual, the space of solenoidal vector fields in L2, i.e.,

H :=
{

F ∈ L2(T2)2; divx F = 0 in R
2
}

,

where the operator divx is taken in the distributional sense. Analogously, let us
use the following notations, following [8],

Vσ :=
{

F ∈ H1(T2)2; divx F = 0 in R
2
}

,



8 I. MOYANO

V ′
σ :=

{

F ∈ H−1(T2)2; divx F = 0 in R
2
}

,

V ′ :=
{

F ∈ H−1(T2)2
}

.

We shall also denote by S (R2) the space of Schwartz functions in R
2.

Finally, if X is a Banach space and p ≥ 1, we will sometimes use, for simplicity,
the notations Lp

tXx or C 0
t Xx to refer to Lp(0, T ;X) or C 0([0, T ];X).

To simplify some computations, we shall use the symbol . to denote that a
multiplicative constant is omitted.

2. Some remarks on the characteristic equations

Let be given a fixed u(t, x). Let s, t ∈ [0, T ], (x, v) ∈ T
2 × R

2. We denote by
(X(t, s, x, v), V (t, s, x, v)) the characteristics associated with the field −v + u(t, x),
i.e., the solution of the system

(2.23)















d
dt

(

X
V

)

=

(

V (t)
−V (t) + u(t,X)

)

,
(

X
V

)

|t=s

=

(

x
v

)

.

We observe that if u ∈ C 0([0, T ];C 1(T2;R2)), system (2.23) has a unique solution,
thanks to the Cauchy-Lipschitz theorem. Moreover, one has the explicit formulae

(2.24)

{

X(t, s, x, v) = x+ (1− e−t+s)v +
∫ t

s

∫ t′

s
eτ−t′u(τ,X(τ, s, x, v)) dτ dt′,

V (t, s, x, v) = e−t+sv +
∫ t

s
eτ−tu(τ,X(τ, s, x, v)) dτ.

REMARK 2.1. The same result is still valid if one considers vector field in the
class u ∈ L1(0, T ;C 0,1(T2;R2)). This will be important in Section 4. For details,
see [15, Remark 1.2.3]. In that case, the associated characteristics are still given by
(2.24), well-defined for every t ∈ [0, T ] and differentiable also in time.

Using the method of characteristics, given an initial datum f0 ∈ C 0(T2 × R
2),

the solution of the transport equation with friction

(2.25)

{

∂tf + v · ∇xf + divv [(u− v)f ] = 0, (t, x, v) ∈ (0, T )× T
2 × R

2,
f(0, x, v) = f0(x, v), (x, v) ∈ T

2 × R
2,

has the explicit solution

(2.26) f(t, x, v) = e2tf0((X,V )(0, t, x, v)),

where (X,V ) are given by (2.24).
The proof of the following result, under the hypothesis that the field belongs to

C 0
t C 1

x , can be found in [26, Lemma 1, Section 3]. The adaptation to the case in
which the field belongs to L1

tC
0,1
x is straightforward.

LEMMA 2.2. Let u ∈ L1(0, T ;C 0,1(T2;R2)) Then, the characteristics associated
to the field −v + u satisfy that for some C = C(T, ‖u‖L1

tC
0,1
x

) > 0,

|(X,V )(t, s, x, v)− (X,V )(t′, s′, x′, v′)|
≤ C(1 + |v|)|(t, s, x, v) − (t′, s′, x′, v′)|,

whenever (t, s, x, v), (t′, s′, x′, v′) ∈ [0, T ]× T
2 × R

2, with |v − v′| < 1.
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3. Construction of a reference trajectory

The aim of this section is to construct a reference solution (f, u) of system (1.1),
according to the return method, in such a way the characteristics associated to u,
say (X,V ), verify the following property

∀(x, v) ∈ T
2 × R

2, ∃t ∈
[

T

12
,
11T

12

]

such that

X(t, 0, x, v) ∈ H, with |V (t, 0, x, v) · nH | ≥ 5.(3.27)

PROPOSITION 3.1. Let ω ⊂ T
2 satisfy the strip assumption of Definition 1.2.

There exists T0 > 0 such that for any T ≥ T0, there exists a reference solution
(f, u) of system (1.1) such that

f ∈ C
∞([0, T ]× T

2;S (R2)),(3.28)

u ∈ C
∞([0, T ]× T

2;R2),(3.29)

(f, u)|t=0 = (0, 0), (f, u)|t=T = (0, 0),(3.30)

supp(f) ⊂ (0, T )× ω × R
2,(3.31)

and such that the characteristics associated to u satisfy (3.27).

3.1. Global exact controllability of the Navier-Stokes system. We recall a
result due to Jean-Michel Coron and Andrei Fursikov, that guarantees the global
exact controllability of the Navier-Stokes system on a surface without boundary
(see [11]).

More precisely let (M, g) be a connected, two-dimensional, orientable, compact,
smooth Riemannian manifold without boundary. Let us denote by TxM , as usual,
the tangent space to M at x ∈M and let TM =

⋃

x∈M TxM . For the definition of
the differential operators div, ∆ and ∇· on the manifold M used below, we refer to
[11, Section 2].

Let us choose and fix a particular solution of the Navier-Stokes system in M ,
i.e., let ŷ ∈ C ∞ ([0,∞)×M ;TM) be such that

ŷ(t, x) ∈ TxM, ∀(t, x) ∈ [0,∞)×M,(3.32)

divx ŷ(t, x) = 0, ∀(t, x) ∈ [0,∞)×M,(3.33)

and such that ∃p̂ ∈ C∞([0,∞)×M ;R) for which

∂tŷ −∆ŷ +∇ŷ · ŷ +∇p̂ = 0, in (0,∞)×M.

Then, we have the following controllability result.

THEOREM 3.2 (Coron-Fursikov [11]). Let τ > 0, let M0 ⊂ M be an arbitrary
open set and let y0 ∈ C∞(M ;TM) satisfying y0(x) ∈ TxM , for all x ∈ M , and
that divx y0 = 0. Then, there exists a control w ∈ C∞(M × [0,∞);TM) verifying

(3.34) suppw ⊂ (0, τ)×M0

and such that the solution of the system






∂ty −∆y +∇y · y +∇p = w, (t, x) ∈ (0,∞)×M,
divx y(t, x) = 0, (t, x) ∈ (0,∞)×M,
y|t=0 = y0(x), x ∈M,

satisfies
y|t=τ = ŷ|t=τ .
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This result guarantees that, given a fixed trajectory of the Navier-Stokes system,
namely ŷ, given a time τ , given an arbitrary initial state y0 and given any open
set M0 ⊂ M , we can find a suitable force w, acting on M0, allowing to pass from
the initial state y0 to the solution ŷ in time τ . We shall exploit Theorem 3.2 to
construct a reference trajectory in the case of the torus.

3.2. Proof of Proposition 3.1. Let us consider some T1, T2, T3, T4 with T3 large
enough, to be chosen later on, and

(3.35) 0 := T0 < T1 < T2 < T3 < T4.

We shall work separately on each interval (Ti, Ti+1), for i = 0, . . . , 3. Let us fix
from now on the values 0 < T1 < T2.

Step 1. The reference solution in [0, T1].
We set (f1, u1) = (0, 0), which trivially solves (1.1).

Step 2. The reference solution in [T1, T2].
At this step we use Theorem 3.2 to modify the reference trajectory in a convenient

way.
Indeed, since ω ⊂ T

2 satisfies the strip assumption, let us consider the constant
vector field ŷ(t, x) ≡ nH , where nH is given by Definition 1.2. Thus, ŷ is a stationary
solution of the Navier-Stokes system in T

2. Let us apply Theorem 3.2 with

ŷ = nH , M = T
2, M0 = ω, τ := T2 − T1, y0 ≡ 0.

This yields a control

(3.36) w2 ∈ C
∞([0, T2 − T1]× T

2;R2)

with

(3.37) suppw2 ⊂ (0, T2 − T1)× ω

and such that the corresponding solution to the Navier-Stokes system under this
force, say u2, satisfies

u2|t=T2−T1 = nH .

To construct the associated distribution function, let us consider Z1,Z2 ∈ S (R2)
such that

∫

R2

v1Z1 dv = 1,

∫

R2

v2Z1 dv = 0,

∫

R2

Z1 dv = 0,(3.38)

∫

R2

v1Z2 dv = 0,

∫

R2

v2Z2 dv = 1,

∫

R2

Z2 dv = 0.(3.39)

Then, define

(3.40) f2(t, x, v) := (Z1,Z2)(v) · w2(t, x), ∀(t, x, v) ∈ (0, T2 − T1)× T
2 × R

2,

which gives

f2 ∈ C
∞([0, T2 − T1]× T

2;S (R2)),(3.41)

jf2(t, x) = w2(t, x), ρf2(t, x) = 0.

Consequently,

(3.42) ∂tu2 + (u2 · ∇)u2 −∆u2 +∇p2 = jf2 − ρf2u2, in (0, T2 − T1)× T
2,
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and using (3.37),

(3.43) ∂tf2 + v · ∇xf2 + divv [(u2 − v)f2] = 0, in (0, T2 − T1)×
(

T
2 \ ω

)

× R
2.

Step 3. The reference solution in [T2, T3].
Let us choose T3 > T2 large enough, to be chosen later on. During the interval

[T2, T3], we use the stationary solution nH to accelerate all the particles in the
direction of nH , as explained in detail in Step 5.

Step 4. The reference solution in [T3, T4].
Working as in Step 2, we use again Theorem 3.2 to steer the Navier-Stokes system

from nH to 0 in time T4 − T3. This provides a control

w4 ∈ C
∞([0, T4 − T3]× T

2;R2)

and

suppw4 ⊂ (0, T4 − T3)× ω,

such that the corresponding solution of the Navier-Stokes system under the force
w4, say u4, satisfies

u4 ∈ C
∞([0, T4 − T3]× T

2;R2),

u4|t=0 = nH , u4|t=T4−T3 = 0.(3.44)

Thus, choosing Z1 and Z2 as in (3.38) and (3.39), we define

(3.45) f4(t, x, v) := (Z1,Z2)(v) · w4(t, x), ∀(t, x, v) ∈ (0, T4 − T3)× T
2 × R

2.

By the same arguments as before, this yields

∂tu4 + (u4 · ∇)u4 −∆u4 +∇p4 = jf4 − ρf4u4, in (0, T4 − T3)× T
2,(3.46)

∂tf4 + v · ∇xf4 + divv [(u4 − v)f4] = 0, in (0, T4 − T3)×
(

T
2 \ ω

)

× R
2.(3.47)

Step 5. Conclusion.
Let us introduce the following parameters

(3.48) Λ0 := max

{

d0

1− e−
T1
2

, 5eT1

}

, d0 := max
y∈T2

d(y,H),

where d0 is finite thanks to the compactness of T2 and the fact that H is closed.
Let us choose next T3 > T2 large enough so that

1

8
(T3 − 3T2)

2 − T3‖u2‖L1(0,T2−T1;L∞(T2)) ≥ Λ0 + d0,(3.49)

T3 ≥ 3T2 + 2
(

Λ0 + ‖u2‖L1(0,T2−T1;L∞(T2))

)

+ 10,(3.50)

where u2 is defined as in Step 2.
Next, according to (3.35), let us define the vector field

(3.51) u(t) :=















0, t ∈ [0, T1],
u2(t− T1), t ∈ [T1, T2],
nH , t ∈ [T2, T3],
u4(t− T3), t ∈ [T3, T4],
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and the distribution function

f(t) :=















0, t ∈ [0, T1],
f2(t− T1), t ∈ [T1, T2],
0, t ∈ [T2, T3],
f4(t− T3), t ∈ [T3, T4].

Thanks to the previous definitions and using (3.42), (3.43), (3.46) and (3.47), we
have, for T = T4,

∂tu+ (u · ∇)u−∆u+∇p = jf − ρfu, in (0, T )× T
2,

∂tf + v · ∇xf + divv
[

(u− v)f
]

= 0, in (0, T )×
(

T
2 \ ω

)

× R
2.

Let us now prove (3.27).
Let (x, v) ∈ T

2 × R
2. We shall distinguish two cases.

Case 1. (High velocities): Let us assume that |v · nH | ≥ Λ0.
Thus, for any s ∈ (T1

2 , T1), we have

|
(

X(s, 0, x, v)− x
)

· nH | = |(1 − e−s)v · nH |

≥ (1 − e−
T1
2 )|v · nH | > d0,

thanks to the choice (3.48). Thus, thanks to the intermediate value theo-
rem, there exists t ∈ (0, T1) such that X(t, 0, x, v) ∈ H . Moreover,

|V (t, 0, x, v) · nH | = |e−tv · nH | > e−T1Λ0,

which shows (3.27) in this case.
Case 2. (Low velocities): Let us assume that |v · nH | < Λ0.

Taking s ∈ (T2, T3), we can write, thanks to (2.24) and (3.51),

(3.52) V (s, 0, x, v) = e−sv +

∫ T2−T1

0

u2(τ,X(τ)) dτ +

∫ s

T2

dτnH ,

which, combined with (3.49) entails

∣

∣(X(s, 0, x, v)− x) · nH

∣

∣

=

∣

∣

∣

∣

∣

(1 − e−s)v · nH + s

∫ T2−T1

0

u2(σ,X(σ)) · nH dσ +

∫ s

0

∫ σ

T2

dτ dσ

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

(1 − e−s)v · nH + s

∫ T2−T1

0

u2(σ,X(σ)) · nH dσ +
(s− T2)

2

2

∣

∣

∣

∣

∣

≥ −|v · nH | − T3‖u2‖L1
tL

∞

x
+

(s− T2)
2

2
> d0,

whenever s > T3−T2

2 . Consequently, by the intermediate value theorem,

there exists t ∈ (T2, T3) such that X(t, 0, x, v) ∈ H . Moreover, the choice
(3.50) gives, through (3.52), that |V (t, 0, x, v)·nH | ≥ 5, which entails (3.27).
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4. Fixed-point argument

Let ǫ ∈ (0, ǫ0) be fixed, with ǫ0 to be chosen later on. We shall define an operator
Vǫ acting on a domain Sǫ ⊂ C 0([0, T ]×T

2 ×R
2) to be defined below. The goal of

this section is to show that Vǫ has a fixed point.
Throughout all this section, we fix f0 and u0 as given in the statement of Theorem

1.3.

4.1. Definition of the operator. In order to describe the set Sǫ, let ǫ ∈ (0, ǫ0),
to be precised later on, and γ > 2. Then, set

(4.53) δ1 :=
γ

2(γ + 3)
, δ2 :=

γ + 2

γ + 3
.

According to the notation of Section 1.2.7, we define

Sǫ :=
{

g ∈ C
0,δ2(QT );

(a) ‖ρg‖C 0,δ1 (ΩT ) ≤ c3ǫ,

(b) ‖(1 + |v|)γ+2(f − g)‖L∞(QT )(4.54)

≤ c1
(

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2)

)

,

(c) ‖(f − g)‖C 0,δ2(QT )

≤ c2
(

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2)

)

}

,

where c1, c2, c3 are constants depending only on T, ω, γ, δ1 and δ2 (see (4.111),

(4.114) and (4.115) for details) and f is given by Proposition 3.1. We observe that,
for c1, c2, c3 large enough and f0 ∈ C 1(T2×R

2), with high moments in v, satisfying
∥

∥

∥

∥

∫

R2

f0(x, v) dv

∥

∥

∥

∥

C 0,δ1 (ΩT )

≤ c3ǫ,

we trivially have that f + f0 ∈ Sǫ. Thus, Sǫ 6= ∅.
We define the operator Vǫ in three steps:

(1) First, we associate to each g ∈ Sǫ the solution of a suitable Navier-Stokes
system, namely ug.

(2) Secondly, we solve a Vlasov equation thanks to the field ug, forcing the

absorption of particles in ω, which produces Ṽǫ[g].

(3) Thirdly, we perform a regular extension of Ṽǫ[g], which gives Vǫ[g].

We shall describe next these three steps in detail.

4.2. Navier-Stokes system with a drag force interaction term. Let g ∈ Sǫ.
The aim of this section is to give a sense to the associated Navier-Stokes system

(4.55)







∂tu
g + (ug · ∇)ug −∆xu

g(t) +∇xp
g(t) = jg(t)− ρg(t)u

g, in ΩT ,
divx u

g(t, x) = 0, in ΩT ,
ug|t=0 = u0, in T

2,

where

jg(t, x) :=

∫

R2

vg(t, x, v) dv, ρg(t, x) :=

∫

R2

g(t, x, v) dv,

and u0 satisfies (1.10). Let us observe that the interaction between the fluid and
the distribution function is taken into account through the term jg − ρgu.
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DEFINITION 4.1. A time-dependent vector field u is a weak solution of (4.55)
whenever

(4.56) u ∈ C
0([0, T ];V ′

σ) ∩ L∞(0, T ;H) ∩ L2(0, T ;Vσ),

and for any ψ ∈ C 1([0, T ];Vσ) and t ∈ (0, T ], one has
∫

T2

u(t)ψ(t) dx +

∫ t

0

∫

T2

(∇u : ∇ψ − u⊗ u · ∇ψ − u∂tψ) ds dx

=

∫

T2

u0ψ(0) dx+

∫ t

0

∫

T2

(jg(s)− ρg(s)u(s))ψ(s) ds dx.(4.57)

PROPOSITION 4.2. There exists ǫ0 > 0 small enough such that for any ǫ ≤ ǫ0,
g ∈ Sǫ and initial data f0 and u0 satisfying (1.11) and (1.10), there exists a unique
weak solution of system (4.55) in the sense of Definition 4.1, Moreover, this solution
satisfies, for any t ∈ [0, T ],

‖ug(t)‖2L2(T2) +

∫ t

0

‖∇ug(s)‖2L2(T2) ds(4.58)

≤ 2eT
(

M2 + T (1 + ‖jf‖2L∞(0,T ;L2(T2)))
)

,

where M > 0 is given by (1.10).

Let us show a property of jg that will be important in the proof of the result
above.

LEMMA 4.3. Let ǫ > 0. For any g ∈ Sǫ, we have

(4.59) sup
t∈[0,T ]

‖jg(t)‖2L2(T2) ≤ 2
(

I2c1ǫ
2 + ‖jf‖2L∞(0,T ;L2(T2))

)

,

where

(4.60) I :=

∫

R2

|v| dv
(1 + |v|)γ+2

<∞.

Proof. We write, by the triangular inequality,

‖jg(t)‖2L2(T2)2 =

∫

T2

∣

∣

∣

∣

∫

R2

vg(t, x, v) dv

∣

∣

∣

∣

2

dx

=

∫

T2

∣

∣

∣

∣

∫

R2

v
(

g − f + f
)

(t, x, v) dv

∣

∣

∣

∣

2

dx

≤
∫

T2

(∣

∣

∣

∣

∫

R2

v(g − f) dv

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

R2

vf dv

∣

∣

∣

∣

)2

dx

≤ 2

∫

T2

(∫

R2

|v||g − f | dv
)2

dx+ 2

∫

T2

∣

∣

∣

∣

∫

R2

vf dv

∣

∣

∣

∣

2

dx.(4.61)

Let us note that, from (3.28), we have

(4.62) ‖jf‖2L∞(0,T ;L2(T2)) := sup
t∈[0,T ]

∫

T2

∣

∣

∣

∣

∫

R2

vf(t) dv

∣

∣

∣

∣

2

dx <∞,

which is a positive constant, independent from g.
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We have to treat the first part of (4.61). Indeed,
∫

T2

(∫

R2

|v||(g − f)(t, x, v)| dv
)2

dx

≤
(∫

R2

|v| dv
(1 + |v|)γ+2

)2

‖(1 + |v|)γ+2f0‖2L∞ ,

≤ I2c21ǫ
2,(4.63)

where we have used (1.11), point (b) and (4.60). Finally, putting together (4.63),
(4.62) and (4.61), we obtain (4.59). �

Proof of Proposition 4.2. Firstly, we construct a solution, which proves the exis-
tence part. Secondly, we show that this solution must be unique.

1. Existence. Let us consider the following iterative scheme, for every n ∈ N,






∂tu
n+1 +

(

un+1 · ∇
)

un+1 −∆un+1 +∇pn+1 = jg − ρgu
n, (0, T )× T

2,
div un+1 = 0, t ∈ (0, T ),
un+1|t=0 = u0, x ∈ T

2.

We observe that, since g ∈ Sε, we have jg ∈ L2(0, T ;V ′
σ). In addition, since u0 ∈ Vσ

by (1.10), Theorem B.2 yields

u1 ∈ L∞(0, T ;H) ∩ L2(0, T ;Vσ).

Thus, by induction,

un ∈ L∞(0, T ;H) ∩ L2(0, T ;Vσ), ∀n ∈ N.

Furthermore, according to Definition B.1, we deduce that for any ψ ∈ C 1(R+;Vσ),
and any t ∈ (0, T ] and n ∈ N,
∫

T2

un+1(t)ψ(t) dx +

∫ t

0

∫

T2

(

∇un+1 : ∇ψ − un+1 ⊗ un+1 · ∇ψ − un+1∂tψ
)

ds dx

=

∫

T2

u0ψ(0) dx+

∫ t

0

∫

T2

(jg(s)− ρg(s)u
n(s))ψ(s) ds dx.

(4.64)

Moreover, the energy estimate (B.164) gives, for any n ∈ N,

‖un+1(t)‖2L2 +

∫ t

0

‖∇un+1(s)‖2L2 ds

≤ et
(

‖u0‖2L2 +

∫ t

0

(

‖jg(s)‖2L2 + ‖ρgun(s)‖2L2

)

ds

)

.(4.65)

Our aim is to obtain uniform estimates with respect to n ∈ N.
Indeed, choosing

(4.66) ǫ0 ≤ min







1,
1

Ic1
,

1

c3
√
T

M

c3
√

2TeT [M2 + T (1 + ‖jf‖2L∞

t L2
x
)]







,

where M > 0 is given by (1.10) and I is given by (4.60), one has

‖un(t)‖2L2 +

∫ t

0

‖∇un(s)‖2L2 ds(4.67)
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≤ 2eT
[

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
]

, ∀n ∈ N.

To prove this claim, let us proceed by induction. Indeed, for n = 0, (4.65) yields,
thanks to point (a), (1.10), (1.11) and Lemma 4.3,

‖u1(t)‖2L2 +

∫ t

0

‖∇u1(s)‖2L2 ds

≤ eT
(

‖u0‖2L2 +

∫ t

0

‖jg(s)‖2L2 ds+ T ‖ρg‖2L∞‖u0‖2L2

)

≤ eT
(

M2 + 2T (1 + ‖jf‖2L∞

t L2
x
) + Tc23ǫ

2M2
)

≤ 2eT
[

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
]

,

using the choice (4.66).
Let now be any N ∈ N

∗ and suppose that (4.67) holds for any n ∈ N up to N−1.
Thus, in the same fashion as before, (4.65) yields

‖uN(t)‖2L2 +

∫ t

0

‖∇uN(s)‖2L2 ds

≤ eT
(

‖u0‖2L2 +

∫ t

0

‖jg(s)‖2L2 ds+ T ‖ρg‖2L∞‖uN−1‖2L∞

t L2
x

)

≤ eT
(

M2 + 2T (1 + ‖jf‖2L∞

t L2
x
) + Tc23ǫ

2‖uN−1‖2L∞

t L2
x

)

≤ 2eT
[

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
]

.

This shows (4.67).
Consequently, (un)n∈N is uniformly bounded in L2(0, T ;Vσ), which implies that

∃u ∈ L2(0, T ;Vσ) such that

un ⇀ u in L2(0, T ;Vσ),(4.68)

un → u in L2(0, T ;H),(4.69)

thanks to Banach-Alaoglu’s theorem and Rellich’s theorem. Thus, a compactness
argument allows to pass to the limit in (4.64), which gives (4.57). This can be done
in detail following [8, Section 2.2.4].

Moreover, (4.68) and (4.69), combined with (4.67), gives (4.58).

2. Uniqueness. Let us prove next that the solution constructed above is unique.
Consider another solution of (4.55), namely v. Thus, by Theorem B.3, u−v satisfies
the estimate

‖(u− v)(t)‖2L2 +

∫ t

0

‖∇(u− v)(s)‖2L2 ds

≤ exp
(

T + cE(t)2
)

∫ t

0

‖ρg(u− v)(s)‖2L2 ds,

for some constant c > 0 and

(4.70) E(t) := eT ‖u0‖2L2 + eT min

{

∫ T

0

‖jg − ρgu‖2L2 ds,

∫ T

0

‖jg − ρgv‖2L2 ds

}

.
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We shall prove that E(t) can be bounded independently from u or v. Indeed, since
v is a solution of (4.55), the estimate (B.164) gives

‖v(t)‖2L2 ≤ eT
(

‖u0‖2L2 +

∫ t

0

‖jg(s)‖2L2 ds+ ‖ρg‖2L∞

∫ t

0

‖v(s)‖2L2 ds

)

.

Thus, (1.11), Lemma 4.3 and point (a) combined with Gronwall’s lemma give

(4.71) sup
t∈[0,T ]

‖v(t)‖2L2 ≤ C̃(T, γ, f),

for some constant C̃ > 0. This, using (4.58), yields

(4.72) sup
t∈[0,T ]

E(t) ≤ C,

for some constant C > 0. Then, we find, by point (a),

‖(u− v)(t)‖2L2 +

∫ t

0

‖∇(u− v)(s)‖2L2 ds .

∫ t

0

‖(u− v)(s)‖2L2 ds,

for any t ∈ [0, T ], which, thanks to Gronwall’s lemma allows to write

sup
t∈[0,T ]

‖(u− v)(t)‖L2 ≤ 0.

Henceforth, u ≡ v. �

We now provide further regularity properties of ug that will be important to
define the characteristics associated to −v + ug, used in the sequel.

PROPOSITION 4.4. Let ǫ ≤ ǫ0, where ǫ0 is given by Proposition 4.2. Then,
there exists a constant K1 = K1(T,M, f) > 0, such that for any g ∈ Sǫ, the
solution of (4.55) satisfies

(4.73) ‖ug‖L2(0,T ;L∞(T2)) ≤ K1.

Moreover,

(4.74) ug ∈ L2(0, T ;C 1(T2;R2)) ∩ C
0([0, T ];Vσ) ∩ L2(0, T ;H2(T2)).

Proof. We shall prove first (4.73), by using a regularity result for the Navier-Stokes
system (Theorem B.4). Secondly, we prove (4.74) thanks to the regularising prop-
erties of the Stokes system (Theorem A.1).

1. Estimate L2
tL

∞
x . Let us consider, for any fixed g ∈ Sǫ, the solution of (4.55)

given by Proposition 4.2, that we note u. We observe that Theorem B.4 is stated
under the mean-free assumption, which requires to take care of the mean of u in
our case. Let us set

(4.75) û(t, x) := u(t, x)−mu(t), (t, x) ∈ [0, T ]× T
2,

with

(4.76) mu(t) :=

∫

T2

u(t, x) dx.

We deduce from (4.56) that, according to (1.21),

(4.77) û ∈ L∞(0, T ;H∩ L2
0) ∩ L2(0, T ;Vσ ∩H1

0 ).
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Moreover, û satisfies the system

(4.78)















∂tû+ (û · ∇) û−∆û +∇p = Fhom(t, x), (t, x) ∈ (0, T )× T
2,

div û = 0, (t, x) ∈ (0, T )× T
2,

∫

T2 û(t, x) dx = 0, t ∈ (0, T ),
û|t=0 = u0 −

∫

T2 u0 dx, x ∈ T
2,

with

(4.79) Fhom(t, x) := jg −
∫

T2

jf dx+ ρgu−
∫

T2

ρgu dx+ (mu(t) · ∇)u.

Our goal is to apply Theorem B.4 to system (4.78). In what follows, we shall use
(1.22) systematically.

Firstly, let us observe that

‖û|t=0‖2
H

1
2
0 (T2)

≤ ‖u0‖2
H

1
2 (T2)

< M2,

according to (1.10).
In order to treat the source term, we write

(4.80) Fhom := T1 + T2 + T3,
with

T1 := jg −
∫

T2

jg dx, T2 := ρgu−
∫

T2

ρgu dx, T3 := (mu(t) · ∇)u.

For the first term, Lemma 4.3 allows to write

‖T1‖2
L∞(0,T ;H

−
1
2

0 )
= sup

t∈[0,T ]

∑

k∈Z2\{0}

1

|k| |jg,k(t)|
2(4.81)

≤ sup
t∈[0,T ]

∑

k∈Z2

|jg,k(t)|2

= ‖jg‖2L∞(0,T ;L2) < 2
(

1 + ‖jf‖2L∞

t L2
x

)

.

Analogously, using (1.11), point (a) and (4.58), we obtain

‖T2‖
L∞(0,T ;H

−
1
2

0 )
= sup

t∈[0,T ]

∑

k∈Z2\{0}

1

|k| | (ρgu)k (t)|
2(4.82)

≤ ‖ρg‖2L∞(QT ) sup
t∈[0,T ]

∑

k∈Z2

|uk(t)|2 ≤ c23ǫ
2‖u‖2L∞(0,T ;L2)

≤ c23ǫ
22eT

(

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
)

.

Finally, we show that T3 ∈ L2(0, T ;L2
0) which, a fortiori, implies T3 ∈ L2(0, T ;H

− 1
2

0 ).
Indeed, for any t ∈ [0, T ],

‖mu(t) · ∇u‖2L2(T2) =

∫

T2

∑

j=1,2

∣

∣

∣

∣

∣

∣

∑

i=1,2

mi
u(t)∂iu

j(t)

∣

∣

∣

∣

∣

∣

2

dx

≤ sup
t∈[0,T ]

|mu(t)|2
∑

i,j=1,2

∫

T2

∣

∣∂iu
j(t)
∣

∣

2
dx.
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On the other hand, by Jensen’s inequality and (4.58), we get, for any t ∈ [0, T ],

|mu(t)|2 ≤
∫

T2

|u(t, x)|2 dx(4.83)

= ‖u(t)‖2L2(T2) ≤ 2eT
(

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
)

.

Thus, we obtain
∫ T

0

‖mu(t) · ∇u‖2L2(T2) dt(4.84)

. 2eT
(

M2 + T (1 + ‖jf‖2L∞

t L2
x

)

∫ T

0

‖∇u(t)‖2L2(T2) dt

. 4e2T
(

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
)2

,

thanks again to (4.58).

Hence, from (4.80), we deduce that Fhom ∈ L2(0, T ;H
−1

2
0 ) and then, Theorem

B.4 entails

(4.85) û ∈ C
0([0, T ];H

1
2
0 ) ∩ L2(0, T ;H

3
2
0 )

and gives that, for every t ∈ [0, T ],

‖û(t)‖2
H

1
2
0

+

∫ t

0

‖∇û(s)‖2
H

1
2
0

ds

≤ exp

(

C

∫ t

0

‖∇û‖2L2 ds

)(

‖û0‖2
H

1
2
0

+

∫ t

0

‖Fhom(s)‖2
H

−
1
2

0

ds

)

.(4.86)

In addition, combining (4.80), (4.81) and (4.82) and (4.84), yields
∫ t

0

‖Fhom(s)‖2
H

−
1
2

0

ds

≤ T
(

‖T1 + T2‖
L∞(0,T ;H−

1
2 )

)

+

∫ t

0

‖ (mu(t) · ∇)u‖2L2(T2)

≤ C(T,M, f).

Consequently, injecting this in (4.86) and using (4.58), we find

(4.87) ‖û(t)‖2
H

1
2
0

+

∫ t

0

‖∇û(s)‖2
H

1
2
0

ds ≤ eCTC(T,M, f).

Finally, using the injection H
3
2 (T2) →֒ L∞(T2), we deduce

∫ t

0

‖u(s)‖2L∞(T2) ds ≤ CS

∫ t

0

‖u(s)‖2
H

3
2 (T2)

ds

.

∫ t

0

∑

k∈Z2

(

1 + |k|2
)

3
2 |uk(s)|2 ds

.

∫ t

0

|mu(s)|2 ds+
∫ t

0

∑

k∈Z2\{0}

|k|3|ûk(s)|2 ds

. T ‖u‖L∞(0,T ;L2) +

∫ T

0

‖∇û(s)‖2
H

1
2
0 (T2)

ds



20 I. MOYANO

. C(T,M, f),

thanks to (4.83) and (4.87). This gives (4.73) with K1 ≥ C(T,M, f).

2. L2
tC

1
x regularity. Let us show next (4.74), thanks to the regularity properties

of the Stokes system. Indeed, we may rewrite (4.55) as

(4.88)







∂tu−∆u +∇p = Fsource(t, x), (t, x) ∈ ΩT ,
div u(t, x) = 0, (t, x) ∈ ΩT ,
u|t=0 = u0, x ∈ T

2,

with

(4.89) Fsource := jg − ρgu− (u · ∇)u.

According to the previous discussion, jg − ρgu ∈ L2(0, T ;L2(T2)). Consequently,
we have to estimate the convection term u · ∇u. In order to to do so, we use the
following argument.

Let r ∈ N with r ≥ 2. Then, by Hölder’s inequality, and the Cauchy-Schwarz’s
inequality, we have

‖ (u(t) · ∇)u(t)‖rLr(T2) .

∫

T2

∑

i,j=1,2

|ui(t)∂iuj(t)|r dx

.

∫

T2





∑

i=1,2

|ui(t)|2r




1
2




∑

i,j=1,2

|∂iuj(t)|2r




1
2

dx(4.90)

.





∫

T2

∑

i=1,2

|ui(t)|2r dx





1
2




∫

T2

∑

i,j=1,2

|∂iuj(t)|2r dx





1
2

. ‖u(t)‖rL2r(T2)‖∇u(t)‖rL2r(T2),

for any t ∈ [0, T ]. Then, choosing r = 2 in the estimate above, the injection

H
1
2 (T2) →֒ L4(T2) (see [8, p.81]), allows to deduce

∫ T

0

‖ (u(t) · ∇)u(t)‖2L2(T2) dt

.

∫ T

0

‖u(t)‖2
H

1
2 (T2)

‖∇u(t)‖2
H

1
2 (T2)

dt

. sup
t∈[0,T ]

‖u(t)‖2
H

1
2 (T2)

∫ T

0

‖∇u(t)‖2
H

1
2 (T2)

dt <∞,

thanks to (4.87). Thus, Fsource ∈ L2(0, T ;L2(T2)).
Consequently, as u0 is regular enough by (1.10), Theorem A.1 with the choice

s = q = 2, yields

u ∈ L2(0, T ;H2(T2) ∩ Vσ) and ∂tu ∈ L2(0, T ;H).

This allows to deduce ([7, Theorem II.5.13, p.101]) that

(4.91) u ∈ C
0([0, T ];Vσ).
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Let us perform next a bootstrap argument. Let us choose r = 3 in (4.90), which
allows to deduce

∫ T

0

‖u · ∇u(t)‖3L3(T2) dt .

∫ T

0

‖u(t)‖3L6(T2)‖∇u(t)‖3L6(T2) dt

. ‖u‖3L∞

t L6
x

∫ T

0

‖∇u(t)‖3L6(T2) dt

. ‖u‖3L∞

t H1
x
‖u‖3L2

tH
2
x
,

as H1(T2) →֒ Lp(T2) for any p ≥ 2 ([17, Th. 5.6.6, p. 270]). Thus, we deduce that
u · ∇u ∈ L2(0, T ;L3(T2)).

In addition, using points (c) and (a), we have

jg ∈ L2(0, T ;Lp(T2)), ∀p ≥ 2,

ρg ∈ L∞(ΩT ),

which entails that

jg − ρgu ∈ L2(0, T ;L3(T2)),

as u ∈ L2(0, T ;L3(T2)), thanks to (4.91) and the Sobolev embedding. Then, ap-
plying Theorem A.1 to system (4.88) with s = 2, q = 3, as u0 is regular enough,
thanks to (1.10), we deduce that

u ∈ L2(0, T ;W 2,3(T2)) and ∂tu ∈ L2(0, T ;L3(T2)).

Finally, the injection W 2,3(T2) →֒ C 1(T2) ([17, Th. 5.6.6, p. 270]) gives (4.74). �

4.3. Absorption. In order to describe the absorption procedure, we have to intro-
duce some definitions (see [22, p. 369]). According to Definition 1.2, there exists
δ0 > 0 such that H2δ0 ⊂ ω. Let us choose

(4.92) δ := min

{

δ0,
1

2
, e

T
200 − 1,

1

4K2
1

}

,

where K1 is given by (4.73). The choice of this parameter will be useful in Section
6. According to this choice of δ, we set

γ− :=
{

(x, v) ∈ ∂Hδ × R
2; v · next

H ≤ −1
}

,

γ2− :=

{

(x, v) ∈ ∂Hδ × R
2; v · next

H ≤ −3

2

}

,

γ3− :=
{

(x, v) ∈ ∂Hδ × R
2; v · next

H ≤ −2
}

,(4.93)

γ+ :=
{

(x, v) ∈ ∂Hδ × R
2; v · next

H ≥ 0
}

,

where next
H is ±nH , taken in the outward direction with respect to ∂H2δ. It can be

shown that

(4.94) dist
(

[∂Hδ × R
2] \ γ2−; γ3−

)

> 0.

Consequently, we may choose an absorption function A ∈ C∞ ∩ W 1,∞(∂Hδ ×
R

2;R+) such that

0 ≤ A(x, v) ≤ 1, ∀(x, v) ∈ ∂Hδ × R
2,(4.95)

A(x, v) = 1, ∀(x, v) ∈ [∂Hδ × R
2] \ γ2−,

A(x, v) = 0, ∀(x, v) ∈ γ3−.
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We also choose a truncation function Y ∈ C∞(R+;R+) satisfying

Y(t) = 0, ∀t ∈
[

0,
T

48

]

∪
[

47T

48
, T

]

,

Y(t) = 1, ∀t ∈
[

T

24
,
23T

24

]

.

To give a sense to the procedure of absorption we need first the following result,
which asserts that the number of times the characteristics associated to the Navier-
Stokes velocity field of the previous part meet γ− is finite.

LEMMA 4.5. Let g ∈ Sǫ and let ug be given by (4.55) accordingly. Let (Xg, V g)
be the characteristics associated to the field −v+ug. Then, for any (x, v) ∈ T

2×R
2,

there exists n(x, v) ∈ N such that there exist 0 < t1 < · · · < tn(x,v) < T such that

{(Xg, V g)(t, 0, x, v); t ∈ [0, T ]} ∩ γ− = {ti}n(x,v)i=1 ,(4.96)

∃s > 0 s.t. (ti − s, ti + s) ∩ (tj − s, tj + s) = ∅, ∀i, j = 1, . . . , n(x, v),(4.97)

with the convention that n(x, v) = 0 and {ti}n(x,v)i=1 = ∅ if {(Xg, V g)} ∩ γ− = ∅.
For more details on this result, see [22, p.348] and [24, p.5468]. In the friction

case, this holds true without further modification.
The previous lemma allows to define the following quantities. Let f0 ∈ C 1(T2 ×

R
2) and let (x, v) ∈ T

2 × R
2. Then, for every ti, with i = 1, · · · , n(x, v), we have

(x̃, ṽ) = (Xg, V g)(ti, 0, x, v) ∈ γ−. Moreover, let

f(t−, x̃, ṽ) = lim
t→t−i

f0((X
g, V g)(0, t, x, v)),(4.98)

f(t+, x̃, ṽ) = lim
t→t+i

f0((X
g, V g)(0, t, x, v)).(4.99)

We define f := Ṽǫ[g] to be the solution of
(4.100)






∂tf + v · ∇xf + ug · ∇vf − divv(vf) = 0, (t, x, v) ∈ [0, T ]× [T2 × R
2] \ γ2−,

f(0, x, v) = f0(x, v), (x, v) ∈ T
2 × R

2,
f(t+, x, v) = (1− Y(t))f(t−, x, v) + Y(t)A(x, v)f(t−, x, v), (t, x, v) ∈ [0, T ]× γ−.

Let us explain how the absorption procedure works. From (4.74), the characteristics
associated to the field −v+ug are regular. Thus, outside ω, the system above defines
a function Ṽǫ[g] of class C 1. Moreover, the exact value of Ṽǫ[g] is given by these
characteristics through (2.26) and (2.24). When the characteristics (Xg, V g) meet
γ− at time t, f(t+, ·, ·) is fixed according to the last equation in (4.100). We can
see the function Y(t)A(x, v) as an opacity factor depending on time and on the
incidence of the characteristics on ∂Hδ. Indeed, f(t+, ·, ·) can take values varying
from f(t−, ·, ·), in the case of no absorption, to 0, according to the angle of incidence,
the modulus of the velocity and time.

4.4. Extension. The function Ṽǫ[g] is not necessarily continuous around [0, T ] ×
γ− ⊂ [0, T ] × Hδ. To avoid this problem we shall use some extension operators
preserving regularity.

Let us first consider a linear extension operator

π : C
0(T2 \Hδ) → C

0(T2),
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such that for any σ ∈ (0, 1), a C 0,σ function is mapped onto a C 0,σ function. This
allows to define another linear extension operator by

π : C 0([0, T ]× [T2 \Hδ]× R
2) → C 0([0, T ]× T

2 × R
2)

f 7→ πf(t, x, v) = π [f(t, ·, v)] (x).

Thus, π is an extension satisfying the following properties: for every f ∈ C 0([0, T ]×
(T2 \Hδ)× R

2), we have

∃Cπ > 0 such that(4.101)

‖(1 + |v|)γ+2π(f)‖L∞(QT ) ≤ Cπ‖(1 + |v|)γ+2f‖L∞([0,T ]×(T2\Hδ)×R2),

∀σ ∈ (0, 1), ∃Cπ,σ > 0 such that(4.102)

‖π(f)‖C 0,σ(QT ) ≤ Cπ,σ‖(1 + |v|)γ+2f‖C 0,σ([0,T ]×(T2\Hδ)×R2).

We introduce another truncation in time. Let Ỹ ∈ C ∞(R+; [0, 1]) such that

(4.103)
Ỹ(t) = 0, t ∈

[

0, T
100

]

,

Ỹ(t) = 1, t ∈
[

T
48 , T

]

.

Finally, we set

(4.104)
Π : C 0([0, T ]× (T2 \Hδ)× R

2) → C 0([0, T ]× T
2 × R

2),

f 7→ Πf = (1 − Ỹ(t))f + Ỹ(t)πf.
This allows to define the fixed point operator by

(4.105) Vǫ[g] := f +Π
(

Ṽǫ[f ]|([0,T ]×(T2\Hδ)×R2)∪([0, T
48 ]×T2×R2)

)

,

for every (t, x, v) ∈ [0, T ]× T
2 × R

2.

4.5. Existence of a fixed point. The goal of this section is to prove the following
result.

PROPOSITION 4.6. Let T > T0, where T0 > 0 is given by Proposition 3.1
and let c1, c2, c3 be large enough positive constants. Then, there exists ǫ0 > 0 such
that, for any ǫ ≤ ǫ0, the operator defined by (4.105) in the domain Sǫ defined by

(4.54) has a fixed point g∗ ∈ Sǫ. Furthermore, if ug
∗

denotes the solution of (4.55)
associated to g∗, the pair (g∗, ug

∗

) is a strong solution of (1.1), with initial data f0
and u0, for a certain source term G ∈ C 0([0, T ]× T

2 × R
2).

We shall carry out the proof of this result in several steps. The main idea is to
apply the Leray-Schauder fixed-point theorem. To do this, we have to verify that

(1) The set Sǫ is convex and compact in C 0(QT ),
(2) Vǫ : Sǫ ⊂ C 0(QT ) → C 0(QT ) is continuous,
(3) Vǫ(Sǫ) ⊂ Sǫ.

The first point is straightforward, since the convexity of Sǫ is clear and the
compactness is a consequence of Ascoli’s theorem. The second point is similar to
[22, Section 3.3] and holds without further modification, thanks to Lemma 4.5 and
Lemma 2.2.

We need to show that point (3) holds. In other words, we have to prove that,
for any g ∈ Sǫ, Vǫ[g] ∈ Sǫ, i.e, points (a)–(c).
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4.5.1. Proof of point (b). At this stage, we shall need the following property for the
backwards characteristics associated to −v + ug.

LEMMA 4.7. Let g ∈ Sǫ and let (Xg, V g) be the characteristics associated to
the field −v + ug, according to (4.55) and Proposition 4.2. Then, there exists a
constant K2 = K2(T, γ) > 0, independent of g, such that

(4.106)
∣

∣et|v| − |V g(0, t, x, v)|
∣

∣ ≤ K2,

for any (t, x, v) ∈ [0, T ]× T
2 × R

2.

Proof. By (2.24), we have
∣

∣et|v| − |V g(0, t, x, v)|
∣

∣

≤
∣

∣V g(0, t, x, v)− etv
∣

∣

=

∣

∣

∣

∣

∫ t

0

et−sug(s,Xg(0, s, x, v)) ds

∣

∣

∣

∣

≤ C(T )

∫ t

0

‖ug(s)‖L∞(T2) ds

≤ C(T )‖ug‖L2(0,T ;L∞(T2)) ≤ C(T )K1,

using (4.73). This allows to conclude, choosing K2 ≥ C(T )K1(T,M, f). �

By construction of Vǫ, we have

‖(1 + |v|)γ+2
(

Vǫ[f ]− f
)

‖L∞(QT )

=
∥

∥

∥(1 + |v|)γ+2Π
(

Ṽǫ[g]|([0,T ]×(T2\Hδ)×R2∪[0, T
48 ]×T2×R2)

)∥

∥

∥

L∞(QT )
(4.107)

≤ Cπ

∥

∥

∥(1 + |v|)γ+2Ṽǫ[g]
∥

∥

∥

L∞(QT )
,

where we have used (4.101). Moreover, by (4.100) and (4.95),

|f(t+, x, v)| ≤ |f(t−, x, v)|,
which implies, through (2.26),

|Ṽǫ[g](t, x, v)| ≤
∣

∣e2tf0 ((X
g, V g)(0, t, x, v))

∣

∣ .

On the other hand,

|f0 ((Xg, V g)(0, t, x, v))|

=

(

1 + |V g(0, t, x, v)|
1 + |V g(0, t, x, v)|

)γ+2

|f0 ((Xg, V g)(0, t, x, v))|

≤ ‖(1 + |v|)γ+2f0‖L∞(QT )

(1 + |V g(0, t, x, v)|)γ+2(4.108)

=
‖(1 + |v|)γ+2f0‖L∞(QT )

(1 + [et|v| − (et|v| − |V g(0, t, x, v)|)])γ+2

≤ (1 + |et|v| − |V g(0, t, x, v)||)γ+2 ‖(1 + |v|)γ+2f0‖L∞(QT )

(1 + et|v|)γ+2

≤ (1 +K2(T, γ))
γ+2‖(1 + |v|)γ+2f0‖L∞(QT )

(1 + et|v|)γ+2
,
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where we have used (4.106) and the inequality (see [22, Eq. (3.33), p. 347].

(4.109)
1

1 + |x− x′| ≤
1 + |x′|
1 + |x| , ∀x, x′ ∈ R

2.

Furthermore, since

(1 + |v|)γ+2|Ṽǫ[g](t, x, v)| ≤ (1 + et|v|)γ+2|Ṽǫ[g](t, x, v)|,
for every (t, x, v) ∈ [0, T ]× T

2 × R
2, we have

‖(1 + |v|)γ+2Ṽǫ[g]‖L∞(QT )(4.110)

≤ e2T (1 +K2(T, γ))
γ+2 (‖f0‖C 1 + ‖(1 + |v|)γ+2f0‖L∞

)

.

This gives that Vǫ[g] satisfies point (b), thanks to (4.107) and choosing

(4.111) c1 ≥ Cπe
2T (1 +K2(T, γ))

γ+2
.

4.5.2. Proof of point (c). We need the following technical result, which can be
adapted from [22, Lemma 2, p. 347], thanks to Lemma 2.2 and (4.74).

LEMMA 4.8. For any g ∈ Sǫ, one has Ṽǫ[g] ∈ C 1(QT \ΣT ), with ΣT := [0, T ]×
γ−. Moreover, there exists a constant K3 = K3(γ, ω) > 0 such that
∣

∣

∣Ṽǫ[g](t, x, v)− Ṽǫ[g](t
′, x′, v′)

∣

∣

∣

(1 + |v|)|(t, x, v) − (t′, x′, v′)| ≤ K3(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(QT )),

for any (t, x, v), (t′, x′, v′) ∈ [0, T ]× (T2 \ ω) × R
2 with |v − v′| < 1. Furthermore,

if f0 satisfies (1.12), we also have

‖(1 + |v|)γ+1∇x,vṼǫ[g]‖L∞

≤ K4

(

‖(1 + |v|)γ+1∇x,vf0‖L∞(QT ) + ‖(1 + |v|)γ+2f0‖L∞

)

,(4.112)

for some constant K4 = K4(κ, g) > 0.

Let δ2 be given by (4.53). Again, by construction of Vǫ and (4.102), we deduce

(4.113) ‖Vǫ[g]− f‖C 0,δ2 (QT ) ≤ Cπ,δ2‖Ṽǫ[g]‖C 0,δ2 ([0,T ]×(T2\Hδ)×R2).

Then, interpolating (4.110) and Lemma 4.8, we have

|Ṽǫ[g](t, x, v)− Ṽǫ[g](t
′, x′, v′)|

|(t, x, v) − (t′, x′, v′)|δ2

=

(

|Ṽǫ[g](t, x, v) − Ṽǫ[g](t
′, x′, v′)|

(1 + |v|)|(t, x, v) − (t′, x′, v′)|

)
γ+2
γ+3

×
(

(1 + |v|)γ+2|Ṽǫ[g](t, x, v)− Ṽǫ[g](t
′, x′, v′)|

)1− γ+2
γ+3

≤ K
γ+2
γ+3

3 K
1− γ+2

γ+3

5

(

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(QT )

)

,

with

K5 = e2T (1 +K2(T, γ))
γ+2 .

Whence, by (4.113), this gives that Ṽǫ[g] satisfies point (c), choosing

(4.114) c2 ≥ Cπ,δ2K3(γ, ω)
γ+2
γ+3K5(T, γ)

1−γ+2
γ+3 .
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4.5.3. Proof of point (a). We show first the L∞ estimate. Using the fact that ρf = 0

and point (b), we find
∥

∥

∥

∥

∫

R2

(

Vǫ[g]− f
)

dv

∥

∥

∥

∥

L∞(ΩT )

=

∥

∥

∥

∥

∫

R2

(Vǫ[g](t, x, v)) dv

∥

∥

∥

∥

L∞(ΩT )

≤ sup
t,x∈ΩT

∫

R2

|Vǫ[g](t, x, v)| dv

≤ K6(‖f0‖C 1 + ‖(1 + |v|)γ+2f0‖L∞),

with

K6 := c1

∫

R2

dv

(1 + |v|)γ+2
.

To show the Hölder estimate, we interpolate (4.110) and (c). Indeed, if δ1 is given
by (4.53) and γ̃ := 2 + γ

2 , we have

(1 + |v|)γ̃ |Vǫ[g](t, x, v)− Vǫ[g](t
′, x′, v)|

|(t, x, v)− (t′, x′, v)|δ1

=
(

(1 + |v|)γ+2|Vǫ[g](t, x, v)− Vǫ[g](t
′, x′, v)|

)
1
2+

1
γ+2

×
( |Vǫ[g](t, x, v)− Vǫ[g](t

′, x′, v)|
|(t, x, v) − (t′, x′, v)|δ2

)
1
2−

1
γ+2

≤ c
1
2+

1
γ+2

1 c
1
2−

1
γ+2

2

(

‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(QT )

)

.

Consequently, choosing

(4.115) c3 ≥ K6 + c
1
2+

1
γ+2

1 c
1
2−

1
γ+2

2 ,

and thanks to (1.11), we have that Vǫ[g] satisfies point (a).

Proof of Proposition 4.6. Let us choose c1, c2, c3 large enough so that (4.111), (4.114)
and (4.115) are satisfied. Let us choose ǫ0 sufficiently small, given by (4.66). Then,
the smallness assumption (1.11) and the properties of Vǫ and Π allow to conclude
that if ǫ ≤ ǫ0, then

Vǫ(Sǫ) ⊂ Sǫ.

Thus, thanks to the Leray-Schauder theorem, there exists g ∈ Sǫ such that Vǫ[g] =
g. This ends the proof of Proposition 4.6.

�

We can furthermore obtain a regularity result for the fixed point found above.

COROLLARY 4.9. let ǫ ≤ ǫ0 and g = Vǫ[g]. If f0 ∈ C 1(T2×R
2) satisfies (1.12),

then

g ∈ C
1(QT ),(4.116)

∃κ′ > 0, sup
(t,x,v)∈QT

(1 + |v|)γ+1 (|g|+ |∇x,vg|) (t, x, v) ≤ κ′.(4.117)

Proof. This is a consequence of the construction and Lemma 4.8, which gives
(4.112). By the construction of f and Ṽǫ, and since Π preserves regularity, we
deduce (4.116) and (4.117). �
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5. Stability estimates for the Vlasov-Navier-Stokes system

The goal of this section is to prove the following stability estimate for the strong
solutions of (1.1), that will be crucial in the proof of Theorem 1.3, both for the
controllability as well as for uniqueness.

PROPOSITION 5.1. Let T > 0, γ > 2 and let (g, ug) and (f, uf ) be two strong
solutions of system (1.1), according to Definition 1.1, for initial data

ug|t=0 = ug0, g|t=0 = g0,

uf |t=0 = uf0 , f |t=0 = f0.

Assume further that there exists κ > 0 such that

(5.118) sup
(t,x,v)∈QT

(1 + |v|)γ+1
(|f |+ |g|+ |∇xf |+ |∇xg|) ≤ κ.

Then, there exists a constant C > 0 such that for any t ∈ (0, T ],

‖(ug − uf )(t)‖2
H

1
2 (T2)

+

∫ t

0

‖∇(ug − uf)(s)‖2
H

1
2 (T2)

ds(5.119)

≤ eC(t)

(

‖ug0 − uf0‖2H 1
2 (T2)

+

∫ t

0

‖jg−f − ρg−fu
f‖2L2(T2)

)

,

where

C(t) :=

∫ t

0

(

1 + ‖ρf(s)‖L∞(T2) + ‖ρf (s)‖2L∞(T2)

)

ds.

Proof. We observe that the difference w := ug − uf satisfies the system
(5.120)






∂tw −∆w +∇π = −ug · ∇ug + uf · ∇uf + jg−f − ρgu
g + ρfu

f , in ΩT ,
divx w = 0, in ΩT ,

w|t=0 = ug0 − uf0 , in T
2.

Thanks to (1.6), the difference ug − uf belongs at least to C 0([0, T ];Vσ), which
allows, up to a regularisation in time argument, to use it as a test function. Indeed,
multiplying the equation in (5.120) by ug − uf and taking the H

1
2 scalar product,

we find

d

dt
‖(ug − uf)(t)‖2

H
1
2
+ ‖∇(ug − uf )(t)‖2

H
1
2

=
∣

∣

∣

(

−ug · ∇ug + uf · ∇uf + jg−f − ρgu
g + ρfu

f , ug − uf
)

H
1
2
(t)
∣

∣

∣

≤ T1(t) + T2(t),

(5.121)

with

T1(t) :=
∣

∣

∣

(

−ug · ∇ug + uf · ∇uf , ug − uf
)

H
1
2
(t)
∣

∣

∣
,(5.122)

T2(t) :=
∣

∣

∣

(

jg−f − ρgu
g + ρfu

f , ug − uf
)

H
1
2
(t)
∣

∣

∣ .(5.123)

We then have to estimate the two terms of the right-hand side.
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First Term. For the term T1, according to (1.22), one has

T1(t) =

∣

∣

∣

∣

∣

∑

n∈Z2

(−ug · ∇ug + uf · ∇uf)n(1 + |n|2) 1
2 (ug − uf )n

∣

∣

∣

∣

∣

(5.124)

=

∣

∣

∣

∣

∣

∣

∑

n∈Z2\{0}

(−ug · ∇ug + uf · ∇uf )n(1 + |n|2) 1
2 (ug − uf )n

∣

∣

∣

∣

∣

∣

.
∑

n∈Z2\{0}

∣

∣(−ug · ∇ug + uf · ∇uf )n
∣

∣ |n|
∣

∣(ug − uf )n
∣

∣

.





∑

n∈Z2\{0}

∣

∣(−ug · ∇ug + uf · ∇uf)n
∣

∣

2





1
2




∑

n∈Z2\{0}

|n|2
∣

∣(ug − uf)n
∣

∣

2





1
2

= ‖ − ug · ∇ug + uf · ∇uf‖L2(T2)





∑

n∈Z2\{0}

|n|2
∣

∣(ug − uf)n
∣

∣

2





1
2

,

thanks to the Cauchy-Schwarz’s inequality.
For the second term in the above inequality, we have, for every n ∈ Z

2 \{0}, and
for any η > 0,

|n|2|(ug − uf)n|2 .
1

η2
|n||(ug − uf)n|2 + η2|n|3|(ug − uf )n|2

.

(

1

η
|n| 12 |(ug − uf )n|+ η|n| 32 |(ug − uf )n|

)2

This gives, thanks to Minkowski’s inequality,





∑

n∈Z2\{0}

|n|2|(ug − uf )n|2




1
2

(5.125)

≤





∑

n∈Z2\{0}

(

1

η
|n| 12 |(ug − uf )n|+ η|n| 32 |(ug − uf )n|

)2




1
2

.
1

η





∑

n∈Z2\{0}

|n||(ug − uf)n|2




1
2

+ η





∑

n∈Z2\{0}

|n|3|(ug − uf )n|2




1
2

=
1

η
‖ug − uf‖

H
1
2
+ η‖∇(ug − uf )‖

H
1
2
.

On the other hand, in the same fashion as in (4.90) with r = 2, we can estimate
the convection term as follows.
∥

∥

(

−ug · ∇ug + uf · ∇uf
)

(t)
∥

∥

L2(T2)
= ‖(ug − uf ) · ∇ug + uf · ∇(ug − uf)‖L2(T2)

≤ ‖(ug − uf ) · ∇ug‖L2 + ‖uf · ∇(ug − uf )‖L2

. ‖ug − uf‖L4‖∇ug‖L4 + ‖uf‖L4‖∇(ug − uf )‖L4
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.
(

‖∇ug(t)‖L4 + ‖uf(t)‖L4

)

(

‖(ug − uf )(t)‖
H

1
2
+ ‖∇(ug − uf)(t)‖

H
1
2

)

,

(5.126)

thanks to the Sobolev embedding H
1
2 (T2) →֒ L4(T2). In order to estimate the last

inequality, we shall prove that

(5.127) sup
t

(

‖∇ug(t)‖L4(T2) + ‖uf(t)‖L4(T2)

)

≤ C,

for some constant C > 0.
Indeed, since uf , ug ∈ C 0

t H
1
x ∩ L2

tH
2
x, according to (1.6), and thanks to the

hypothesis (5.118), we have that

jg − ρgu
g ∈ L2(0, T ;H1(T2)), jf − ρfu

f ∈ L2(0, T ;H1(T2)).

Thus, from classical parabolic regularity result for the Navier-Stokes system (see
[7, Theorem V.2.10 and Corollary V.2.11, p.384]), we have

(5.128) ug, uf ∈ C
0([0, T ];H2(T2)) ∩ L2(0, T ;H3(T2)).

Thus, thanks to the Sobolev embedding H
1
2 (T2) →֒ L4(T2), this entails, for any

t ∈ (0, T ], that

‖∇ug(t)‖L4(T2) + ‖uf(t)‖L4(T2) . ‖∇ug(t)‖
H

1
2 (T2)

+ ‖uf(t)‖
H

1
2 (T2)

. max
{

‖ug(t)‖H2(T2), ‖uf(t)‖H2(T2)

}

. max
{

‖ug‖C 0
t H

2(T2), ‖uf‖C 0
t H

2(T2)

}

,

which is finite thanks to (5.128). This proves (5.127).
Thus, combining (5.127) with (5.126), we obtain, for any t ∈ (0, T ],
∫ t

0

∥

∥

(

−ug · ∇ug + uf · ∇uf
)

(s)
∥

∥

2

L2(T2)
ds

.

∫ t

0

(

‖(ug − uf)(s)‖2
H

1
2
+ ‖∇(ug − uf)(s)‖2

H
1
2

)

ds.

Consequently, injecting this in (5.124) and taking (5.125) into account, one has
∫ T

0

T1(t) dt

≤
∫ T

0

‖(ug · ∇ug − uf · ∇uf )(t)‖L2

(

∑

n∈Z2

|n|2
∣

∣(ug − uf )n(t)
∣

∣

2

)
1
2

dt

≤
(

∫ T

0

‖(ug · ∇ug − uf · ∇uf)(t)‖2L2 dt

)
1
2
(

∫ T

0

∑

n∈Z2

|n|2
∣

∣(ug − uf)n(t)
∣

∣

2
dt

)
1
2

≤
(

∫ T

0

‖(ug − uf)(t)‖2L2 + ‖∇(ug − uf)(t)‖2L2 dt

)
1
2

×
(

∫ T

0

1

η
‖(ug − uf)(t)‖2

H
1
2
+ η‖∇(ug − uf )(t)‖2

H
1
2
dt

)
1
2

.
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Hence, choosing η < 1 small enough, this yields

(5.129)

∫ T

0

T1(t) dt .
1

η

∫ T

0

‖(ug−uf)(t)‖2
H

1
2
dt+

√
η

∫ T

0

‖∇(ug−uf)(t)‖2
H

1
2
dt.

Second term. Let us treat next the other term in the right-hand side of (5.121).
We proceed as follows. For any t ∈ [0, T ], we have

T2(t) ≤
∣

∣

∣

(

jg−f − ρg−fu
g, ug − uf

)

H
1
2

∣

∣

∣+
∣

∣

∣

(

ρf (u
g − uf), ug − uf

)

H
1
2

∣

∣

∣

(5.130)

=

∣

∣

∣

∣

∣

∑

n∈Z2

(jg−f − ρg−fu
g)n(1 + |n|2) 1

2 (ug − uf )n

∣

∣

∣

∣

∣

+
∣

∣

∣

(

ρf (u
g − uf), ug − uf

)

H
1
2

∣

∣

∣

≤
∑

n∈Z2\{0}

∣

∣

∣(jg−f − ρgu
g)n(1 + |n|2) 1

2 (ug − uf )n

∣

∣

∣+
∣

∣(jg−f − ρgu
g)0(u

g − uf)0
∣

∣

+
∣

∣

∣

(

ρf (u
g − uf), ug − uf

)

H
1
2

∣

∣

∣

.
∑

n∈Z2\{0}

|(jg−f − ρgu
g)n|2 +

∑

n∈Z2\{0}

|n|2
∣

∣(ug − uf)n
∣

∣

2

+

∣

∣

∣

∣

∫

T2

(jg−f − ρgu
g) dx

∫

T2

(ug − uf ) dx

∣

∣

∣

∣

+
∣

∣

∣

(

ρf (u
g − uf ), ug − uf

)

H
1
2

∣

∣

∣

= B1(t) + B2(t) + B3(t),

with

B1(t) :=
∑

n∈Z2\{0}

|(jg−f − ρgu
g)n|2 +

∣

∣

∣

∣

∫

T2

(jg−f − ρgu
g) dx

∫

T2

(ug − uf) dx

∣

∣

∣

∣

,

B2(t) :=
∑

n∈Z2\{0}

|n|2
∣

∣(ug − uf )n
∣

∣

2
,

B3(t) :=
∣

∣

∣

(

ρf (u
g − uf ), ug − uf

)

H
1
2

∣

∣

∣ .

For the first term, we write

B1 . ‖jg−f − ρg−fu
g‖2L2(5.131)

+
1

2

∫

T2

|jg−f − ρg−fu
g|2 dx+

1

2

∫

T2

|ug − uf |2 dx

.
3

2
‖jg−f − ρg−fu

g‖2L2 + ‖ug − uf‖2
H

1
2
.

For the second term, using the Cauchy-Schwarz’s inequality, one finds

B2 =
∑

n∈Z2\{0}

|n| 12+ 3
2 |(ug − uf )n|2(5.132)

.





∑

n∈Z2\{0}

|n||(ug − uf )n|2




1
2




∑

n∈Z2\{0}

|n|3|(ug − uf )n|2




1
2

.
1

η

∑

n∈Z2\{0}

|n||(ug − uf)n|2 + η
∑

n∈Z2\{0}

|n|3|(ug − uf )n|2
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.
1

η
‖ug − uf‖2

H
1
2
+ η‖∇(ug − uf)‖2

H
1
2
,

for some η ∈ (0, 1) to be chosen later on. For the third term, we have, thanks to
(5.118),

B3 .
∑

n∈Z2\{0}

(

ρf (u
g − uf)

)

n
(1 + |n|2) 1

2 (ug − uf)n

(5.133)

+

∣

∣

∣

∣

∫

T2

ρf (u
g − uf ) dx

∫

T2

(ug − uf) dx

∣

∣

∣

∣

.
1

η

∑

n∈Z2\{0}

∣

∣

(

ρf (u
g − uf )

)

n

∣

∣

2
+ η

∑

n∈Z2\{0}

|n|2|(ug − uf)n|2

+ ‖ρf‖L∞(T2)

(∫

T2

|ug − uf | dx
)2

.

(‖ρf‖L∞(T2)

η
+ 1

)

‖ρf‖L∞(T2)‖ug − uf‖2L2(T2) + η‖∇(ug − uf )‖2L2(T2),

thanks to Jensen’s inequality.
We finally have, for any t ∈ (0, T ],

T2(t) ≤
(

1 + ‖ρf (t)‖L2(T2) +
1

η
(1 + ‖ρf(t)‖2L2(T2))

)

‖(ug − uf )(t)‖2
H

1
2 (T2)

(5.134)

+ η‖∇(ug − uf)(t)‖2
H

1
2 (T2)

+ ‖(jg−f − ρg−fu
g)(t)‖2L2(T2).

Conclusion. Integrating (5.121) with respect to time yields

‖(ug − uf)(t)‖2
H

1
2
+

∫ t

0

‖∇(ug − uf)(s)‖2
H

1
2
ds

≤ ‖ug0 − uf0‖2H 1
2
+

∫ t

0

T1(s) ds+

∫ t

0

T2(s) ds.

Thus, from (5.129) and (5.134), and choosing η ∈ (0, 1) small enough, this gives

‖(ug − uf )(t)‖2
H

1
2
+

1

2

∫ t

0

‖∇(ug − uf )(s)‖2
H

1
2
ds

. ‖ug0 − uf0‖2H 1
2
+

∫ t

0

‖jg−f (s)− ρg−f (s)u
g(s)‖2L2 ds

+

∫ t

0

(

1 + ‖ρf(s)‖L∞ +
1

η
(1 + ‖ρf (s)‖2L∞)

)

‖(ug − uf )(s)‖2
H

1
2
ds

By Gronwall’s inequality, we obtain (5.119).
�

6. Proof of Theorem 1.3. Controllability.

Let us denote by g the fixed point of the operator Vǫ, found in Proposition 4.6,
for ǫ ≤ ǫ0. The purpose of the following result is to establish that, choosing ǫ ≤ ǫ1
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possibly smaller, the characteristics associated to −v + ug meet Hδ with sufficient
speed.

PROPOSITION 6.1. There exists ǫ1 > 0 and M1 > 0 such that for any ǫ ≤
ǫ1 and M ≤ M1 the characteristics associated to −v + ug, where ug is given by
Proposition 4.2, namely (Xg, V g), satisfy the following property

(6.135) ∀(x, v) ∈ T
2 × R

2, ∃t ∈
[

T

48
,
47T

48

]

s.t. (Xg, V g)(t, 0, x, v) ∈ γ3−,

where γ3− is defined in (4.93).

Proof. In order to prove (6.135), we proceed in two steps.

Step 1. Stability argument. We shall show that the characteristics (Xg, V g) are
uniformly close to (X,V ) whenever ǫ and M are chosen sufficiently small.

Indeed, from (2.24), we have, for every (t, x, v) ∈ QT ,

X(t, 0, x, v)−Xg(t, 0, x, v)(6.136)

=

∫ t

0

∫ s

0

eτ−s
(

u(τ,X(τ, 0, x, v))− ug(τ,Xg(τ, 0, x, v))
)

dτ ds

= J1 + J2,

with

J1 :=

∫ t

0

∫ s

0

eτ−s
(

u(τ,X(τ, 0, x, v)− u(τ,Xg(τ, 0, x, v)
)

dτ ds,

J2 :=

∫ t

0

∫ s

0

eτ−s (u(τ,Xg(τ, 0, x, v)− ug(τ,Xg(τ, 0, x, v)) dτ ds.

For the first term above, using (3.29), we find

(6.137) |J1| ≤ C(T, u)

∫ t

0

∣

∣X(τ, 0, x, v)−Xg(τ, 0, x, v)
∣

∣ dτ.

For the second term above, we have

(6.138) |J2| ≤ C(T )‖u− ug‖L2
tL

∞

x
.

Consequently, we have to obtain a precise estimate of the difference ug−u in L2
tL

∞
x .

In order to do this, we shall use Proposition 5.1 with the solutions ug and u. Let
us observe that, thanks to (1.12), (4.117) and (3.28), hypothesis (5.118) is staisfied
in this case. Thus, (5.119) yields

‖(ug − u)(t)‖2
H

1
2
+

∫ t

0

‖∇(ug − u)(s)‖2
H

1
2
ds(6.139)

. ‖u0‖2
H

1
2
+

∫ t

0

‖jg−f − ρgu
g‖2L2 ds,

thanks to (3.30) and the fact that ρf ≡ 0.

Firstly, we observe that, thanks to (4.63),

‖jg−f‖2L2 =

∫

T2

∣

∣

∣

∣

∫

R2

v(g − f) dv

∣

∣

∣

∣

2

dx . ǫ2
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Secondly, using point (a) and (4.58),

sup
t∈[0,T ]

‖ρg(t)‖2L2(T2)‖ug(t)‖2L2(T2) ≤ 2c23ǫ
2eT

(

M2 + T (1 + ‖jf‖2L∞

t L2
x
)
)

. ǫ2.

Then, for any t ∈ (0, T ],
∫ t

0

‖jg−f − ρgu
g‖2L2(T2) ds ≤ ǫ2,

Thus,

‖(u− ug)(t)‖2
H

1
2
+

1

2

∫ t

0

‖∇(u− ug)(s)‖2
H

1
2
ds . ‖u0‖2

H
1
2
+ ǫ2

.M2 + ǫ2,

thanks to (1.10). To conclude, using the injection H
3
2 (T2) →֒ L∞(T2), we deduce

∫ T

0

‖(u− ug)(t)‖2L∞(T2) dt

.

∫ T

0

‖(u− ug)(t)‖2
H

3
2
dt .M2 + ǫ2,

which gives the L2
tL

∞
x estimate.

We have, from (6.136), (6.137), (6.138) and the previous inequalities,
∣

∣X(t, 0, x, v)−Xg(t, 0, x, v)
∣

∣

≤ |J1|+ |J2|

.

∫ t

0

∣

∣X(s, 0, x, v)−Xg(s, 0, x, v)
∣

∣ ds+ ‖u− ug‖L2
xL

∞

x

.

∫ t

0

∣

∣X(s, 0, x, v)−Xg(s, 0, x, v)
∣

∣ ds+
√

M2 + ǫ2.

Whence, thanks to Gronwall’s lemma,

(6.140) sup
QT

|(X −Xg)(t, 0, x, v)| .
√

M2 + ǫ2.

Using (2.24), we also deduce

(6.141) sup
QT

|(V − V g)(t, 0, x, v)| .
√

M2 + ǫ2.

Step 2. Conclusion. Let us choose ǫ > 0 and M > 0 small enough so that

sup
QT

‖(X −Xg)(t, x, v)‖ + sup
QT

‖(V − V g)(t, x, v)‖ < δ

2
,

with the choice (4.92). Thus, combining (3.27) with (6.140) and (6.141), we obtain
the following property.

For every (x, v) ∈ T
2 × R

2, there exists t(x,v) ∈
[

T

48
,
47T

48

]

such that

Xg(t(x,v), 0, x, v) ∈ H δ
2
,(6.142)

∣

∣V g(t(x,v), 0, x, v) · nH

∣

∣ >
7

2
.(6.143)
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We shall show that this entails (6.135).
Indeed, let us set

s0 := log(1 + δ).

Let (x, v) ∈ T
2 ×R

2 and let t(x,v) be given by (6.142). Then, we have the following
∣

∣

(

Xg(t(x,v), 0, x, v) + (1 − es0)V g(t(x,v), 0, x, v)
)

· nH

∣

∣

≥ −|Xg(t(x,v), 0, x, v) · nH |+ (es0 − 1)|V g(t(x,v), 0, x, v) · nH |

≥ − δ
2
+

7

2
(es0 − 1)

> 2δ,

using (6.142), (6.143) and the choice (4.92). Thus, thanks to the previous inequality
and (2.24), and denoting Xg(t) := X(t, 0, x, v) and V g(t) := V g(t, 0, x, v) for (x, v)
fixed, we get
∣

∣

(

Xg(t(x,v)) + (1− es0)V g(t(x,v))−Xg(t(x,v) − s0)
)

· nH

∣

∣

=
∣

∣

(

Xg(t(x,v)) + (1− es0)V g(t(x,v))−Xg(t(x,v) − s0, t(x,v), (X
g, V g)(t(x,v)))

)

· nH

∣

∣

=

∣

∣

∣

∣

∣

∫ t(x,v)−s0

t(x,v)

∫ η

t(x,v)

ez−ηug(z,Xg(z)) dz dη

∣

∣

∣

∣

∣

≤ s
3
2
0 ‖ug‖L2L∞

x

< δ,

thanks to Cauchy-Schwarz’s inequality and (4.92). Let us observe that this entails
that

Xg(t(x,v) − s0, 0, x, v) 6∈ Hδ.

Combining this with (6.142) and thanks to the intermediate value theorem, we
deduce that there exists σ(x,v) ∈ (t(x,v) − s0, t(x,v)) such that

(6.144) Xg(σ(x,v), 0, x, v) ∈ ∂Hδ.

Let us observe that, thanks to (4.92),

(6.145) σ(x,v) ∈
[

T

48
,
47T

48

]

, ∀(x, v) ∈ T
2 × R

2.

Finally, thanks to (2.24) and (6.143), we deduce

|V g(σ(x,v), 0, x, v) · nH |
=
∣

∣V g(σ(x,v), t(x,v), (X
g, V g)(t(x,v), 0, x, v)) · nH

∣

∣

≥ et(x,v)−σ(x,v) |V g(t(x,v), 0, x, v)| −
√
s0‖ug‖L2

tL
∞

x

≥ 3,

where we have used the Cauchy-Schwarz’s inequality and (4.92). Thus, combining
last inequality with (6.144) and (6.145), we find (6.135).

�

Proof of Theorem 1.3. Controllability part. Let us choose ǫ ≤ min {ǫ0, ǫ1}, where
ǫ0 is given by Proposition 4.6, and ǫ1 is given by Proposition 6.1. Let us consider
T ≥ T0, according to Proposition 3.1, and τ1, τ2 > 0. Thus, define

Tf = T + τ1 + τ2.
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We shall prove that (1.13) holds in a large enough time Tf > 0, which will be done
in three steps.

Step 1. From the initial configuration to a confinement in ω.
By the choice of ǫ, we apply Proposition 4.6 in time T > 0 large enough, which

provides a fixed point of Vǫ, that we denote g∗ and a strong solution (g∗, ug
∗

) of
(1.1) for some G ∈ C 0([0, T ]×T

2 ×R
2). We observe that from the construction of

Vǫ and (3.30), we have

(6.146) Vǫ[g
∗](T, x, v) := Π

(

Ṽǫ[g
∗]|([0,T ]×(T2\Hδ)×R2)∪([0, T

48 ]×T2×R2)

)

(T, x, v).

In particular, it comes from the definition of Π that

Vǫ[g
∗](T, x, v) = Ṽǫ[g

∗](T, x, v), ∀(x, v) ∈ (T2 \ ω)× R
2,(6.147)

Vǫ[g
∗](0, x, v) = f0(x, v), ∀(x, v) ∈ T

2 × R
2.(6.148)

Moreover, by (4.100) and (2.26),

Ṽǫ[g
∗](T, x, v) = e2T f0((X

g∗

, V g∗

)(0, T, x, v)).

Hence, since ǫ ≤ ǫ1, Proposition 6.1 applies, which implies, thanks to the absorption
procedure described by (4.100) and (4.95) that Ṽǫ[g](T, x, v) = 0 in (T2 \ ω)× R

2.
Thus, by (6.147), we get

(6.149) g∗(T, x, v) = 0, ∀(x, v) ∈ (T2 \ ω)× R
2.

Step 2. From the confinement in ω to the zero distribution.
Let ζ ∈ C∞(R) such that 0 ≤ ζ ≤ 1 and

ζ(t) = 1, ∀t ≤ 0,(6.150)

ζ(t) = 0, ∀t ≥ 1.(6.151)

Then, let us define

f♭(t, x, v) := ζ

(

t

τ1

)

g∗(T, x, v), ∀(t, x, v) ∈ (0, τ1)× T
2 × R

2.

Thus,

f♭|t=0 = g∗|t=T , and f♭|τ1 = 0,

We associate to f♭ the velocity field u♭ obtained by solving the associated system
(4.55), which is possible thanks to Proposition 4.2, as f♭ has the same regularity in

(x, v) as g∗ at any time τ1. We observe that u♭(0) = ug
∗

(T ) by construction.

Step 3. From the zero distribution to the stationary fluid.
According to Step 2, after a time τ1, the field evolves from ug

∗

(T ) to u♭(τ1).
Then, Theorem 3.2 allows to modify the field in order to reach zero in time τ2.
Meanwhile, the distribution function can be modified accordingly, keeping the par-
ticles confined in ω. Let us apply Theorem 3.2 with

τ = τ2, M = T
2, M0 = ω, ŷ ≡ 0, y0 = u♭(τ1).

This provides a control w♯ ∈ C∞([0, τ2]× T
2) such that

(6.152) suppw♯ ⊂ (0, τ2)× ω
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and such that the solution of

(6.153)







∂tu♯ + u♯ · ∇u♯ −∆u♯ +∇p♯ = w♯, (t, x) ∈ (0, τ2)× T
2,

divx u♯ = 0, (t, x) ∈ (0, τ2)× T
2,

u♯|t=0 = u♭(τ1), x ∈ T
2,

satisfies

(6.154) u♯|t=τ2 ≡ 0.

We thus define the associated distribution function as

f♯(t, x, v) := (Z1,Z2)(v) · w♯(t, x), ∀(t, x, v) ∈ (0, τ2)× T
2 × R

2,

where Z1 and Z2 are given by (3.38) and (3.39). As a consequence of (6.152) and
Step 2,

f♯|t=0 = f♭|t=τ1 = 0, f♯|t=τ2 = 0.

Conclusion. We put together these steps to construct a suitable solution. Let
us define

(6.155) f(t) :=







g∗(t), t ∈ [0, T ),
f♭(t− T ), t ∈ [T, T + τ1),
f♯(t− T − τ1), t ∈ [T + τ1, T + τ1 + τ2],

and

(6.156) u(t) :=







ug
∗

(t), t ∈ [0, T ),
u♭(t− T ), t ∈ [T, T + τ1),
u♯(t− T − τ1), t ∈ [T + τ1, T + τ1 + τ2].

According to the previous arguments, (f, u) is a strong solution of (1.1) and satisfies
(1.13). �

7. Proof of Theorem 1.3. Uniqueness.

The goal of this section is to show that the strong solution of (1.1) obtained in
Section 4 is unique within a certain class.

In Corollary 4.9 it is proved that the solution of system (1.1) obtained by the
fixed-point procedure of Section 4, (see Proposition 4.6) enjoys some regularity
properties. Next result, inspired from [27, Section 8], shows that the solution in
this class is unique.

PROPOSITION 7.1. Let f0 ∈ C 1(T2 × R
2) satisfying (1.12) and let G ∈

C 0(QT ). Then, the strong solution of system (1.1), according to Definition 1.1,
satisfying conditions (4.116) and (4.117) is unique.

Proof. Let f1 = Ṽǫ[f1], for ǫ ≤ ǫ0. Let us suppose that (f2, u2) is a strong solution
of system (1.1) with initial datum f0 and control G and such that (4.116) and
(4.117) are satisfied.

Let w := u1 − u2, g := f1 − f2. We shall use Proposition 5.1 on the difference
w. Observe that, thanks to (1.12) and (4.117), we have

sup
(t,x,v)∈QT

(1 + |v|)γ+1
(

|f1|+ |f2|+ |∇xf
1|+ |∇xf

2|
)

< κ′.

Thus, (5.119) yields in this case

‖w‖
L2

tH
3
2
x

.
(

‖jg‖L∞

t L2
x
+ ‖ρg‖L∞

t L2
x
‖u2‖L2

tL
∞

x

)

.
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Moreover, the Sobolev embedding theorem gives,

(7.157) ‖w‖L2
tL

∞

x
.
(

‖jg‖L∞

t L2
x
+ ‖ρg‖L∞

t L2
x
‖u2‖L2

tL
∞

x

)

.

On the other hand, we observe that condition (4.117) gives

(1 + |v|)|∇x,vf
2(t, (X1, V 1)(0, t, x, v))|

≤ κ′(1 + |v|)
(1 + |V 1(0, t, x, v)|)γ+1

≤ C(κ′, γ)

(1 + |v|)γ ,

proceeding in the same fashion as in (4.108). As a result,

(7.158) sup
(t,x)∈ΩT

∫

R2

(1 + |v|)
∣

∣∇vf
2(t, (X1, V 1)(0, t, x, v)

∣

∣ dv ≤ C̃(κ′, γ),

for some constant C̃(κ′, γ) > 0.
Next, we observe that the difference of the distribution functions, g, satisfies the

following Vlasov equation

∂tg + v · ∇xg + divv [(u1 − v)g] = −w · ∇vf
2, ∀(t, x, v) ∈ QT .

Consequently, by the method of characteristics, we have

|g(t, x, v)| ≤ e2T
∣

∣

∣

∣

∫ t

0

w(s,X1(0, s, x, v)) · ∇vf
2(s, (X1, V 1)(0, s, x, v) ds

∣

∣

∣

∣

.

∫ t

0

‖w(s, ·)‖L∞

x

∣

∣∇vf
2(s, (X1, V 1)(0, s, x, v)

∣

∣ ds.

Thus,

(1 + |v|)|g(t, x, v)| ≤
∫ t

0

‖w(s, ·)‖L∞

x
(1 + |v|)

∣

∣∇vf
2(s, (X1, V 1)(0, s, x, v)

∣

∣ ds,

which implies, thanks to (7.158) and (7.157),

sup
x∈T2

(|jg(t, x)|+ |ρg(t, x)|) .

∫ t

0

‖w(s, ·)‖L∞

x
ds

.

∫ t

0

(‖jg(s)‖L2
x
+ ‖ρg(s)‖L2

x
) ds

.

∫ t

0

sup
x∈T2

(|jg(s)|+ |ρg(s)|) ds, ∀t ∈ [0, T ],

which, by Gronwall’s lemma entails, since ρg(0) = jg(0) = 0, that

ρg(t, x) = 0, jg(t, x) = 0, ∀(t, x) ∈ ΩT .

Moreover, we deduce from this that the difference w(t) = (u1 − u2)(t) satisfies, for
every t ∈ [0, T ],
{

∂tw −∆xw(t) +∇xπ(t) = −(u1 · ∇)u1 + (u2 · ∇)u2 + ρf1(t)w(t), ΩT ,
divx w(t) = 0, ΩT ,

which, according to Theorem B.3 must imply that u1 = u2 in ΩT . In particular,
the characteristics associated to −v + u1 and to −v + u2 coincide. Then, f1 = f2

in QT . �
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8. Perspectives and comments

We have proved in Theorem 1.3 a null-controllability result for the Vlasov-Navier-
Stokes system in dimension 2. Let us make some comments about the possible
limitations of this result.

First of all, we observe that a natural limitation concerning dimension comes
from the difficulties presented by the three-dimensional Navier-Stokes system. In
particular, since the uniqueness of weak solutions for this system is still unknown,
there is no hope, a priori, to obtain better results when considering the coupling
with a Vlasov equation.

On the other hand, the Navier-Stokes in dimension 2 allows the use of fine
stability estimates and a certain regularising effect, which permits the definition
of classical characteristics associated with the velocity field. This is essential to
describe the absorption procedure of Section 4.

Let us emphasise that the controllability result of Theorem 1.3 allows to control
at the same time the distribution function of particles and the motion of the fluid
in which they are immersed. This can be done thanks to the return method, by
exploiting in a crucial manner the two coupling terms of the system: the coupling
term in the Vlasov equation and the drag force term present in the Navier-Stokes
system. Furthermore, we can achieve the control of all the components with a scalar
control acting only on the Vlasov equation. This kind of feature is already well
understood in the case of the Navier-Stokes system [13, 14], where the controlled
component is arbitrary. In the Vlasov-Navier-Stokes case, our methods work only
if the controlled component is the distribution function.

The result of Theorem 1.3 can be seen as a kinetic version of the result obtained
for a fluid-structure system in [5] (see [6] for a three-dimensional result). Indeed,
whereas the fluid-structure problems aims at controlling the trajectory of a macro-
scopic body immersed in a fluid, the kinetic approach allows to treat the dynamics
of a cloud of microscopic particles in a fluid, replacing the individual effects of
particles by a mesoscopic description.

Appendix A. Review of the Stokes system

Let us recall a well-posedness result for the non-stationary Stokes system, i.e.,

(A.159)







∂tu−∆xu+∇xp = f, (t, x) ∈ (0, T )× T
2,

divx u = 0, (t, x) ∈ (0, T )× T
2,

u|t=0 = u0, x ∈ T
2,

due to Y. Giga and H. Sohr (see [18, Theorem 2.8, p.82]). This result gives a very
general framework for the Ls

tL
q
x well-posedness, under suitable assumptions on the

data. Particularly, in the case of initial data, we are lead to the following spaces
(see [18, p.77]). Let

Dα,s
A,q :=

{

u ∈ Lq(T2); ‖u‖Lq +

(∫ ∞

0

‖t1−αAe−tAu‖Lq

dt

t

)
1
s

<∞
}

,

where α ∈ (0, 1), s ∈ [1,∞), and A is the Stokes operator A = P(−∆), P being
the Leray projector. In this context, the result is as follows.

THEOREM A.1 ([18]). Let 1 < s < ∞ and 1 < q < ∞. For any f ∈
Ls(0, T ;Lq(T2)2) and u0 ∈ D

1− 1
s
,s

A,q , there exists a unique solution of system (A.159),
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satisfying u ∈ Ls(0, T ;W 2,q(T2)2) and ∂tu ∈ Ls(0, T ;Lq(T2)2). Moreover, there
exists a constant C0 > 0 such that

(A.160)

∫ T

0

‖∂tu(t)‖sLq dt+

∫ T

0

‖D2u‖sLq dt ≤ C

(

∫ T

0

‖f‖sLq dt+ ‖u0‖
D

1− 1
s
,s

A,q

)

.

Appendix B. Review of the Navier-Stokes system on the

2-dimensional torus

We shall need to use some classical results on the Navier-Stokes, that we gather
here for reference.

Let us consider F ∈ L2(0, T ;V ′) and u0 ∈ H and the Navier-Stokes system

(B.161)







∂tu+ (u · ∇)u−∆u +∇p = F, (t, x) ∈ (0, T )× T
2,

div u(t, x) = 0, t ∈ (0, T ),
u|t=0 = u0, x ∈ T 2.

Following [8, p.42], we shall use the following notion of solution.

DEFINITION B.1. A time-dependent vector field u is a solution of (B.161)
whenever

(B.162) u ∈ C
0([0, T ];V ′

σ) ∩ L∞(0, T ;H) ∩ L2(0, T ;Vσ)

and for any ψ ∈ C 1([0, T ];Vσ) and t ∈ (0, T ], one has
∫

T2

u(t)ψ(t) dx +

∫ t

0

∫

T2

∇u : ∇ψ − u⊗ u · ∇ψ − u∂tψ ds dx

=

∫

T2

u0ψ(0) dx+

∫ t

0

〈F (s), ψ(s)〉V′×V ds.(B.163)

We have the following classical result, due to J. Leray (see [8, Theorem 2.3]).

THEOREM B.2. Let F ∈ L2(0, T ;V ′) and u0 ∈ H. There exists a unique global
solution of (B.161), i.e., for any T > 0, in the sense of Definition B.1. Moreover,
this solution satisfies the energy estimate

(B.164) ‖u(t)‖2L2 +

∫ t

0

‖∇u(s)‖2L2 ds ≤ et
(

‖u0‖2L2 +

∫ t

0

‖F (s)‖2V′ ds

)

.

In the 2-dimensional case, we also have some stability estimates (see [8, Theorem
3.2, p.56]).

THEOREM B.3. Let u and v be two solutions of system (B.161) associated to
(u0, F ) and (v0, G) respectively. Then,

e−t‖(u− v)(t)‖2L2 +

∫ t

0

‖∇(u− v)(s)‖2L2 ds

≤ eCE2(t)

(

‖u0 − v0‖2L2 +

∫ t

0

‖(F −G)(s)‖V′

σ
ds

)

,(B.165)

with

E(t) := et min

{

‖u0‖2L2 +

∫ t

0

‖F (s)‖2V′ ds, ‖v0‖2L2 +

∫ t

0

‖G(s)‖2V′ ds

}

.
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Moreover, in the specific case of the 2-dimensional torus, we have the following
result of propagation of regularity (see [8, Theorem 3.7, p. 80].

THEOREM B.4. Let u0 ∈ H
1
2
0 (T

2) ∩ H and F ∈ L2(0, T ;H
− 1

2
0 (T2)). Then the

unique solution of (B.161) satisfies

(B.166) u ∈ C
0([0, T ];H

1
2
0 (T

2)) ∩ L2(0, T ;H
1
2
0 (T

2))

and

‖u(t, x)‖2
H

1
2
0

+

∫ t

0

‖∇u(s)‖2
H

1
2
0

ds(B.167)

≤ exp

(

c

∫ t

0

‖∇u(s)‖2L2 ds

)(

‖u0‖2
H

1
2
0

+

∫ t

0

‖F (s)‖2
H

−
1
2

0

ds

)

.
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