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Abstract

Estimator selection has become a crucial issue in non parametric estimation. Two widely
used methods are penalized empirical risk minimization (such as penalized log-likelihood esti-
mation) or pairwise comparison (such as Lepski’s method). Our aim in this paper is twofold.
First we explain some general ideas about the calibration issue of estimator selection meth-
ods. We review some known results, putting the emphasis on the concept of minimal penalty
which is helpful to design data-driven selection criteria. Secondly we present a new method
for bandwidth selection within the framework of kernel density density estimation which is in
some sense intermediate between these two main methods mentioned above. We provide some
theoretical results which lead to some fully data-driven selection strategy.

1 Introduction

Since the beginning of the 80’s and the pioneering works of Pinsker (see [42] and [24]) many efforts
have been made in nonparametric statistics to design and analyze adaptive estimators. Several
breakthroughs have been performed in the 90’s. Lepski initiated a strategy mainly based on a
new bandwidth selection method for kernel estimators (see [33] and [34]) while Donoho, Johnstone,
Kerkyacharian and Picard devoted a remarkable series of works to adaptive properties of wavelet
thresholding methods (see [19], [20] and [21] for an overview). In the same time, following a some-
how more abstract information-theoretic path Barron and Cover [5] have built adaptive density
estimators by using some minimum complexity principle on discrete models, paving the way for a
more general connection between model selection and adaptive estimation that has been performed
in a series of works by Birgé and Massart (see [13], [6] and [40] for an overview). Estimator selection
is a common denominator between all these works. In other words, if one observes some random
variable ξ (which can be a random vector or a random process) with unknown distribution, and one
wants to estimate some quantity f (the target) related to the distribution of ξ, a flexible approach

to estimate some target f is to consider some collection of preliminar estimators
{
f̂m,m ∈ M

}
and

then try to design some genuine data-driven procedure m̂ to produce some new estimator f̂m̂. We
have more precisely in mind frameworks in which the observation ξ depends on some parameter n
(the case ξ = (ξ1, ..., ξn), where the variables ξ1, ..., ξn are independent and identically distributed
is a typical example) and when we shall refer to asymptotic results, this will implicitly mean that n
goes to infinity. The model selection framework corresponds to the situation where each estimator
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f̂m is linked to some model Sm through some empirical risk minimization procedure (least squares
for instance) but bandwidth selection for kernel estimators also falls into this estimator selection
framework. Since the beginning of the century, the vigorous developments of high-dimensional data
analysis led to the necessity of building new inference methods and accordingly new mathematical
analysis of the performance of these methods. Dealing with high-dimensional data also raises new
questions related to the implementation of the methods: you do not only need to design estimation
methods that performs well from a statistical point of view but you also need fast algorithms. In
those situations the estimator selection issue is still relevant but you may encounter situations for
which not only the estimators but the collection M itself depends on the data. The celebrated
Lasso algorithm introduced by Tibshirani in [48] (and mathematically studied in [10]) perfectly
illustrates this fact, since in this case the regularization path of the Lasso naturally leads to some
data-dependent ordered collection M of set of variables. Estimator selection has therefore become
a central issue in nonparametric statistics. To go further into the subject one needs to consider

some loss function ℓ allowing to measure the quality of each estimator f̂m by ℓ
(
f, f̂m

)
. If the

target to be estimated as well as the estimators belong to some Hilbert space (H, ‖.‖), the quadratic
loss ℓ

(
f, f̂m

)
=
∥∥∥f − f̂m

∥∥∥
2

is a standard choice, but of course other losses are considered in the

literature (typically powers of Lp norms when f is a function). Given this loss function, the quality

of a selection procedure m̂ is then measured by ℓ
(
f, f̂m̂

)
and mathematical results on estima-

tor selection are formulated in terms of upper bounds (either in probability or in expectation) on

ℓ
(
f, f̂m̂

)
that allow to measure how far this quantity is from what is usually called the oracle risk

infm∈M Eℓ
(
f, f̂m

)
. These comparison inequalities are called oracle inequalities. A common feature

of estimator selection methods such as penalized empirical risk minimization or Lepski’s method
(or more recently Glodenshluger-Lepski’s method) is that they involve some ”hyper-parameter” λ
say that needs to be chosen by the statistician (typically λ is some multiplicative constant in a
penalty term). Positive mathematical results on a given selection procedure typically tells you that
if λ remains above some quantity λmin then you are able to prove some oracle inequality. Now the
point is that in practice these methods are very sensitive to this choice λ. In particular, too small
value of λ should be prohibited since they lead to overfitting. Birgé and Massart have introduced
in [15] the concept of minimal penalty. They prove that in the Gaussian white noise framework,
there is number of model selection problems for which it is possible to prove the existence of a
critical value λmin for λ (which precisely corresponds to the minimal penalty) below which the se-
lection procedure dramatically fails in the sense that the risk of the selected estimator is of order

supm∈M Eℓ
(
f, f̂m

)
instead of infm∈M Eℓ

(
f, f̂m

)
! Moreover they also prove some oracle inequal-

ities showing that taking λ as twice this critical value λmin corresponds to the ”best” choice for λ
(at least asymptotically i.e. when the level of noise goes to zero). Since this critical value may be

detected from the data (see the slope heuristics described below), the estimated critical value λ̂min

leads to an entirely data-driven choice λ̂ = 2λ̂min for the hyper parameter λ which can be proved to
be (nearly) optimal for some model selection problems. This approach for calibrating the penalty
has been implemented, tested on simulation studies and used on real in several papers devoted to
model selection (see [32] for the first simulation studies and [7] for an overview on practical aspects).
It has also been mathematically studied in several statistical frameworks that differs from the Gaus-
sian white noise (see [3], [45], [36] and [38] for instance). In there very nice paper [2], Arlot and
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Bach have adapted this strategy (based on the concept of minimal penalty) for calibrating a least
squares penalized criterion to the context of selection of (linear) estimators which are not necessarily
least squares estimators. In the same spirit, Lerasle, Malter-Magalahes and Reynaud-Bouret have
computed minimal and optimal penalty formulas for the problem of kernel density estimators selec-
tion via some penalized least square criterion (see [37]). Minimal penalties for Lasso type estimates
can also be also revealed as illustrated by [9] in the framework of density estimation. Very recently,
Lacour and Massart have shown in [31] that the concept of minimal penalty also makes sense for
the Goldenshluger-Lepski method in the context of kernel estimators bandwidth selection. Unlike
penalized least squares (or other risk minimization criteria), the Goldenshluger-Lepski method is a
pairwise comparison based estimator selection procedure and the minimal penalty result given in
[31] is a first step in the direction of designing entirely data-driven calibration strategies for such
pairwise comparison methods. From a mathematical view point, it is quite well known now that the
proofs of oracle inequalities heavily rely on right tail deviation inequalities for stochastic quantities
such as suprema of empirical (or Gaussian) processes. These deviation inequalities may derive or not
from concentration inequalities and as a matter of fact many oracle inequalities have been obtained
by using deviation inequalities which are not concentration inequalities per se (see [35] for instance).
The price to pay is that the resulting oracle inequalities typically require that λ > λ0 for some value
λ0 which can be much larger than λmin. Interestingly, concentration inequalities lead to sharper
results that allows (at least for some specific situations for which things are computable) to derive
the computation of λmin. Oracle inequalities are obtained by using right tail concentration while
the minimal penalty results are proved by using left tails concentration inequalities. Our purpose
in this paper is first to recall some heuristics on the penalty calibration method mentioned above in
the context of penalized model selection. Then we briefly explain (following the lines of [15]) why
concentration is the adequate tool to prove a minimal penalty result. Finally we introduce some
new estimator selection method which lies somewhere between penalized empirical risk minimization
and the pairwise comparison methods (such as the Goldenshluger-Lepski’s method). We study this
new method in the context of bandwidth selection for kernel density estimators with the squared
L2 loss. We provide oracle inequalities and minimal penalty results that allow to compute minimal
and optimal values for the penalty.

2 Penalized model selection

Viewing model selection as a special instance of estimator selection requires to formulate the model
selection problem as an estimation problem of some target quantity f (typically, f is a function)
belonging to some space S say as suggested above. In the model selection framework, the list of
estimators and the loss function are intimately related in the sense that they derive from the same
contrast function (also called empirical risk in the machine learning literature). More precisely, a
contrast function Ln is a function on the set S depending on the observation ξ(n) in such a way that

g → E [Ln (g)]

achieves a minimum at point f . Given some collection of subsets (Sm)m∈M of S (these subsets are

simply called models in what follows), for every m ∈ M, some estimator f̂m of f is obtained by

minimizing Ln over Sm (f̂m is called minimum contrast estimator or empirical risk minimizer). On
the other hand some “natural” (non negative) loss function can also be attached to Ln through the
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simple definition
ℓ (f, g) = E [Ln (g)]− E [Ln (f)] (1)

for all g ∈ S. In the case where ξ(n) = (ξ1, ..., ξn), an empirical criterion Ln can be defined as an
empirical mean

Ln (g) = Pn [L (g, .)] :=
1

n

n∑

i=1

L (g, ξi) ,

which justifies the terminology of empirical risk. Empirical risk minimization includes maximum
likelihood and least squares estimation as briefly recalled below in the contexts of density estimation
and Gaussian white noise.

• Density estimation

One observes ξ1, ..., ξn which are i.i.d. random variables with unknown density f with respect
to some given measure µ. The choice

L (g, x) = − ln (g (x))

leads to maximum likelihood estimation and the corresponding loss function ℓ is given by

ℓ (f, g) = K (f, g) ,

where K (f, g) denotes the Kullback-Leibler divergence between the probabilities fµ and gµ, i.e.

K (f, g) =

∫
f ln

(
f

g

)
dµ

if fµ is absolutely continuous with respect to gµ and K (f, g) = +∞ otherwise. Assuming that
f ∈ L2 (µ), it is also possible to define a least squares density estimation procedure by setting this
time

L (g, x) = ‖g‖2 − 2g (x)

where ‖.‖ denotes the norm in L2 (µ) and the corresponding loss function ℓ is in this case given by

ℓ (f, g) = ‖f − g‖2 ,

for every g ∈ L2 (µ).

• Gaussian white noise

Let us consider the general Gaussian white noise framework as introduced in [14]. This means
that, given some separable Hilbert space H, one observes

ξ (g) = 〈f, g〉+ εW (g) , for all g ∈ H, (2)

where W is some isonormal process, i.e. W maps isometrically H onto some Gaussian subspace
of L2 (Ω). This framework is convenient to cover both the infinite dimensional white noise model

for which H = L2 ([0, 1]) and W (g) =
∫ 1

0
g (x) dB (x), where B is a standard Brownian motion,

and the finite dimensional linear model for which H = R
n and W (g) = 〈η, g〉 = 1

n

∑n
i=1 giηi,
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where η is a standard n-dimensional Gaussian vector. In what follows, we shall write the level
of noise ε as ε = 1/

√
n. The introduction of n here is purely artificial, it just helps in keeping

homogenous notations when passing from the density estimation framework to the Gaussian white
noise framework (note that this choice is not misleading since in the n-dimensional case mentioned
above the level of noise is actually equal to 1/

√
n). The least squares criterion is defined by

Ln (g) = ‖g‖2 − 2ξ (g) ,

and the corresponding loss function ℓ is simply the quadratic loss,

ℓ (f, g) = ‖f − g‖2 ,
for every g ∈ H.

2.1 The model choice paradigm

The choice of a model Sm on which the empirical risk minimizer is to be defined is a challenging
issue. It is generally difficult to guess what is the right model to consider in order to reflect the
nature of data from the real life and one can get into problems whenever the model Sm is false in
the sense that the true f is too far from Sm. One could then be tempted to choose Sm as big as
possible. Taking Sm as S itself or as a huge subset of S is known to lead to inconsistent (see [4]) or
suboptimal estimators (see [11]). Choosing some model S in advance leads to some difficulties

• If Sm is a small model (think of some parametric model, defined by 1 or 2 parameters for
instance) the behavior of a minimum contrast estimator on Sm is satisfactory as long as f is
close enough to Sm but the model can easily turn to be false.

• On the contrary, if Sm is a huge model (think of the set of all continuous functions on [0, 1]
in the regression framework for instance), the minimization of the empirical criterion leads to
a very poor estimator of f even if f truly belongs to Sm.

This is by essence what makes the data-driven choice of a model an attractive issue. Interestingly
the risk of the empirical risk minimizer on a given model Sm is a meaningful criterion to measure
the quality of the model as illustrated by the following example.

Illustration (white noise)
In the white noise framework, if one takes Sm as a linear subspace with dimension Dm of H, one

can compute the least squares estimator explicitly. Indeed, if (φj)1≤j≤Dm
denotes some orthonormal

basis of S, the corresponding least squares estimator is merely a projection estimator

f̂m =

Dm∑

j=1

ξ (φj)φj .

Since for every 1 ≤ j ≤ Dm

ξ (φj) = 〈f, φj〉+
1√
n
ηj

where the variables η1, ..., ηD are i.i.d. standard normal variables, the expected quadratic risk of f̂m
can be easily computed

E

[∥∥∥f − f̂m

∥∥∥
2
]
= d2 (f, Sm) +

Dm

n
.
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This formula for the quadratic risk perfectly reflects the model choice paradigm since if one wants
to choose a model in such a way that the risk of the resulting least square estimator is small, we
have to warrant that the bias term d2 (f, Sm) and the variance term Dm/n are small simultane-

ously. Therefore if (Sm)m∈M is a list of finite dimensional subspaces of H and
(
f̂m

)
m∈M

be the

corresponding list of least square estimators, it is relevant to consider that an ideal model should

minimize E

[∥∥∥f − f̂m

∥∥∥
2
]
with respect to m ∈ M, which amounts to consider this model selection

problem as an instance of estimator selection.
More generally if we consider some empirical contrastLn and some collection of models (Sm)m∈M,

each model Sm is represented by the corresponding empirical risk minimizer f̂m related to Ln. The
criterion Ln also provides a natural loss function ℓ and the benchmark for this estimator selection

problem is merely infm∈M E

[
ℓ
(
f, f̂m

)]
. In other words, one would ideally like to select m (f)

minimizing the risk E

[
ℓ
(
f, f̂m

)]
with respect to m ∈ M. Note that the resulting oracle model

Sm(f) is not necessarily a true model and in this sense this approach to model selection differs from
other approaches which are based on the concept of a true model. Nevertheless we stick now to the
estimator selection approach presented above and the issue becomes to design data-driven criteria
to select an estimator which tends to mimic an oracle, i.e. one would like the risk of the selected

estimator f̂m̂ to be as close as possible to the benchmark infm∈M E

[
ℓ
(
f, f̂m

)]
.

2.2 Model selection via penalization

The penalized empirical risk selection procedure consists in considering some proper penalty function
pen: M → R+ and take m̂ minimizing

Ln

(
f̂m

)
+ pen (m)

over M. We can then define the selected model Sm̂ and the corresponding selected estimator f̂m̂.
Penalized criteria have been proposed in the early seventies by Akaike or Schwarz (see [1] and [46])

for penalized maximum log-likelihood in the density estimation framework and Mallows for penalized
least squares regression (see [17] and [39]). In both cases the penalty functions are proportional to
the number of parameters Dm of the corresponding model Sm

• Akaike (AIC): Dm/n

• Schwarz (BIC): ln (n)Dm/ (2n)

• Mallows (Cp): 2Dmσ2/n,

where the variance σ2 of the errors of the regression framework is assumed to be known by the
sake of simplicity.

Akaike’s or Schwarz’s proposals heavily rely on the assumption that the dimensions and the
number of the models are bounded w.r.t. n and n tends to infinity.

Viewing model selection as an instance of estimator selection is much more related to the non
asymptotic view of model selection. In other words, since the purpose of the game is to mimic the
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oracle, it makes sense to consider that n is what it is and to allow the list of models as well as the
models themselves to depend on n.

As we shall see, concentration inequalities are deeply involved both in the construction of the
penalized criteria and in the study of the performance of the resulting penalized estimator f̂m̂ but
before going to the mathematical heart of this paper, it is interesting to revisit Akaike’s heuristics
in order to address the main issue: how to calibrate the penalty in order to mimic the oracle?

2.3 Revisiting Akaike’s heuristics

If one wants to better understand how to penalize optimally and the role that concentration inequal-
ities could play in this matter, it is very instructive to come back to the root of the topic of model
selection via penalization i.e. to Mallows’ and Akaike’s heuristics which are both based on the idea
of estimating the risk in an unbiased way (at least asymptotically as far as Akaike’s heuristics is
concerned). The idea is the following.

Let us consider, in each model Sm some minimizer fm of t → E [Ln (t)] over Sm (assuming that
such a point does exist). Defining for every m ∈ M,

b̂m = Ln (fm)− Ln (f) and v̂m = Ln (fm)− Ln

(
f̂m

)
,

minimizing some penalized criterion

Ln

(
f̂m

)
+ pen (m)

over M amounts to minimize
b̂m − v̂m + pen (m) .

The point is that b̂m is an unbiased estimator of the bias term ℓ (f, fm). If we have in mind to use
concentration arguments, one can hope that minimizing the quantity above will be approximately
equivalent to minimize

ℓ (f, fm)− E [v̂m] + pen (m) .

Since the purpose of the game is to minimize the risk E

[
ℓ
(
f, f̂m

)]
, an ideal penalty would therefore

be
pen (m) = E [v̂m] + E

[
ℓ
(
fm, f̂m

)]
.

In the Mallows’ Cp case, the models Sm are linear and E [v̂m] = E

[
ℓ
(
fm, f̂m

)]
are explicitly

computable (at least if the level of noise is assumed to be known). For Akaike’s penalized log-
likelihood criterion, this is similar, at least asymptotically. More precisely, one uses the fact that

E [v̂m] ≈ E

[
ℓ
(
fm, f̂m

)]
≈ Dm/ (2n) ,

where Dm stands for the number of parameters defining model Sm.
If one wants to design a fully data-driven penalization strategy escaping to asymptotic expan-

sions, a key notion introduced in [15] is the concept of minimal penalty. Intuitively if the penalty
is below the critical quantity E [v̂m], then the penalized model selection criterion should fail in the
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sense that it systematically selects a model with high dimension (the criterion explodes). Interest-
ingly, this typical behavior helps in estimating the minimal penalty from the data. For instance, if
one takes a penalty of the form pen (m) = λDm one can hope to estimate the minimal value for λ

from the data by taking λ̂min as the greatest value λ for which the penalized criterion with penalty
λDm does explode. A complementary idea which is also introduced in [15] is that you may expect
the optimal penalty to be related to the minimal penalty. The relationship which is investigated in
[15] is especially simple, since it simply amounts to take the optimal penalty as twice the minimal

penalty. Heuristically it is based on the guess that the approximation E [v̂m] ≈ E

[
ℓ
(
fm, f̂m

)]

remains valid even in a non asymptotic perspective. If this belief is true then the minimal penalty is

E [v̂m] while the optimal penalty should be E [v̂m]+E

[
ℓ
(
fm, f̂m

)]
and their ratio is approximately

equal to 2. Hence 2E [v̂m] (which is exactly twice the minimal penalty E [v̂m]!) turns out to be a
good approximation of the ideal penalty. Coming back to the typical case when the penalty has
the form pen (m) = λDm this leads to an easy to implement rule of thumb to finally choose the

penalty from the data as pen (m) = 2λ̂minDm. In some sense explains the rule of thumb which
is given in the preceding Section: the minimal penalty is v̂m while the optimal penalty should be

v̂m + E

[
ℓ
(
fm, f̂m

)]
and their ratio is approximately equal to 2.

Implicitly we have made as if the empirical losses v̂m were close to their expectations for all
models at the same time. The role of concentration arguments will be to validate this fact, at least
if the list of models is not too rich. In practice this means that starting from a given list of models,
one has first to decide to penalize in the same way the models which are defined by the same number
of parameters. Then one considers a new list of models (SD)D≥1, where for each integer D, SD is
the union of those among the initial models which are defined by D parameters and then apply the
preceding heuristics to this new list.

2.4 Concentration inequalities in action: a case example

Our aim in this section is to explain the role of concentration inequalities in the derivation of minimal
penalty results by studying the simple but illustrative example of ordered variable selection within
the Gaussian framework. More precisely, let us consider some infinite dimensional separable Hilbert
space H and an orthonormal basis {φj , j ∈ N

∗} of H. Let us assume that one observes the Gaussian
white noise process ξ defined by (2). Given some arbitrary integer N , the ordered variable selection
problem consists in selecting a proper model SD̂ among the collection {SD, 1 ≤ D ≤ N}, where for
every D, SD is defined as the linear span of {φj , j ≤ D}. The penalized least squares procedure

consists of selecting D̂ minimizing over D ∈ [1, N ], the criterion
∥∥∥f̂D

∥∥∥
2

− 2ξ
(
f̂D

)
+pen (D), where

f̂D is merely the projection estimator f̂D =
∑D

j=1 ξ (φj)φj . Equivalently D̂ minimizes

crit (D) = −
D∑

j=1

ξ2 (φj) + pen (D)

overD ∈ [1, N ]. We would like to show why the value λ = 1 is critical when the penalty is defined as
pen (D) = λDε2. To make the problem even simpler let us also assume that f = 0 (this assumption
can be relaxed of course and the interested reader will find in [15] a complete proof of the minimal
penalty result under much more realistic assumptions!). In this case the empirical loss can merely
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be written as
D∑

j=1

ξ2 (φj) = ε2
D∑

j=1

W 2 (φj) = ε2χ2
D

where the variable χ2
D follows a chi-squared distribution with D degrees of freedom. It is easy now

to see how fundamental concentration inequalities are for proving a minimal penalty result. Due
to the Gaussian framework that we use here, surprisingless the celebrated Gaussian concentration
of measure phenomenon can be used. More precisely, we may apply the Gaussian concentration
inequality and the Gaussian Poincaré inequality (see [16] for instance) which ensure that on the one
hand defining ZD as either χ (D)− E [χ (D)] or −χ (D) + E [χ (D)],

P

{
ZD ≥

√
2x
}
≤e−x, for all positive x

and on the other hand
0 ≤ E

[
χ2
D

]
− (E [χD])2 ≤ 1.

Since of course E
[
χ2
D

]
= D, this leads to the right tail inequality

P

{
χD −

√
D ≥

√
2x
}
≤e−x (3)

and to the left tail inequality

P

{
χD −

√
D − 1 ≥

√
2x
}
≤e−x. (4)

Taking the penalty as pen (D) = λDε2, here is what can be proved by using these inequalities (The
result below is absolutely not new. It is a consequence of much more general results proved in [15].
We recall it with its proof for expositary reasons).

Proposition 1 Given δ and λ in (0, 1), if N is large enough depending only on λ and δ, and if the
penalty is taken as

pen (D) = λDε2, for all D ∈ [1, N ] (5)

then

P

{
D̂ ≥ (1− λ)

2
N

}
≥ 1− δ and E

[∥∥∥f̂m̂
∥∥∥
2
]
≥ (1− δ)(1− λ)

4
Nε2.

Proof.

In order to compare the values of the penalized criterion at points D and N , we write

ε−2[crit (D)− crit (N)] ≥ χ2
N − χ2

D − λN. (6)

Now, recalling that λ < 1 we set

0 < η = (1− λ) /2 < 1/2; θ = η2/48. (7)

Assume that N is large enough (depending on δ and λ) to ensure that the following inequalities
hold:

e−θNη
∑

D≥1

e−θD ≤ δ; θNη ≥ 1/6. (8)
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Let us introduce the event

Ω̄ =



⋂

D<Nη

{
χD ≤

√
D +

√
2θ (D +Nη)

}



⋂


⋂

Nη≤D

{
χD ≥

√
D − 1−

√
2θ (D +Nη)

}

 .

Using either (3) if D < Nη or (4) if D ≥ Nη , we get by (8)

P
(
Ω̄c
)
≤
∑

D≥1

e−θ(D+Nη) ≤ δ.

Moreover, on Ω, χ2
D ≤

(
1 + 2

√
θ
)2

Nη, for all D such that D < Nη and, by (7) and (8), χN ≥
√
N − 1−

√
3θN and θN > 1/3. Therefore χ2

N ≥ N
(
1− 2

√
3θ
)
. Hence, on Ω̄, (6) and (7) yield

ε−2[crit (D)− crit (N)] ≥ N
(
1− 2

√
3θ
)
−
(
1 + 2

√
θ
)2

Nη − λN

> (1− η

2
)N − 3

2
ηN − (1− 2η)N = 0,

for all D such that D < Nη. This immediately implies that D̂ cannot be smaller than Nη on Ω and
therefore,

P

{
D̂ ≥ Nη

}
≥ P

(
Ω̄
)
≥ 1− δ. (9)

Moreover, on the same set Ω̄, χD ≥
√
D − 1−

√
2θ (D +Nη) if D is such that D ≥ Nη. Noticing

that Nη > 32 and recalling that η ≤ 1/2, we derive that on the set Ω if D is such that D ≥ Nη

χD ≥
√
Nη

(√
1− 1

32
− 1

8

)
>

√
ηN

2
.

Hence, on Ω, D̂ ≥ Nη and χD ≥
√
(ηN) /2 for all D such that D ≥ Nη and therefore χD̂ ≥√

(ηN) /2. Finally,

E

[∥∥∥f̂D̂
∥∥∥
2
]
= ε2E

[
χ2
D̂

]
≥ ε2

η

2
NP

{
χD̂ ≥

√
ηN

2

}
≥ ε2

ηN

2
P
(
Ω̄
)
,

which, together with (7) and (9) yields

E

[∥∥∥f̂D̂
∥∥∥
2
]
≥(1− δ)(1 − λ)

4
Nε2

10



This result on the penalized selection procedure among the collection
{
f̂D, 1 ≤ D ≤ N

}
tells us

that if λ < 1, the penalized procedure with penalty pen (D) = λDε2 has a tendency to select a

high dimensional model and that the risk of the selected estimator f̂D̂ is order Nε2 (up to some
multiplicative constant which tends to 0 when λ is close to 1). This means that roughly speaking

the selected estimator behaves like the worst estimator of the collection f̂N . Conversely, if λ > 1,
the right tail Gaussian concentration inequality can be used to prove an oracle inequality (see [14]).
The proof being in some sense more standard we think that it is useless to recall it here. This oracle
inequality can be stated as follows. For some constant C (λ) depending only on λ, whatever f

E

[∥∥∥f̂D̂ − f
∥∥∥
2
]
≤ C (λ)

(
inf

D≤N
E

[∥∥∥f̂D − f
∥∥∥
2
])

.

In the case where f = 0, the best estimator among the collection
{
f̂D, D ≤ N

}
is of course f̂1 and

the oracle inequality above tells us that when λ > 1, the penalized estimator f̂D̂ has a quadratic

risk which is of order of the quadratic risk of f̂1 (i.e. ε2), up to the multiplicative constant C (λ)
(which of course tends to infinity when λ is close to 1). Combining this with Proposition 1 shows

that the value λ = 1 is indeed critical since the penalized estimator behaves like f̂N which is the
worst estimator f̂N when λ is below the critical value and like the best estimator f̂1 when λ is
above the critical value. Note that Proposition 1 is asymptotic in the sense that N has to be large
enough. The practical consequence of this asymptotic nature of this critical phenomenon is that if
you run simulations, you will systematically see that some phase transition occurs that some critical
value λ̂min but this value is not necessarily close to 1. Nevertheless the main point is that the
phase transition does occur and more importantly, the final estimator that you intend to choose,
which the penalized estimator with penalty pen (D) = 2λ̂minDε2 has a good behavior (even better
than the penalized estimator with penalty corresponding to the Mallows Cp proposal, i.e. with

pen (D) = 2λ̂minDε2).

3 Bandwidth selection for kernel density estimation

This section is devoted to another instance of estimator selection, namely kernel estimator selection.
Kernel estimators are natural procedures when we consider the problem of density estimation. So, in
the sequel, we consider n i.i.d. observed random variables X1, . . . , Xn belonging to R with unknown
density f . Given H a set of positive bandwidths, for any h ∈ H, we denote f̂h the classical kernel
rule:

f̂h(x) =
1

n

n∑

i=1

Kh(x−Xi),

with Kh(·) = 1
hK

(
·
h

)
and K a fixed integrable bounded kernel. As in Section 2, selecting a kernel

estimate f̂h is equivalent to selecting a parameter, namely here a bandwidth. A huge amount of
literature has been devoted to this problem (see [18, 22, 29, 27, 40, 43, 44, 47] and references therein)
but we point out adaptive minimax approaches proposed by Lepski [34] and its recent variation
proposed by Goldenshluger and Lepski [28]. As detailed in subsequent Section 3.1, these methods
are based on pair by pair comparisons of kernel rules. They enjoy optimal theoretical properties but
suffer from tuning issues and high computation costs in particular in the multivariate setting (see

11



[8, 23]). In the sequel, we propose a new penalization methodology for bandwidth selection where
concentration inequalities, in particular for U-statistics, play a key role (see Section 5). We first
give heuristic arguments, then theoretical results are provided in the oracle setting. In particular,
minimal and optimal penalties are derived under mild assumptions. Finally, we generalize our
results to the multivariate setting and we derive rates of convergence of our procedure on Nikol’skii
classes.

In the sequel, we still denote ‖ · ‖ the classical L2-norm and 〈·, ·〉 the associated scalar product.
For any p ∈ [1,+∞], we denote ‖ · ‖p the classical Lp-norm. We also set

fh = E[f̂h] = Kh ⋆ f,

where ⋆ denotes the standard convolution product.

3.1 A new selection method: heuristics and definition

Recall that our aim is to find a data-driven method to select the best bandwidth, i.e. a bandwidth h
such that the risk E‖f − f̂h‖2 is minimum. Starting from the classical bias-variance decomposition

E‖f − f̂h‖2 = ‖f − fh‖2 + E‖fh − f̂h‖2 =: bh + vh,

it is natural to consider a criterion of the form

Crit(h) = b̂h + v̂h,

where b̂h is an estimator of the bias bh and v̂h an estimator of the variance vh. Minimizing such
a criterion is hopefully equivalent to minimizing the risk. Using that vh is (tightly) bounded by
‖K‖2/(nh), we naturally set v̂h = λ‖K‖2/(nh), with λ some tuning parameter. The difficulty lies
in estimating the bias. Here we assume that hmin, the minimum of the bandwidths grid, is very
small. In this case fhmin

= Khmin
⋆ f is a good approximation of f , so that ‖fhmin

− fh‖2 is close

to bh. This is tempting to estimate this term by ‖f̂hmin
− f̂h‖2 but doing this introduces a bias.

Indeed, since
f̂hmin

− f̂h = (f̂hmin
− fhmin

− f̂h + fh) + (fhmin
− fh)

we have the decomposition

E‖f̂hmin
− f̂h‖2 = ‖fhmin

− fh‖2 + E‖f̂hmin
− f̂h − fhmin

+ fh‖2. (10)

But the centered variable f̂hmin
− f̂h − fhmin

+ fh can be written

f̂hmin
− f̂h − fhmin

+ fh =
1

n

n∑

i=1

(Khmin
−Kh)(.−Xi)− E((Khmin

−Kh)(.−Xi)).

So, the second term in the right hand side of (10) is of order n−1
∫
(Khmin

(x) −Kh(x))
2dx. Hence

E‖f̂hmin
− f̂h‖2 ≈ ‖fhmin

− fh‖2 +
‖Khmin

−Kh‖2
n

and then

bh ≈ ‖fhmin
− fh‖2 ≈ ‖f̂hmin

− f̂h‖2 −
‖Khmin

−Kh‖2
n

.
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These heuristic arguments lead to the following criterion to be minimized:

Crit(h) = ‖f̂hmin
− f̂h‖2 −

‖Khmin
−Kh‖2
n

+ λ
‖Kh‖2

n
. (11)

Thus, our method consists in comparing every estimator of our collection to the overfitting one,
namely f̂hmin

, before adding the penalty term

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

.

We call it Penalized Comparison to Overfitting, abbreviated PCO in the sequel.
Let us now compare this new method to existing ones. Actually, since f̂hmin

is close to n−1
∑n

i=1 δXi
,

our criterion is very close to the classical penalized least squares contrast which is used in regression
context. More precisely, if hmin → 0, 〈f̂hmin

, f̂h〉 → n−1
∑n

i=1 f̂h(Xi) and then, using (11),

Crit(h) ≈ ‖f̂hmin
‖2 + ‖f̂h‖2 −

2

n

n∑

i=1

f̂h(Xi) + penλ(h)

≈ ‖f̂hmin
‖2 + Ln(f̂h) + penλ(h)

where Ln(g) = ‖g‖2 − 2Pn(g). Since the first term does not play any role in the minimization, this
is the criterion studied by [37].

The classical Lespki’s method [33, 34] consists in selecting a bandwidth ĥ by using the rule

ĥ = max
{
h ∈ H : ‖f̂h′ − f̂h‖2 ≤ Vn(h

′) for any h′ ∈ H s.t. h′ ≤ h
}
,

for some well-chosen bandwidth-dependent sequence Vn(·). Introduced in [25], the Goldenshluger-
Lepski’s methodology is a variation of the Lepski’s procedure still based on pair-by-pair comparisons
between estimators. More precisely, Goldenshluger and Lepski suggest to use the selection rule

ĥ = argmin
h∈H

{A(h) + V2(h)} ,

with
A(h) = sup

h′∈H

{
‖f̂h′ − f̂h∨h′‖2 − V1(h

′)
}
+
,

where x+ denotes the positive part max(x, 0), h ∨ h′ = max(h, h′) and V1(·) and V2(·) are penalties
to be suitably chosen (Goldenshluger and Lepski essentially consider V2 = V1 or V2 = 2V1 in
[25, 26, 27, 28]). The authors establish the minimax optimality of their method when V1 and V2 are
large enough. However, observe that if V1 = 0, then, under mild assumptions,

A(h) = sup
h′∈H

‖f̂h′ − f̂h∨h′‖2 ≈ ‖f̂hmin
− f̂h‖2

so that our method turns out to be exactly some degenerate case of the Goldenshluger-Lespki’s
method. We study its performances in the oracle setting.
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3.2 Oracle inequality

As explained in Section 3.1, we study the performances of f̂ := f̂ĥ with

ĥ = argmin
h∈H

{
‖f̂h − f̂hmin

‖2 + penλ(h)
}
,

where hmin = minH and penλ(h) is the penalty suggested by heuristic arguments of Section 3.1.
We assume that maxH is smaller than an absolute constant. We have the following result.

Theorem 2 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that hmin ≥ ‖K‖∞‖K‖1/n

and ‖f‖∞ < ∞. Let x ≥ 1 and ε ∈ (0, 1). If

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

, with λ > 0,

then, with probability larger than 1− C1|H|e−x,

‖f̂ĥ − f‖2 ≤ C0(ε)min
h∈H

‖f̂h − f‖2

+C2(ε, λ)‖fhmin
− f‖2 + C3(ε,K, λ)

(‖f‖∞x2

n
+

x3

n2hmin

)
,

where C1 is an absolute constant and C0(ε) = λ+ ε if λ ≥ 1, C0(ε) = 1/λ+ ε if 0 < λ < 1. The
constant C2(ε, λ) only depends on ε and λ and C3(ε,K, λ) only depends on ε, K and λ.

The proof of Theorem 2 can be found in Section 5.2 which shows that C2(ε, λ) and C3(ε,K, λ)
blow up when ε goes to 0. We thus have established an oracle inequality, provided that the tuning
parameter λ is positive. The two last terms are remainder terms and are negligible under mild
assumptions, as proved in the minimax setting in Corollary 7.

Note that when the tuning parameter λ is fixed by taking λ = 1, the leading constant C0(ε) is
minimum and is equal to 1 + ε, so can be as close to 1 as desired, and in this case the penalty is

penλ=1(h) =
‖Kh‖2 − ‖Khmin

−Kh‖2
n

=
2〈Kh,Khmin

〉 − ‖Khmin
‖2

n
.

Since the last term does not depend on h, it can be omitted and we obtain an optimal penalty by
taking

penopt(h) :=
2〈Kh,Khmin

〉
n

.

The procedure associated with penopt (or associated with any penalty pen such that pen(h) −
penopt(h) does not depend on h) is then optimal in the oracle approach. For density estimation,

leading constants for oracle inequalities achieved by Goldenshluger and Lepski’s procedure are 1+
√
2

(if ‖K‖1 = 1) in [31] and 1 + 3‖K‖1 in [27]. To our kwnoledge, if the Goldenshluger and Lepski’s
procedure can achieve leading oracle constants of the form 1 + ε, for any ε > 0, remains an open
question.
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3.3 Minimal penalty

In this section, we study the behavior of selected bandwidths when λ, the tuning parameter of our
procedure, is too small. We assume that the bias ‖fhmin

− f‖2 is negligible with respect to the
integrated variance, which is equivalent to

nhmin‖fhmin
− f‖2 = o(1). (12)

The following result is proved in Section 5.3.

Theorem 3 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that ‖f‖∞ < ∞ and

hmin satisfies (12) and
‖K‖∞‖K‖1

n
≤ hmin ≤ (logn)β

n

for some real β. If

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

, with λ < 0,

then, for n large enough, with probability larger than 1− C1|H| exp(−(n/ logn)1/3),

ĥ ≤ C(λ)hmin ≤ C(λ)
(log n)β

n

where C1 is an absolute constant and C(λ) = 2.1− 1/λ.

Thus, if the penalty is too small (i.e. λ < 0), our method selects ĥ close to hmin with high probability.
This leads to an overfitting estimator. In the same spirit as in Section 2.4, we derive a minimal
penalty, which is (up to additive constants)

penmin(h) :=
2〈Kh,Khmin

〉 − ‖Kh‖2
n

.

The interest of this result is not purely theoretical since it can be used to provide a data-driven
choice of the tuning parameter λ (see the discussion in Section 2.4).

3.4 The multivariate case and adaptive minimax rates

We now deal with the multivariate setting and we consider n i.i.d. observed random vectors
X1, . . . , Xn belonging to R

d with unknown density f . Given H = H1 × . . .Hd a set of multivariate
positive bandwidths, for h = (h1, . . . , hd) ∈ H, we now denote f̂h the kernel rule:

f̂h(x) =
1

n

n∑

i=1

Kh(x−Xi),

with for any x = (x1, . . . , xd) ∈ R
d,

Kh(x) =
1

h1 . . . hd
K

(
x1

h1
, . . . ,

xd

hd

)
.
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We consider hmin = (h1,min, . . . , hd,min) with hj,min = minHj for any j = 1, . . . , d and we study

f̂ := f̂ĥ with

ĥ = argmin
h∈H

{
‖f̂h − f̂hmin

‖2 + penλ(h)
}

and penλ(h) is the penalty similar to the one chosen in the univariate setting. We still assume that
for j = 1, . . . , d, maxHj is smaller than an absolute constant. We obtain in the multivariate setting,
results analog to Theorems 2 and 3.

Theorem 4 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that ‖f‖∞ < ∞ and

hmin satisfies

n

d∏

j=1

hj,min × ‖fhmin
− f‖2 = o(1)

and

‖K‖∞‖K‖1
n

≤
d∏

j=1

hj,min ≤ (logn)β

n

for some real β. If

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

, with λ < 0,

then, for n large enough, with probability larger than 1− C1|H| exp(−(n/ logn)1/3),

d∏

j=1

ĥj ≤ C(λ)
d∏

j=1

hj,min ≤ C(λ)
(log n)β

n

where C1 is an absolute constant and C(λ) = 2.1− 1/λ.

As previously, if the penalty is too small, with high probability, each component of the selected
bandwidth is (up to constants) the minimum one in each direction. Let us state the analog of
Theorem 2.

Theorem 5 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that

∏d
j=1 hj,min ≥

‖K‖∞‖K‖1/n and ‖f‖∞ < ∞. Let x ≥ 1 and ε ∈ (0, 1). If

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

, with λ > 0,

then, with probability larger than 1− C1|H|e−x,

‖f̂ĥ − f‖2 ≤ C0(ε)min
h∈H

‖f̂h − f‖2

+C2(ε, λ)‖fhmin
− f‖2 + C3(ε,K, λ)

(
‖f‖∞x2

n
+

x3

n2
∏d

j=1 hj,min

)
,

where C1 is an absolute constant and C0(ε) = λ+ ε if λ ≥ 1, C0(ε) = 1/λ+ ε if 0 < λ < 1. The
constant C2(ε, λ) only depends on ε and λ and C3(ε,K, λ) only depends on ε, K and λ.
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From the previous result, classical adaptive minimax anisotropic rates of convergence can be ob-
tained. To be more specific, let us consider anisotropic Nikol’skii classes (see [41] or [29] for a clear
exposition). For this purpose, let (e1, . . . , ed) denote the canonical basis of Rd. For any function
g : Rd 7→ R and any u ∈ R, we define the first order difference operator with step size u in the j-th
direction by

∆u,jg(x) = g(x+ uej)− g(x), j = 1, . . . , d.

By induction, the k-th order difference operator with step size u in the j-th direction is defined as

∆k
u,jg(x) = ∆u,j∆

k−1
u,j g(x) =

k∑

ℓ=1

(−1)ℓ+k

(
k

ℓ

)
∆uℓ,jg(x).

We then set

Definition 6 For any given vectors r = (r1, . . . , rd), rj ∈ [1,+∞], β = (β1, . . . , βd), βj > 0,
and L = (L1, . . . , Ld), Lj > 0, j = 1, . . . , d, we say that the function g : Rd 7→ R belongs to the
anisotropic Nikol’skii class Nr,d(β,L) if

(i) ‖g‖rj ≤ Lj for all j = 1, . . . , d

(ii) for every j = 1, . . . , d, there exists a natural number kj > βj such that

‖∆kj

u,jg‖rj ≤ Lj |uj|βj , ∀u ∈ R
d, ∀j = 1, . . . , d.

Note that the anisotropic Nikol’skii class is a specific class of the anisotropic Besov class [30, 41] :

Nr,d(β, .) = Bβ
r,∞(·).

We consider the construction of the classical kernel K proposed in Section 3.2 of [29] such that
assumptions of Theorem 5 are satisfied and

∫
K(u)ukdu = 0, ∀|k| = 1, . . . , ℓ− 1,

where k = (k1, . . . , kd) is the multi-index, ki ≥ 0, |k| = k1 + · · · + kd and uk = uk1

1 · · ·ukd

d for
u = (u1, . . . , ud). In this case, Lemma 3 of [29] states that if f ∈ N2,d(β,L) with ℓ > maxj=1,...,d βj

then

fh − f =

d∑

j=1

Bj,h,

with the Bj ’s satisfying

‖Bj,h‖ ≤ MLjh
βj

j , (13)

for M a positive constant depending on K and β. Finally, we consider H the following set of
bandwidths:

H =



h = (h1, . . . , hd) :

‖K‖∞‖K‖1
n

≤
d∏

j=1

hj , hj ≤ 1 and h−1
j is an integer ∀ j = 1, . . . , d



 .

Note that |H| ≤ C̃1(K, d)nd where C̃1(K, d) only depends on K and d. By combining Theorem 5
and Proposition 8, standard computations lead to the following corollary (see Section 5.4).
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Corollary 7 Consider the previous construction of the kernel K (depending on a given integer ℓ)
and the previous specific set of bandwidths H. For any h ∈ H, we set

penλ(h) =
λ‖Kh‖2 − ‖Khmin

−Kh‖2
n

, with λ > 0.

For given L = (L1, . . . , Ld) and β = (β1, . . . , βd) such that ℓ > maxj=1,...,d βj and for B > 0, we

denote Ñ2,d(β,L, B) the set of densities bounded by B and belonging to N2,d(β,L). Then,

sup
f∈Ñ2,d(β,L,B)

E

[
‖f̂ĥ − f‖2

]
≤ C̃2(β,K,B, d, λ)




d∏

j=1

L
1
βj

j




2β̄

2β̄+1

n− 2β̄

2β̄+1 ,

where C̃2(β,K,B, d, λ) is a constant only depending on β, K, B, d and λ and

1

β̄
=

d∑

j=1

1

βj
.

Theorem 3 of [29] states that up to the constant C̃2(β,K,B, d, λ), we cannot improve the rate
achieved by our procedure. So, the latter achieves the adaptive minimax rate over the class
Ñ2,d(β,L, B). These minimax adaptive properties can be extended to the case of multivariate
Hölder spaces if we restrict estimation to compactly supported densities (see arguments of [8]) and,
in the univariate case, to the class of Sobolev spaces.

4 Conclusion

To conclude, our method shares all the optimal theoretical properties of Lepski’s and Goldenshluger-
Lepski’s methodologies in oracle and minimax approaches but its computational cost is much slower.
Indeed, for any h ∈ H, we only need to compare f̂h with respect to f̂hmin

, and not to all f̂h′ for
h′ ∈ H (or at least for a large subset of H). It is a crucial point in the case where |H| is of
order nd, as previously in the d-dimensional case. And last but not least, calibration issues of our
methodology are also addressed with clear identifications of minimal and optimal penalties with
simple relationships between them: for Crit(h) = ‖f̂h − f̂hmin

‖2 + penλ(h), we have

penmin(h) =
2〈Kh,Khmin

〉 − ‖Kh‖2
n

and penopt(h) =
2〈Kh,Khmin

〉
n

.

Numerical performances of PCO will be studied in details in a further work. Extending our method
to other loss functions than the quadratic loss if of course very tempting. Some preliminar numerical
experiments with the Hellinger loss seem to indicate that it could work event though some theory
remains to be built. In the same spirit one can wonder whether the PCO could be used for more
general selection estimator selection issues than bandwidth selection for kernel density estimation.

5 Proofs of Section 3

In this section, we denote for any function g, for any t,

g̃(t) = g(−t).
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The notation � denotes an absolute constant that may change from line to line. The proofs use the
following lower bound (15) established in Proposition 4.1 of [37] combined with their Proposition 3.3.

Proposition 8 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that hmin ≥

‖K‖∞‖K‖1/n. Let Υ ≥ (1 + 2‖f‖∞‖K‖21)‖K‖∞/‖K‖2. For all x ≥ 1 and for all η ∈ (0, 1),
with probability larger than 1−�|H|e−x, for all h ∈ H, each of the following inequalities hold

‖f − f̂h‖2 ≤ (1 + η)

(
‖f − fh‖2 +

‖Kh‖2
n

)
+�

Υx2

η3n
, (14)

‖f − fh‖2 +
‖Kh‖2

n
≤ (1 + η)‖f − f̂h‖2 +�

Υx2

η3n
. (15)

We first give a general result for the study of f̂ := f̂ĥ.

Theorem 9 Assume that K is symmetric and
∫
K(u)du = 1. Assume also that hmin ≥ ‖K‖∞‖K‖1/n

and ‖f‖∞ < ∞. Let x ≥ 1 and θ ∈ (0, 1). With probability larger than 1− C1|H| exp(−x), for any
h ∈ H,

(1− θ)‖f̂ĥ − f‖2 ≤ (1 + θ)‖f̂h − f‖2 +
(
penλ(h)− 2

〈Kh,Khmin
〉

n

)
−
(
penλ(ĥ)− 2

〈Kĥ,Khmin
〉

n

)

+
C2

θ
‖fhmin

− f‖2 + C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)

where C1 and C2 are absolute constants and C(K) only depends on K.

We prove in the sequel Theorem 9, then Theorems 2 and 3. Theorems 4 and 5 are proved similarly
by replacing h by

∏d
j=1 hj and hmin by

∏d
j=1 hj,min, so we omit their proof. Section 5.4 gives the

proof of Corollary 7.

5.1 Proof of Theorem 9

Let θ′ ∈ (0, 1) be fixed and chosen later. Using the definition of ĥ, we can write, for any h ∈ H,

‖f̂ĥ − f‖2 + penλ(ĥ) = ‖f̂ĥ − f̂hmin
‖2 + penλ(ĥ) + ‖f̂hmin

− f‖2 + 2〈f̂ĥ − f̂hmin
, f̂hmin

− f〉
≤ ‖f̂h − f̂hmin

‖2 + penλ(h) + ‖f̂hmin
− f‖2 + 2〈f̂ĥ − f̂hmin

, f̂hmin
− f〉

≤ ‖f̂h − f‖2 + 2‖f − f̂hmin
‖2 + 2〈f̂h − f, f − f̂hmin

〉+ penλ(h)

+2〈f̂ĥ − f̂hmin
, f̂hmin

− f〉.

Consequently,

‖f̂ĥ−f‖2 ≤ ‖f̂h−f‖2+
(
penλ(h)− 2〈f̂h − f, f̂hmin

− f〉
)
−
(
penλ(ĥ)− 2〈f̂ĥ − f, f̂hmin

− f〉
)
. (16)

Then, for a given h, we study the term

2〈f̂h − f, f̂hmin
− f〉
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that can be viewed as an ideal penalty. Let us introduce the degenerate U-statistic

U(h, hmin) =
∑

i6=j

〈Kh(.−Xi)− fh,Khmin
(.−Xj)− fhmin

〉

and the following centered variable

V (h, h′) =< f̂h − fh, fh′ − f > .

We first center the terms in the following way

〈f̂h − f, f̂hmin
− f〉 = 〈f̂h − fh + fh − f, f̂hmin

− fhmin
+ fhmin

− f〉
= 〈f̂h − fh, f̂hmin

− fhmin
〉+ 〈f̂h − fh, fhmin

− f〉
+〈fh − f, f̂hmin

− fhmin
〉+ 〈fh − f, fhmin

− f〉
= 〈f̂h − fh, f̂hmin

− fhmin
〉+ V (h, hmin) + V (hmin, h) + 〈fh − f, fhmin

− f〉.

Now,

〈f̂h − fh, f̂hmin
− fhmin

〉 =
1

n2

∑

i,j

〈Kh(.−Xi)− fh,Khmin
(.−Xj)− fhmin

〉

=
1

n2

n∑

i=1

〈Kh(.−Xi)− fh,Khmin
(.−Xi)− fhmin

〉+ U(h, hmin)

n2
.

Then

〈f̂h − fh, f̂hmin
− fhmin

〉 =
〈Kh,Khmin

〉
n

− 1

n
〈f̂h, fhmin

〉 − 1

n
〈fh, f̂hmin

〉+ 1

n
〈fh, fhmin

〉+ U(h, hmin)

n2
.

Finally, we have the following decomposition of 〈f̂h − f, f̂hmin
− f〉:

〈f̂h − f, f̂hmin
− f〉 =

〈Kh,Khmin
〉

n
+

U(h, hmin)

n2
(17)

− 1

n
〈f̂h, fhmin

〉 − 1

n
〈fh, f̂hmin

〉+ 1

n
〈fh, fhmin

〉 (18)

+V (h, hmin) + V (hmin, h) + 〈fh − f, fhmin
− f〉. (19)

We first control the last term of the first line and we obtain the following lemma.

Lemma 10 With probability larger than 1− 5.54|H| exp(−x), for any h ∈ H,

|U(h, hmin)|
n2

≤ θ′
‖K‖2
nh

+
�‖K‖21‖f‖∞x2

θ′n
+

�‖K‖∞‖K‖1x3

θ′n2hmin

Proof. We have:

U(h, hmin) =
∑

i6=j

〈Kh(.−Xi)− fh,Khmin
(.−Xj)− fhmin

〉

=

n∑

i=2

∑

j<i

Gh,hmin
(Xi, Xj) +Ghmin,h(Xi, Xj),
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with
Gh,h′(s, t) = 〈Kh(.− s)− fh,Kh′(.− t)− fh′〉.

Therefore, we can apply Theorem 3.4 of Houdré and Reynaud-Bouret (2003):

P

(
|U(h, hmin)| ≥ �

(
C
√
x+Dx+Bx3/2 +Ax2

))
≤ 5.54 exp(−x),

with A, B, C and D defined subsequently. Since

‖fhmin
‖∞ = ‖Khmin

⋆ f‖∞ ≤ ‖Khmin
‖∞ =

‖K‖∞
hmin

,

we have

A := ‖Gh,hmin
+Ghmin,h‖∞

≤ ‖Gh,hmin
‖∞ + ‖Ghmin,h‖∞

≤ 4‖Khmin
‖∞ × (‖K‖1 + ‖Kh ⋆ f‖1)

≤ 8‖K‖∞‖K‖1
hmin

and
Ax2

n2
≤ 8x2‖K‖∞‖K‖1

n2hmin
.

We have
B2 := (n− 1) sup

t
E[(Gh,hmin

(t,X2) +Ghmin,h(t,X2))
2].

and for any t,

E[G2
h,hmin

(t,X2)] = E

[(∫
(Kh(u− t)− fh(u))(Khmin

(u−X2)− E[Khmin
(u−X2)])du

)2
]

≤ E

[∫
(Kh(u− t)− fh(u))

2du×
∫
(Khmin

(u−X2)− E[Khmin
(u −X2)])

2du

]

≤ 2×
∫ (

K2
h(u− t) + (Kh ⋆ f)2(u)

)
du×

∫
E[K2

hmin
(u −X2)]du

≤ 4‖Kh‖2 × ‖Khmin
‖2.

Therefore,

Bx3/2

n2
≤ θ′

3

‖K‖2
nh

+
6

θ′
‖K‖2x3

n2hmin
.
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Now,

C2 :=

n∑

i=2

i−1∑

j=1

E[(Gh,hmin
(Xi, Xj) +Ghmin,h(Xi, Xj))

2]

≤ �× n2
E[G2

h,hmin
(X1, X2)]

= �× n2
E

[(∫
(Kh(u−X1)− fh(u))(Khmin

(u−X2)− fhmin
(u))du

)2
]

= �× n2
E

[(∫
Kh(u −X1)Khmin

(u−X2)du −
∫

Kh(u −X1)(Khmin
⋆ f)(u)du

−
∫

Khmin
(u−X2)(Kh ⋆ f)(u)du+

∫
(Kh ⋆ f)(u)(Khmin

⋆ f)(u)du

)2
]
.

Since
‖Kh ⋆ f‖∞ ≤ ‖K‖1‖f‖∞, ‖Kh ⋆ f‖1 ≤ ‖K‖1,

we have:

C2 ≤ �× n2
E

[(∫
Kh(u−X1)Khmin

(u−X2)du

)2
]
+�‖K‖41‖f‖2∞ × n2.

So, we just have to deal with the first term.

E

[(∫
Kh(u−X1)Khmin

(u−X2)du

)2
]

= E

[(
(K̃h ⋆ Khmin

)(X1 −X2)
)2]

=

∫∫
(K̃h ⋆ Khmin

)2(u− v)f(u)f(v)dudv

≤ ‖f‖∞‖K̃h ⋆ Khmin
‖2

≤ ‖K‖21‖f‖∞‖Kh‖2.

Finally
C ≤ �× n‖K‖1‖f‖1/2∞ ‖Kh‖+�‖K‖21‖f‖∞ × n.

So, since x ≥ 1,
C
√
x

n2
≤ θ′

3

‖K‖2
nh

+
�‖K‖21‖f‖∞ x

θ′n
.

Now, let us consider

S :=

{
a = (ai)2≤i≤n, b = (bi)1≤i≤n−1 :

n∑

i=2

E[a2i (Xi)] ≤ 1,

n−1∑

i=1

E[b2i (Xi)] ≤ 1

}
.

We have

D := sup
(a,b)∈S





n∑

i=2

i−1∑

j=1

E[(Gh,hmin
(Xi, Xj) +Ghmin,h(Xi, Xj))ai(Xi)bj(Xj)]



 .
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We have for (a, b) ∈ S,
n∑

i=2

i−1∑

j=1

E[Gh,hmin
(Xi, Xj)ai(Xi)bj(Xj)] ≤

n∑

i=2

i−1∑

j=1

E

∫
|Kh(u−Xi)− (Kh ⋆ f)(u)||ai(Xi)|

×|Khmin
(u−Xj)− (Khmin

⋆ f)(u)||bj(Xj)|du

≤
n∑

i=2

n−1∑

j=1

∫
E [|Kh(u−Xi)− (Kh ⋆ f)(u)||ai(Xi)|]

×E [|Khmin
(u−Xj)− (Khmin

⋆ f)(u)||bj(Xj)|] du
and for any u,

n∑

i=2

E|Kh(u−Xi)− (Kh ⋆ f)(u)||ai(Xi)| ≤ √
n

√√√√
n∑

i=2

E2 [Kh(u −Xi)− (Kh ⋆ f)(u)||ai(Xi)|]

≤ √
n

√√√√
n∑

i=2

E [|Kh(u−Xi)− (Kh ⋆ f)(u)|2]E [a2i (Xi)]

≤ √
n

√√√√
n∑

i=2

E [K2
h(u −Xi)]E [a2i (Xi)]

≤ √
n

√√√√‖f‖∞‖Kh‖2
n∑

i=2

E [a2i (Xi)]

≤ ‖Kh‖
√
n‖f‖∞.

Straightforward computations lead to

n−1∑

j=1

∫
E [|Khmin

(u−Xj)− (Khmin
⋆ f)(u)||bj(Xj)|] du ≤ 2‖K‖1

n−1∑

j=1

E[|bj(Xj)|]

≤ 2‖K‖1
√
n

√√√√
n−1∑

j=1

E2[|bj(Xj)|]

≤ 2‖K‖1
√
n.

Finally,
n∑

i=2

i−1∑

j=1

E[Gh,hmin
(Xi, Xj)ai(Xi)bj(Xj)] ≤ 2n‖K‖1

√
‖f‖∞‖Kh‖

and

Dx

n2
≤ 4‖K‖1

√
‖f‖∞‖Kh‖x
n

≤ θ′

3

‖K‖2
nh

+
12‖K‖21‖f‖∞ x2

θ′n
.
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From Lemma 10, we obtain the following result.

Lemma 11 With probability larger than 1− 9.54|H| exp(−x), for any h ∈ H,

|〈f̂h − f, f̂hmin
− f〉 − 〈Kh,Khmin

〉
n

| ≤ θ′‖fh − f‖2 + θ′
‖K‖2
nh

+

(
θ′

2
+

1

2θ′

)
‖fhmin

− f‖2 + C1(K)

θ′

(‖f‖∞x2

n
+

x3

n2hmin

)
,

where C1(K) is a constant only depending on K.

Proof. We have to control (18) and (19). Let h and h′ be fixed. First, we have

〈f̂h, fh′〉 =
1

n

n∑

i=1

∫
Kh(x −Xi)fh′(x)dx

=
1

n

n∑

i=1

(K̃h ⋆ fh′)(Xi).

Therefore,
|〈f̂h, fh′〉| ≤ ‖K̃h ⋆ fh′‖∞ ≤ ‖fh′‖∞‖K‖1 ≤ ‖f‖∞‖K‖21,

which gives the following control of (18):

∣∣∣∣−
1

n
〈f̂h, fhmin

〉 − 1

n
〈fh, f̂hmin

〉+ 1

n
〈fh, fhmin

〉
∣∣∣∣ ≤

3‖f‖∞‖K‖21
n

.

So it remains to bound the three terms of (19). Note that

V (h, h′) = < f̂h − fh, fh′ − f >

=
1

n

n∑

i=1

(gh,h′(Xi)− E[gh,h′(Xi)])

with
gh,h′(x) = 〈Kh(.− x), fh′ − f〉 = (K̃h ⋆ (fh′ − f))(x).

Since
‖gh,h′‖∞ ≤ ‖K‖1‖fh′ − f‖∞ ≤ ‖K‖1(1 + ‖K‖1)‖f‖∞

and
E[g2h,h′(X1)] ≤ ‖f‖∞‖K̃h ⋆ (fh′ − f)‖2 ≤ ‖f‖∞‖K‖21‖fh′ − f‖2

then, with probability larger than 1− 2e−x, Bernstein’s inequality leads to

|V (h, h′)| ≤
√

2x

n
‖f‖∞‖K‖21‖fh′ − f‖2 + x‖f‖∞‖K‖1(1 + ‖K‖1)

3n

≤ θ′

2
‖fh′ − f‖2 + CV (K)‖f‖∞x

θ′n
,
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where CV (K) is a constant only depending on the kernel norm ‖K‖1. Previous inequalities are first
applied with h′ = hmin and then we invert the roles of h and hmin. To conclude the proof of the
lemma, we use

|〈fh − f, fhmin
− f〉| ≤ θ′

2
‖fh − f‖2 + 1

2θ′
‖fhmin

− f‖2.

Now, Proposition 8 gives, with probability larger than 1−�|H| exp(−x), for any h ∈ H,

‖fh − f‖2 + ‖K‖2
nh

≤ 2‖f̂h − f‖2 + C2(K)‖f‖∞
x2

n
,

where C2(K) only depends on K. Hence, by applying Lemma 11, with probability larger than
1−�|H| exp(−x), for any h ∈ H,

∣∣∣∣〈f̂h − f, f̂hmin
− f〉 − 〈Kh,Khmin

〉
n

− 〈f̂ĥ − f, f̂hmin
− f〉+ 〈Kĥ,Khmin

〉
n

∣∣∣∣ ≤ 2θ′‖f̂h − f‖2

+2θ′‖f̂ĥ − f‖2 +
(
θ′ +

1

θ′

)
‖fhmin

− f‖2 + C̃(K)

θ′

(‖f‖∞x2

n
+

x3

n2hmin

)
,

where C̃(K) is a constant only depending on K. It remains to use (16) and to choose θ′ = θ
4 to

conclude.

5.2 Proof of Theorem 2

We set τ = λ−1. Let ε ∈ (0, 1), and θ ∈ (0, 1) depending on ε to be specified later. Using Theorem 9
with the chosen penalty, we obtain, with probability larger than 1−�|H| exp(−x), for any h ∈ H,

(1− θ)‖f̂ĥ − f‖2 + τ
‖Kĥ‖2

n
≤ (1 + θ)‖f̂h − f‖2 + τ

‖Kh‖2
n

+
C2

θ
‖fhmin

− f‖2

+
C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)
. (20)

We first consider the case where τ ≥ 0. Then τ‖Kĥ‖2/n ≥ 0, and, using Proposition 8, with
probability 1−�|H| exp(−x)

τ
‖Kh‖2

n
≤ τ(1 + θ)‖f − f̂h‖2 + τ

C′(K)‖f‖∞x2

θ3n
,

where C′(K) is a constant only depending on the kernelK. Hence, with probability 1−�|H| exp(−x)

(1 − θ)‖f̂ĥ − f‖2 ≤ (1 + θ + τ(1 + θ))‖f̂h − f‖2 + C2

θ
‖fhmin

− f‖2

+
C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)
+ τ

C′(K)‖f‖∞x2

θ3n
.

With θ = ε/(ε+ 2 + 2τ), we obtain

‖f̂ĥ − f‖2 ≤ (1 + τ + ε)‖f̂h − f‖2 + C2(ε+ 2 + 2τ)2

(2 + 2τ)ε
‖fhmin

− f‖2

+C′′(K, ε, τ)

(‖f‖∞x2

n
+

x3

n2hmin

)
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where C′′(K, ε, τ) is a constant only depending on K, ε, τ .
Let us now study the case −1 < τ ≤ 0. In this case τ‖Kh‖2/n ≤ 0, and, using Proposition 8,

with probability 1−�|H| exp(−x)

τ
‖Kĥ‖2

n
≥ τ(1 + θ)‖f − f̂ĥ‖2 + τ

C′(K)‖f‖∞x2

θ3n
,

where C′(K) is a constant only depending on the kernel K. Hence, (20) becomes

(1 − θ + τ(1 + θ))‖f̂ĥ − f‖2 ≤ (1 + θ)‖f̂h − f‖2 + C2

θ
‖fhmin

− f‖2

+
C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)
− τ

C′(K)‖f‖∞x2

θ3n

With θ = (ε(τ + 1)2)/(2 + ε(1− τ2)) < 1, we obtain, with probability 1−�|H| exp(−x),

‖f̂ĥ − f‖2 ≤
(

1

1 + τ
+ ε

)
‖f̂h − f‖2 + C′′(ε, τ)‖fhmin

− f‖2

+C′′′(K, ε, τ)

(‖f‖∞x2

n
+

x3

n2hmin

)
.

where C′′(ε, τ) depends on ε and τ and C′′′(K, ε, τ) depends on Kε, τ .

5.3 Proof of Theorem 3

We still set τ = λ − 1. Set θ ∈ (0, 1) such that θ < −(1 + τ)/5. Let us first write the result of
Theorem 9 with the chosen penalty and h = hmin:

(1− θ)‖f̂ĥ − f‖2 + τ
‖Kĥ‖2

n
≤ (1 + θ)‖f̂hmin

− f‖2 + τ
‖Khmin

‖2
n

+
C2

θ
‖fhmin

− f‖2

+
C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)
.

Then inequality (14) with h = hmin gives, with probability 1−�|H| exp(−x)

‖f − f̂hmin
‖2 ≤ (1 + θ)

(
‖f − fhmin

‖2 + ‖K‖2
nhmin

)
+

C′(K)‖f‖∞x2

θ3n

where C′(K) is a constant only depending on the kernel K. That entails

(1− θ)‖f̂ĥ − f‖2 + τ
‖Kĥ‖2

n
≤ ((1 + θ)2 + C2/θ)‖f − fhmin

‖2 + (τ + (1 + θ)2)
‖Khmin

‖2
n

+
C(K)

θ

(‖f‖∞x2

n
+

x3

n2hmin

)
+�(1 + θ)

C′(K)‖f‖∞x2

θ3n

We denote un :=
‖fhmin

−f‖2

‖K‖2/nhmin
. The previous inequality can then be rewritten

(1− θ)‖f̂ĥ − f‖2 + τ
‖Kĥ‖2

n
≤ [((1 + θ)2 + C2/θ)un + τ + (1 + θ)2]

‖Khmin
‖2

n

+C(K, θ)

(‖f‖∞x2

n
+

x3

n2hmin

)
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where C(K, θ) is a constant only depending on K and θ. Next we apply inequality (15) to h = ĥ:
with probability 1−�|H| exp(−x)

‖K‖2
nĥ

≤ 2‖f − f̂ĥ‖2 +
C′(K)‖f‖∞x2

n
,

with C′(K) only depending on K. We obtain that with probability 1−�|H| exp(−x)

[(1 − θ)/2 + τ ]
‖K‖2
nĥ

≤ [((1 + θ)2 + C2/θ)un + τ + (1 + θ)2]
‖K‖2
nhmin

+C′(K, θ)

(‖f‖∞x2

n
+

x3

n2hmin

)

where C′(K, θ) is a constant only depending on K and θ. By assumption, un = o(1), then there
exists N such that for n ≥ N , ((1 + θ)2 + C2/θ)un ≤ θ.

Let us now choose x = (n/ logn)1/3. Using the bound on hmin, the remainder term is bounded
in the following way: For C′(K, θ) only depending on K and θ,
(
nhmin

‖K‖2
)
C′(K, θ)

(‖f‖∞x2

n
+

x3

n2hmin

)
≤ C′′(K, θ, ‖f‖∞)

(
x2hmin +

x3

n

)

≤ C′′(K, θ, ‖f‖∞)

(
(log n)β−2/3

n1/3
+

1

logn

)
= o(1).

Then for n large enough, this term is bounded by θ. Thus, for n large enough, with probability
1−�|H| exp(−(n/ logn)1/3)

[(1 − θ)/2 + τ ]
‖K‖2
nĥ

≤ [θ + τ + (1 + θ)2 + θ]
‖K‖2
nhmin

and then

ĥ

(1− θ)/2 + τ
≥ hmin

τ + 1 + 5θ

Note that (1− θ)/2 + τ < 1 + τ < 0, and we have chosen θ such that τ + 1 + 5θ < 0. Then

ĥ ≤ τ + (1 − θ)/2

τ + 1 + 5θ
hmin.

One can choose for example θ = −(τ + 1)/10.

5.4 Proof of Corollary 7

Let f ∈ Ñ2,d(β,L, B) and E the event corresponding to the intersection of events considered in
Theorem 5 and Proposition 8. For any A > 0, by taking x proportional to logn, P(E) ≥ 1 − nA.
Therefore,

E

[
‖f̂ĥ − f‖2

]
≤ E

[
‖f̂ĥ − f‖21E

]
+ E

[
‖f̂ĥ − f‖21Ec

]

≤ C̃2(β,K,B, d, λ)




d∏

j=1

L
1
βj

j




2β̄

2β̄+1

n
− 2β̄

2β̄+1 ,
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where C̃2(β,K,B, d, λ) is a constant only depending on β, K, B, d and λ. We have used (13) on E
and for any h ∈ H,

‖f̂h − f‖2 ≤ 2‖f‖2 + 2n‖K‖2
‖K‖∞‖K‖1

,

on Ec.
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