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Abstract. Feature modeling is a popular Software Product Line Engi-
neering (SPLE) technique used to describe variability in a product family.
A usable feature modeling tool environment should enable SPLE prac-
titioners to produce good quality models, in particular, models that ef-
fectively communicate modeled information. FAMILIAR is a text-based
environment for manipulating and composing Feature Models (FMs). In
this paper we present extensions we made to FAMILIAR to enhance its
usability. The extensions include a visualization of FMs, or more pre-
cisely, a feature diagram rendering mechanism that supports the use of a
combination of text and graphics to describe FMs, their configurations,
and the results of FM analyses. We also present the results of a prelim-
inary evaluation of the environment’s usability. The evaluation involves
comparing the use of the extended environment with the previous text-
based console-driven version. The preliminary experiment provides some
evidence that use of the new environment results in increased cognitive
effectiveness of novice users and improved quality of new FMs.

Keywords: FAMILIAR Tool? ? ?, FAMILIAR, Software Product Lines,
Feature Modeling, Software Visualization, Model-Driven Development

1 Introduction

Feature models (FM) are often used in Software Product Line Engineering
(SPLE) to describe variability in a product family. A usable feature model-
ing tool environment should enable SPLE practitioners to produce good quality
models, in particular, models that effectively communicate modeled information.

A number of textual domain-specific modeling languages (DSMLs) for feature
modeling [6][7][11][15][21], including FAMILIAR [2–4, 16], have been proposed
during the last decade. There are many benefits to using text-based languages
to describe the variability [12]. For example, a lightweight textual language can

? ? ? In this work, we refer to the newly developed visual tool as the FAMILIAR Tool.
Subsequently, its underlying framework, the DSML language, continues to be re-
ferred to as FAMILIAR, as it was the case with the prior work.
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leverage already established tools that are available for editing and manipulat-
ing textual language statements. Such support facilitates rapid prototyping of a
DSML. Other desirable characteristics that typically come with expressive tex-
tual notations with good tool support include interoperability with other textual
DSMLs, and scripting support that enables replay of operation sequences, and
modular management of scripts [4]. On the other hand, creating and analyzing
a large text-based feature model (FM) often requires significant cognitive effort.

Cognitive research is a scientific discipline that attempts to gain insights on
how the human mind analyzes information, creates knowledge, and solves prob-
lems. There is growing evidence of the cognitive power of visualization [20]. Tool
support for visualizing models may help modeling practitioners amplify their
cognition [35]. The increase in cognitive effectiveness can lead to improved abil-
ity of humans to process information captured in models [28]. There is evidence
that visual notations convey information more effectively than text, especially
to novices [9]. Our work on extending a textual DSML for FMs and on evalu-
ating the resulting FM development environment is motivated by the following
question: Does the lack of support for visualizing FMs in FM development tools
hinder the usability of these tools when managing multiple and large FMs during
modeling sessions?

Our hypothesis is that modeling practitioners, especially novice modelers,
would benefit when provided with graphical feature models that use familiar no-
tations (e.g., a FODA-like notation) [26][27]. Allowing modelers to express and
visualize feature models in a tree-like top-down hierarchical structure should
enhance their ability to develop good quality models that effectively communi-
cate modeled information. Consequently, the tool support for FM visualization
should lead to improved user efficiency, effectiveness, and learnability.

In this paper we describe the results of a preliminary experiment conducted
to measure and analyze the benefits associated with the use of graphical models
when compared to the use of purely textual models. We also describe how we
extended the FAMILIAR language and its feature modeling tool environment
with support for graphically rendering FMs.

2 Background

Models can help us to break down a complex problem through abstraction. Fur-
thermore, we can also use them to narrow the gap between the problem and
solution domains. Attempts to bridge the problem-solution gap with traditional
software development approaches are not only labor-intensive but also tedious
and error-prone with potential accidental complexities. As a consequence, soft-
ware development costs as well as time-to-deploy tend to keep increasing [18].
One of the central ideas behind Software Product Line Engineering (SPLE) is
to shift away from individually designing software products. Instead, engineers
should focus on creating quality models of product families that would, with
the help of evolving automation technologies and an emergence of widely sup-
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ported industry standards, eventually be capable of delivering high quality final
products in less time and with no or minimal accidental complexities [31].

SPLE supports explicit modeling of what is common and what differs among
software product variants. Under the umbrella of SPLE, several techniques have
been proposed including those for automatically generating implementations of
family members [13], configuring products [5] and transforming models [25].

2.1 Feature Modeling

When decomposing a family of products in terms of its features, one of the
main objectives is to construct a well-structured product line that is typically
represented as a feature model. Feature modeling is a popular model-driven
approach to describing commonalities and variabilities of a family of (software)
products in terms of features. A feature is any distinctive user-visible aspect, or
characteristic of a product [17].

The feature model depicted in Figure 1† represents a simple laptop family. An
FM hierarchically structures features and feature groups, in a tree-like top-down
fashion, using parent-child relations. A feature diagram is simply a graphical
representation of an FM typically represented as an And-Or tree with nodes as
features. An FM can include constraints that further clarify dependencies among
features.

An FM can be represented in at least two ways: as a feature diagram, or a
textual form. In addition, a SPL tool might internally translate a FM represen-
tation to a propositional formula so that it can, for example, verify the validity of
a model, and perform various computations on an FM to support, for example,
reasoning and composing operations [7, 33, 14]. Transforming an FM from one
representation to another should preserve the hierarchy and constraints in their
original form. Each product of a SPL corresponds to a valid configuration of an
FM. A configuration is obtained by selecting and unselecting features in an FM.
A feature model thus defines a set of valid feature configurations. The validity of
a configuration is determined by the semantics of a feature model. For example,
in Figure 1, screens with sizes 13.3” and 17” are mutually exclusive and cannot
be selected at the same time. Similarly, more expensive laptops (i.e., those with
17” screens) must include a warranty meaning that all laptops with 17” screens
will also come with the warranty.

As feature models are rapidly emerging as a viable and important systems
development tools, they are also becoming increasingly complex. Managing FMs
of industrial size is a labor-intensive and error-prone process.

2.2 FAMILIAR

To meet the requirement of handling large and complex FMs in a scalable way,
the domain-specific modeling language FAMILIAR was developed [2–4, 16]. FA-
MILIAR is an executable scripting language that has the built-in capability

† For brevity, feature names used in a Laptop FM are abbreviated to combination of
letters, underlined in the Feature Diagram example given in Figure 1.
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Fig. 1. Example of a Laptop FM with different FM notations.

to compose and decompose feature models, and also to manipulate and rea-
son about FMs. FAMILIAR allows stakeholders to describe domain concepts in
terms of commonalities and variabilities within a family of software or product
systems. Feature models are typically passed in to the FAMILIAR interpreter in
a textual notation. In addition, the FAMILIAR language can interpret a script
in order to perform a sequence of operations on feature models. Such scripts are
reusable.

One of the most powerful characteristics of the FAMILIAR language is its
set of composition operators that are designed for supporting the separation of
concerns in feature modeling. To the best of our knowledge, FAMILIAR is the
only SPL modeling environment capable of working with multiple FMs. As a
part of the work presented in this paper, we enhanced FAMILIAR to support
FM visualization.

3 Designing the new FAMILIAR Tool

Our goal was to develop an extension of the previous FAMILIAR framework
which (1) supports visualization of FMs, (2) provides a configuration editor,
(3) enables the persistence of FMs, and (4) embeds the text-based console. The
new FAMILIAR Tool [23] would provide an integrated modeling environment
within the FAMILIAR framework without requiring the use of any other IDEs
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(e.g., Eclipse) or plugins. In addition, the tool would still expose all of the original
de/composition, reasoning, editing, scripting, interoperability and other facilities
of the FAMILIAR language.

3.1 Visualization of Feature Models

Since our development platform was Eclipse with a Java legacy code base, we
considered only the visualization kits available on Java platforms such as Zest,
JUNG, Prefuse, Protovis, SWT, and GEF. We chose to use Prefuse, a graphical,
open source library designed to support the development of interactive visual-
izations. The architecture of Prefuse utilizes the Visualization Pipeline, which
decomposes a design into a piped process of (1) representing abstract data, (2)
mapping data into intermediate, visualizable form, and (3) using these visual
constructs to provide interactive views. The intent is to improve scalability and
representational flexibility. In addition, this separation of concerns supports mul-
tiple views, semantic zooming, data and visual transformations, and fine grained
customizations [19].

Fig. 2. Example of a visualized FM rendered by the FAMILIAR Tool.

The main window of the FAMILIAR Tool (Figure 2) has two components:
The visual section (upper frame) and the embedded console section (bottom
frame). FMs that are displayed in the visual section are read from and written
directly to the FAMILIAR environment. Similarly, textual commands that are
issued either interactively through the embedded console or by running a script,
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are written to the same FAMILIAR environment. Any model update, no matter
how it is done (i.e., visually, interactively through command console or through
script execution), always keeps the FMs in a fully synchronized and consistent
states.

A user can choose to create a new feature model, import a FM from another
SPL tool, or load an FM saved in a previous session. A user can create a new
FM using (1) interactive pop-up menus, (2) the embedded text console, or (3) a
script. An FM is displayed and accessed under a single tab. Executing a script
that, among other things, creates several feature models, would create several
tabs, each of them containing a pre-loaded feature model. Closing a tab would
not remove its associated feature model from the environment, rather, it would
unload it.

Integration with the FAMILIAR’s interpreter was achieved by forwarding
down the system’s Java input stream (text-based commands) from the embed-
ded console (GUI control) to the FAMILIAR framework, and by redirecting
the system output streams back to the same GUI control. This way, the em-
bedded FAMILIAR console, which is part of tool (bottom part of the main
application dialog shown in Figure 2) behaves the same way, syntactically and
semantically, as the old standalone text-based tool. Any action that is commit-
ted directly through the embedded console control is automatically rendered in
loaded graphical FMs. This required maintaining a one-to-one mapping among
three internal FM model representations: (1) an FM environment variable with
its associated AST model of a feature diagram, (2) a visual FM object with its
associated Prefuse interactive view model, and (3) in-memory representation of
the serialized FM to XML storage.

We also integrated the existing FeatureIDE FAMILIAR plugin command
(i.e. “gdisplay” command) that is used for visualizing feature models within
the Eclipse IDE environment. This was achieved through the observer pattern.
For example, once the FAMILIAR interpreter detects a “gdisplay” statement, it
creates an observer handler as well as an observable event source with the feature
model variable name. Then, it subscribes the observer handler event to the event
source. Finally, this observable event is handled at the GUI level by loading an
appropriate feature model variable that corresponds to the given feature model
variable name.

The Configuration Editor is implemented as an interactive Java tree control
that represents an FM with its set of selected and/or deselected features. A
feature is allowed to be selected or deselected only when the FM’s propositional
formula is satisfiable.

3.2 FAMILIAR’s New Architecture

As depicted in Figure 3, the improved FAMILIAR environment now encompasses
three main layers:

Framework: This is the cornerstone of the FAMILIAR language. The frame-
work specifies the language grammar and builds an internal abstract syntax
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tree (AST) structure. The interpreter uses 3rd party off-the-shelf solvers
(BDD and SAT) to check satisfiability of an FM’s propositional formula. It
also provides rich semantics for FM composition operators (aggregate, merge,
and insert) as well as decomposition operators (slice). Finally, it exposes its
functionality through a non-public Java API interface, which is used by the
UI layer.

UI Layer: This layer exposes the framework to an user. There are three ways
that FAMILIAR can currently be used: (1) As a new FAMILIAR Tool which
integrates the Prefuse visualization framework with FM Editor, Configura-
tion Editor and an embedded console into unique modeling standalone envi-
ronment, (2) as the legacy text-based console and (3) as an Eclipse Plugin.

Converters/Bridges: This layer integrates several converters and bridges that
allow for integration with other SPL languages and notations.

Fig. 3. FAMILIAR environment with the addition of the GUI tool.

4 Evaluating the Usability

Usability does not exist in any absolute sense. Rather, it would make sense only
to define it with reference to particular contexts. ISO 9241 [1] defines usability in
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terms of the quality of use as the “effectiveness, efficiency and satisfaction with
which specified users achieve specified goals in particular environments”. Bevan
[8] uses this standard to describe a method called MUSiC (Metrics for Usability
Standards in Computing) for specifying the context of use when measuring user
effectiveness, efficiency, and satisfaction. The context needs to define who the
intended users of the system are, the tasks those users will perform with it, and
the characteristics of the organizational or social environment in which it will
be used. This method seems particularly suitable for our evaluation since (1) it
focuses on usability attributes that we are interested in measuring, and (2) it
relies on an industrial standard, ISO 9241.

We chose to do a formal experiment since we needed to impose control over
the variables that can affect the study outcomes. In addition, we need to be able
to achieve replication in an environment where both the difficulty of control and
the cost of replication are fairly low.

4.1 Goal, Research Questions, and Context

We formulate the goal of the FAMILIAR Tool evaluation using the Goal-Question
Metric (GQM) template [36] as follows:

Goal: Evaluate the FAMILIAR Tool to better understand the impact on usabil-
ity aspects of implementing feature model visualizations on the FAMILIAR
language from the viewpoint of modelers.

Based on this goal, we focus on the following research questions:

RQ1: Does visualization of feature models help modelers to create FMs of better
quality?

RQ2: Does visualization of feature models help modelers to manage FMs with
better efficiency?

RQ3: Does visualization of feature models help modelers to manage FMs with
better effectiveness?

The context selection represented situations where SPL practitioners cre-
ated new FMs. The controlled experiment was conducted within two groups of
graduate Computer Science students with a total of 16 participants from two
countries, United States and France. The first group involved 3 graduate Ph.D.
students that are under Dr. Robert France’s supervision at the Colorado State
University (CSU). The second group involved 13 Masters and Ph.D. students
that took a graduate SPL course taught by Dr. Philippe Collet, at the Univer-
sity of Nice, Sophia Antipolis (UNS). The UNS participants, a larger sample,
formed the treatment group by working only with the new FAMILIAR Tool (Vi-
sual). On the other hand, CSU participants formed the control group by working
only with the legacy standalone tool (Text-based).
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4.2 Hypothesis Formulation

Graphical modeling proponents claim that presenting models in a visualized form
helps the user grasp the information landscape more quickly and intuitively. We
seek to test this claim in the context of feature modeling.

Hypothesis: Using the FAMILIAR Tool with visualized feature models yields
higher FM quality, user effectiveness, and efficiency than using the same tool
with text only mode, when creating new FMs.

4.3 Experiment Design

Participants were asked to go through several stages before they ran the main
experiment scenario. These stages involved the following: (1) Basic training on
SPL, Feature Modeling, and the FAMILIAR language, (2) configuring the FA-
MILIAR environment in preparation for the experiment, and (3) the experiment
session.

First, we provided minimal overview of SPL, Feature Modeling, and a brief
introduction to the FAMILIAR language and its environment. The training pro-
vided was at the very basic level, and students did not spend more than one
hour before starting the experiment sessions. Second, preparation for the exper-
iment involved getting the FAMILIAR environment properly configured. Finally,
the experiment session was no longer than 55 minutes, and it consisted of two
sub-tasks (3.1) analyzing the on-line configurator for Audi cars, and then (3.2)
modeling it by creating a new FM file for the Audi configurator. Students were
asked to work at their own pace, independently of one another. They were also
required to record all of their interactions with the tools during the experiment
session. By doing this, we could accurately measure the number of modeling
tasks that users successfully completed, the accuracy with which users com-
pleted tasks (i.e., some quantification of the errors), the duration of tasks, users’
learning of the interface, and finally, asses quality of FMs created, and calculate
user efficiency and effectiveness.

4.4 Experiment Objects and Variables

There was one independent variable and three target variables as shown in Ta-
ble 1. The treatment object is the group that used the new FAMILIAR Tool
and worked with visualized FMs (V-group). The control object is the group that
used a legacy FAMILIAR console and worked with textual FMs (T-group). Since
V-group is compared to T-group regarding its FM quality as well as user effec-
tiveness and efficiency, choice of the used tool is the independent variable and
FM quality, user effectiveness, and user efficiency are the dependent variables.

Dependent Variable - FM Quality: According to the MUSiC method, qual-
ity is a measure of the degree to which the output achieves the task goals. For the
purpose of this experiment, quality is expressed in terms of a final FM quality.
Table 2 breaks down the criteria that we used to assess the quality of an FM.



10 Evaluating the usability of a visual feature modeling notation

Table 1. Experiment variables

Independent
Variable

Dependent
Variables

Scale of
Measurement

Used Tool
FM Quality Ordinal
User Effectiveness Ordinal
User Efficiency Ordinal

Table 2. FM quality

Quality Assigned
Weight

Description

Poor 0.2 FM cannot be properly parsed by the tool (i.e., model con-
tains an inconsistent and/or an invalid element(s), or simply
it is not syntactically well-formed).

Satisfactory 0.4 FM is properly loaded by the tool but lacks majority of fea-
tures and/or groups.

Good 0.6 FM is mostly complete (i.e., includes various Audi model
lines) and has neither inconsistencies nor invalid elements.

Very good 0.8 FM includes a comprehensive features set but might fail to
accurately represent certain group dependencies (e.g., used
AND-group when XOR-group would be more appropriate).

Excellent 1.0 FM includes a comprehensive features set, and provides a
solid foundation for further breaking down the model as an
SPL artifact. Different feature groups, dependencies and con-
straints were used in terms of both quantity and quality. (i.e.,
this FM, if offered with an online configurator, has enough
details to allow a customer to produce a model of a custom
Audi car tailored for her needs).
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Dependent Variable - User Effectiveness: To assess user effectiveness, we
defined a quantity that is a measure of the amount of a task completed by a user.
It is defined as the proportion of the task goals accomplished, as represented in
the output of the task. For the purpose of this experiment, the quantity reflects
a measure of FM completeness in terms of the number of features, number of
constraints, valid configurations and FM depth. Each of those four categories
contributes 25% of a total quantity value. Table 3 shows how we calculated
quantity as a measure of FM completeness.

Table 3. FM completeness

Category Assigned Weight Description

# of features

0.25 Up to 29 features
0.50 30-39 features
0.75 40-49 features
1 50 or more

# of constraints

0.25 1 constraint
0.50 2-3 constraints
0.75 3-4 constraints
1 5 or more

Valid configs

0.25 Up to 100 or above 25k
0.50 Up to 4999 configs
0.75 Up to 9999 configs
1 Between 10k and 25k

FM Depth

0.25 Depth of 1
0.50 Depth of 2
0.75 Depth of 3
1 Depth of 4 or more

The quantity is expressed as a number between 1 and 100 where 1 represents
the least complete FM, and 100 represents the most complete FM. Note that
the quantity measure does not (and should not) reflect the quality of an FM.
Finally, the user effectiveness is given as a percentage, and is calculated using
the following formula:

UserEffectiveness = (FMQuantity ∗ FMQuality)%

Dependent Variable - User Efficiency: Note that the user effectiveness
does not take into account the time required to complete a given task. The user
efficiency calculation does include the time component. The user efficiency is
calculated using the following formula:

UserEfficiency =
UserEffectiveness

ScenarioT ime
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Therefore, the user efficiency measures the user effectiveness in terms of time
it takes to complete a task. The higher this number is the more efficient this
user is relative to other users.

5 Experimental Results

We used the Small Stata 12.1 package to perform a statistical analysis and chart
all of the graphs shown in this section. Table 4 shows the main experiment data.

Table 4. Summarized experimental results

Group Time (min) # of user errors # of
features
created

FM quality User
Effec-
tiveness

User
Effi-
ciency

V 24.8 10 38 0.8 55% 0.53

V 11.4 1 23 0.4 23% 0.48

V 18.6 3 44 0.4 18% 0.23

V 16.2 3 37 0.4 13% 0.19

V 45.2 42 48 1.0 75% 0.40

V 25.3 12 39 0.4 18% 0.17

V 20.2 8 26 0.4 15% 0.18

V 29.0 12 71 0.6 38% 0.31

V 12.4 4 37 0.4 23% 0.44

V 19.8 4 54 0.6 34% 0.41

V 13.6 0 46 0.6 30% 0.53

V 6.8 7 27 0.4 10% 0.36

V 5.8 3 27 0.4 18% 0.72

T 30.8 1 51 0.2 15% 0.12

T 9.9 5 17 0.4 15% 0.36

T 16.4 25 10 0.2 13% 0.18

The last three columns (dependent variables) are determined by the study
methodology as described in Section 4.4.

5.1 Observations

Figure 4 shows the box plots for all three dependent variables FM Quality,
Effectiveness and Efficiency, grouped by the tool used (T-group and V-group).
The box plots show that T-group has no outliers, and the V-group has 2. The
medians are indicated by the diamonds. The median values for all dependent
variables are higher for V-group than T-group. Each of the box plots illustrates a
different skewness pattern. It appears that the Effectiveness in particular exhibits
a non-symmetric distribution which might imply non-normal data.

In addition to Figure 4, Table 5 shows the calculated median values for all
dependent variables by group.
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Fig. 4. Box plots of dependent variables, by group.

Table 5. Median values of dependent variables, by group

Group FM Quality User Effectiveness User Efficiency

V 0.4 23% 0.40

T 0.2 15% 0.18
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We are not concerned with averages since they do not make sense for ordinal
data. Based on our small sample data, there is evidence that participants who
used the visualized SPL tool did better than participants who used the text-
based tool in terms of all three categories: FM quality, user effectiveness and user
efficiency. For example, 2 out of 3 participants from T-group failed to produce a
valid FM, whereas all of 13 participants from V-group produced valid FMs that
could be independently verified after the experiment was completed. However,
we need to determine whether this difference in medians between two groups is
statistically significant before we can make stronger experiment conclusions.

Figure 5 shows correlation between a number of features in an FM and its
impact on an FM quality. It appears that, for the text-based tool, more features
in a model tend to reduce overall quality of an FM. This might make sense since
the larger textual models require increased cognitive efforts on the user side.
However, the visual tool demonstrates the opposite tendency: More features
in an FM in general lead to a slight linear increase of FM quality. Unlike the
T-group users, the participants who worked with visualized FMs did not have
to deal with the increased cognitive load necessary due to cumbersome, non-
human friendly, text models. Rather, they could dedicate more of their cognitive
processing power on tasks that would yield higher model quality.

Fig. 5. Scatter plot that correlates a number of features in an FM and its impact on
a FM quality.
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The next question that we need to answer is whether the data come from
normal distributions. Unfortunately, our samples are very small. We use the
Shapiro-Wilk W test for normal data with a P-value of 0.05 as a cutoff.

Fig. 6. Shapiro-Wilk W test for normal data.

The lower the P-value is, the smaller the chance that the sample data comes
from a normal distribution. Figure 6 shows that only the P-value of Effectiveness
is lower than 0.05, which means that its sample deviates from normality.

Our experimental design uses one independent variable with two levels (in-
dependent groups V and T). In addition, the scale of measurement for all three
dependent variables is ordinal, and the picture is mixed when it comes to distri-
bution of the data. Because of all of this, we decided to use the Mann-Whitney
Rank Sum Test (also known as Wilcoxon Rank Sum Test) for the statistical anal-
ysis of the experimental results. It is a non-parametric test for comparing two
groups which does not assume anything about data normality. Essentially, the
run-sum test attempts to provide a statistical answer to the question of whether
the two population distributions are different. Another advantage of this test is
that it is not sensitive to outliers. This is an important consideration for the
experiment analysis, since it relies on a very small population sample (13 from
V-group and 3 from T-group, 16 valid samples in total) with 2 outliers.

The two-sample rank-sum tests the null hypothesis that two independent
samples are from populations with the same distribution. With only 16 obser-
vations, the departure would have to be substantial to reject the uniform null
hypothesis. We used the “porder” option of the rank sum command to calculate
this departure, that is, the probability that a random draw from the first sample
(T-group) is larger than a random draw from the second sample (V-group). The
probabilities for FM Quality, Effectiveness and Efficiency were 10.3%, 16.7%
and 17.9% respectively. The finding was that the two-sample rank-sum tests for
all three variables rejected the null hypothesis meaning that there is significant
statistical difference between the group that used text-based tool and the group
that used visual tool.

5.2 Summary

In this experiment, we evaluated the impact of the new tool on novice SPL practi-
tioners when working with relatively small FMs. The experiment results provide
some evidence that FM visualizations can be beneficial. The users not only au-
thored FMs of a higher quality but also consistently demonstrated improved
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productivity expressed in terms of user effectiveness and efficiency. However,
further research is required to identify whether this outcome still holds for SPL
experts working with FMs on a larger scale.

6 Threats to Validity

6.1 External Validity

Our evaluation is based on the assumption that we were measuring effects of
working with representative FMs that model a real-world artifact. However, the
models created as a part of this experiment came from the academic environ-
ment, and there is no guarantee that they share characteristics with industrial
FMs. The majority of published FMs have a couple of hundred features at most.
The number of features we saw in the experimental FMs ranged from the 20s to
the 70s. One of the largest documented FM is the feature model of a Linux kernel
[32] with over 5500 features, and thousands of constraints. An FM of this scale
would clearly pose a responsiveness challenge to the FAMILIAR language in its
current state; we will continue to work on improving performance of FAMILIAR
when applied to very big FMs.

Since this experiment was conducted in two geographic locations, and we had
limited resources with time constraints, we could not afford to ask both groups to
evaluate both tools. Originally, we wanted to use the blocking technique as a part
of our experimental design and rotate the groups, asking each group to replicate
the experiment with another tool. However, this turned out to be time consuming
and we had to adopt a smaller-scale option. As a consequence, the V-group,
which happens to have somewhat better exposure to SPL and Feature Modeling,
served as our treatment group working with visualized FMs. This created the
specific situation of the experiment that might limit its generalizability. In order
to mitigate this risk, we made sure to provide the same introductory training on
SPL, Feature Modeling and FAMILIAR to all the participants in each group.

The experiment is conducted exclusively with novice modelers thus limiting
its generalizability.

6.2 Internal Validity

A selection bias risk might be introduced when differences between variable
groups interact with the independent variables and thus interferes with the ob-
served outcome.

Since we used two tools from the same FAMILIAR environment, we mitigated
the tool selection bias risk when evaluating the effect of presenting FMs (e.g.,
visual vs. textual form). Similarly, all participants were alike (e.g., grad CS
students, novice SPL practitioners) with regard to the independent variable.

Repeatedly attempting to perform FM creation during the experiment ses-
sion, would eventually teach participants to create better FMs in less time. We
imposed the restriction of allowing only one session with the tool (with no al-
lowed repetitions), regardless of its outcome.
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6.3 Construct Validity

The most significant threat to the construct validity of the experiment is that
all of our dependent variables use an ordinal scale. Does the experimental data
provide accurate measurements of what it is intended to measure? According to
[22], there are several notable threats caused by the ordinal scale measurement.
For example, the ordinal labels could be inconsistently interpreted among dif-
ferent users. In addition, the distance between the different labels of an ordinal
scale might not present a clear comparison between the significance of various
ordinal labels. Taken together, these problems could have impacted the construct
validity of the FAMILIAR Tool evaluation.

In order to mitigate this threat we used the statistical techniques that respect
the specifics of ordinal data. Our analysis therefore focused on summarizing the
central tendencies and statistical significances rather than trying to come up
with exact metrics.

7 Related Work

Several previous works consider the importance of software visualization in the
context of SPLE, especially for the configuration management phase. Pleuss et
al. [29] identify and analyze benefits of the existing software visualization tech-
niques such as feature trees, decision trees, tree maps, and cone trees. Similarly,
Cawley et al. [10] combine principles from cognitive theory and visualization
techniques. Schneeweiss et al. [30] introduce an interactive technique, the “Fea-
ture Flow Maps”, which combines tree-oriented feature models and flow map
visualizations. Thiel et al. [34] provide summary on techniques, tools and means
to support variability through visualization. Janota et al. [24] describe the con-
cept of providing better tool support in an interactive configuration scenarios
where users work from one complete configuration to another by adapting only
those features that are important to them. The work presented in this paper
is complementary with their work since they both aim to reduce the cognitive
complexity of large FMs. The difference is that in their work authors investi-
gated interactive forms of visualization whereas we explored the combination
of text-based and graphical FM representations to improve usability and model
quality.

8 Conclusions and Future Work

In this paper we presented an extension of a textual DSML for feature modeling
and an evaluation of the resulting development environment. The evaluation
aimed at answering the question: Does the lack of support for visualizing FMs in
FM development tools hinder the usability of these tools when managing multiple
and large FMs during modeling sessions?

We found evidence that using the new FAMILIAR Tool with visualized FMs
resulted in an increased cognitive efficiency and effectiveness of novice practi-
tioners which also led to the improved quality of FMs they created. To the
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best of our knowledge, this is the first work which describes and evaluates com-
bined graphical-textual tooling for feature modeling. Having essentially the same
underlying environment for both FAMILIAR tools allowed us to observe the po-
tential benefits of FM visualization, without interfering differences that would
likely arise from using different tools. However, an experiment on a larger scale
would be required to identify whether this outcome would hold for SPL experts
that work with larger and scripted FMs.

A larger scale experiment is thus in our immediate future work plan. The
FAMILIAR language has capabilities to manipulate several FMs, to write scripts
that inputs and outputs FMs and other relevant types such as configurations.
We also want to investigate appropriate visual support when dealing with these
operations. To do so, we plan to provide feature diagram visualizations with a
more compact form using aggregated values and indicators. In the longer term,
we want to tackle issues related to the evolution of feature models, as well as
relationships between several FMs, as in multiple software product lines. We
expect these advances to provide support and insights for a better and wider
usage of feature modeling in software product line engineering.
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23. Jakšić, A.: Familiar tool v1.0.5 (beta) - demo (2014), http://www.screencast.

com/t/BdPgI8yF17Y/
24. Janota, M., Botterweck, G., Marques-Silva, J.: On lazy and eager interactive re-

configuration. In: Proceedings of the Eighth International Workshop on Variability
Modelling of Software-Intensive Systems. pp. 8:1–8:8. VaMoS ’14, ACM, New York,
NY, USA (2013), http://doi.acm.org/10.1145/2556624.2556644

25. Javier, F., Garcia, P., Laguna, M.A., Gonzalez-carvajal, Y.C., Gonzalez-baixauli,
B.: Requirements variability support through mdd and graph transformation

26. Kang, K., Kim, S., Lee, J., Kim, K., Shin, E., Huh, M.: Form: A feature-oriented
reuse method with domain-specific reference architectures. Annals of Software En-
gineering 5(1), 143–168 (1998)

27. Kang, K.C., Cohen, S.G., Hess, J.A., Novak, W.E., Peterson, A.S.: Feature-oriented
domain analysis (foda) feasibility study. Tech. rep., DTIC Document (1990)

28. Larkin, J.H., Simon, H.A.: Why a diagram is (sometimes) worth ten thousand
words. Cognitive science 11(1), 65–100 (1987)

29. Pleuss, A., Rabiser, R., Botterweck, G.: Visualization techniques for application in
interactive product configuration. In: Proceedings of the 15th International Soft-
ware Product Line Conference, Volume 2. pp. 22:1–22:8. SPLC ’11, ACM, New
York, NY, USA (2011), http://doi.acm.org/10.1145/2019136.2019161

30. Schneeweiss, D., Botterweck, G.: Using flow maps to visualize product attributes
during feature configuration. In: SPLC Workshops. pp. 219–228 (2010)



20 Evaluating the usability of a visual feature modeling notation

31. Selic, B.: The pragmatics of model-driven development. Software, IEEE 20(5), 19–
25 (2003), http://dx.doi.org/10.1109/ms.2003.1231146
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