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Abstract

Gabriel Kron has developed tensorial analysis of networks (TAN) in 1939. This formalism gives
all the techniques to analyse systems. Extending his work, one has submitted the xXTAN method
for 7extended tensorial analysis of networks” adding chords and game theory [1], firstly focused on
electromagnetic compatibility, the authors not being in the automatic community. But it seems that
the method developed may be interesting for this community, giving perhaps new opportunities in
system description as in their modelling.

Mathematical considerations and illustrations on examples are given in order to present as clearly
as possible the formalism and its application to automatic. Future works, under the assumption that
the method presents interesting sides, will consist in applying the method to various case in systems
modelling, in order to improve its performances.

Introduction

Gabriel Kron has developed the tensorial analysis of networks. Rather than using nodes and edges in
graphs to describe the circuit topology, he developed circuit definition using the space of the meshes.
This approach was justified through topology considerations. The fact is that Kron’s method leads
to rigorous description of complex systems, for example electrical machines: Kron’s model for an
electrical machine is well known to be the more general and accurate one. At this time, there had
no need for a generalized interaction technique. In automatics, the classical technique to represent
the system uses diagrams. They are similar to graphs, with different drawing conventions. The
fundamental added value of Kron’s approach is to use topological considerations, including dual
space and metric tensor. To study complex systems, Kron’s method lacks of generalized interactions
that we submit and named ”cords” [2]. We apply these techniques here for the automatics and we
make a coupling between the method of Kron and game theory, thinking that it perhaps gives some
new opportunities for complex systems modelling. This coupling to game theory was historically
first inspired by mathematical tools for cybernetics [4] and economical works [5]. The objective is to
give theoretical modelling capabilities to include the human factor. We present here some of the
tools developed by the author in order to submit a complete technique covering both an automatic
aspect and a human factor aspect in systems modelling.



Notations

Throughout the paper, we use Einstein’s mute index notation. It means that each time an index is
repeated, it implies a summation operation on the values of this index, i.e.:

o — (o3
Y0 GaU® = agu

(1)

>pTvprs =Typzp

Vectors projected in a base gk are identified by their components: @ = ukl;k — u*, with the index

up, and covectors « (17 . 5k) = wg, by their components with index down.

First mathematical considerations

General variables z* € R", k € N involved in any system are seen as intensities of displacement in an
n-dimensional space V of base by. One vector identifies these displacements at any time v = z*by,.
v takes in charge all the flux inside the system (including information, mechanical, electrical flux,
etc.).

Principles

Whatever the flux, it means that some solicitation (effort) exists having created this flux. We
can define a dual space V*, by taking in charge all these solicitations of cobase e*. By definition
ekb,, = 6% 6% being Kronecker symbol. Any energy or information source, etc., is defined by a
covector in this cobase v* = upe®. To go from one vector to one covector, the only solution goes
through the fundamental tensor z € R™ x R™, which is defined by the invariant of power S (S is a
scalar):

Uk = zZkmax™ = Fu, = 2P zpma™ = S (2)

Note that:
v*'v = u,ez"b, = uy,z"o;) =5 (3)

We see that working directly with the components leads to the same result as if we made all
development start from vectors and covectors.

The tensor z is the fundamental tensor of the theory. For each problem, we choose a tensor that
describes physical relations from the graph that represents the problem. The graph is an intermediate
action that helps establish the equations. The most simplest tensor that can be taken is unity. In
this case uz = 2. But more complex ones can be used, in particular the tensors where components
are operators. In this case up = zkm (™). When the relation between the flux wuy and the effort
2% is 1, it means that we can make the drawing of a simple network for which the source of flux is
a generator and the flux is a current. The relation 1 is an intrinsic function attached to the mesh
saying that u; = 1.z, for the first mesh of flux z! and effort u; (see graph figure 1). The fact to
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Figure 1: Elementary mesh as graph



consider an elementary structure like a simple mesh as able to wear a flux comes from the fact that
primitive components can be defined at the edge level [3|. For the needs of the automatics, we can
work directly in the meshes space, without looking at the edges space for the moment. But having
other space levels (edges, nodes, node pairs, moment) may be an advantage for future problems
where descriptions of higher complexity in graphs are necessaries.

z structure

Once fundamental relations are chosen between flux and efforts, control loops are taken into account
through cords. A cord is a function that links one flux z(* and one effort u(;) (the parenthesis
indicates that the index points out a particular component). This effort is created by the flux
through the extra-diagonal component of the metric z(;;):

gy = 2(ane? (4)

If a control loop returns part of the information from an output to some input, it should be taken in
charge by a cord adding an effort to some circuit, attached with some output flux. A basic output
y € R given by some dependence with an input z € R, a gain G € R and a control loop f(e) : R — R,
written y = G (z + f(y)) can be replaced by the network shown in figure 2 using two meshes. The
cord of function G sends G times the flux of the first mesh to the second mesh. The flux of the first
mesh is its total effort divided by its impedance function, here unitary:

o uy + f(2%)  ui 4 f(2?)

— _ _ 2
) et ) g )

Now the effort reported on the second mesh is
Uy = zo12t = Gat = G (ur + f(a:z)) (6)

as y = 22202 = uy (because goo = 1) and u; = x we obtain the expected result.
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Figure 2: Network of elementary controlled loop

Extra-diagonal components of the metric are G for zo; and f(e) for z15. Finally, its matrix is:

= ] ™

and the effort covector v* is given by:
* U1
vl ®)
The system is completely defined by the equation v* = z - v or

Uk = Zkm - T (9)



The dot symbol is here to recall that g can have operators, like the function f. It’s not a simple
product but the application of z to the flux v. Developing, it gives:

uy =zt — f(2?)
(10)
0= —Gz! + 22

Which is equivalent to previous relations (up = Ga' = G (u1 + f(2?))).

Once the graph is drawn, it’s very easy to conclude on z structure. Each mesh k generates 1 as
zkxr, component, and cords define all the extra-diagonal components when they exist. If not, zx,, = 0.
For example the graph given in figure 3 is associated with the metric:

1 -L —-M 0
G 1 0 0

*=lo »n 1 -B (11)
a 0 k 1

Figure 3: Example of graph

Now if the output is y = 2* and the single input is u; = 212!, the expression of y is immediate:

u

0

=

Note that the equation u, = zga? is directly equivalent to Lagrange’s equations of the problem [6].
The system of equations is an integro-differential system and, more than that, it can include non
linear operators.

Illustration with a canonical case in automatic

We consider a motor system made of one "RL” circuit and an electrical motor. The modelling is
the classical representation presented in automatic courses. If C), is the motor couple and C). the
resistive couple, K, the constant of friction, K. the electromotive constant, K; the electromagnetic
couple and J the inertia moment, we write:

Cm == KtZ
(13)
Kyi— Kqw —C, = J%2



w is the angular speed.
Knowing these equations and seeing the next diagram (figure 4) we obtain the following equation
system:
u=(R+Lp)i— K.w
(14)
—Cp = —-Kyi+ (Kqg+ Jp)w

with p Laplace’s operator.

u ] Ke w

Figure 4: Motor control diagram

With some use, the engineer may have drawn the diagram figure 5. From our previous discussion,

Figure 5: xTAN technique diagram for the motor control

we deduce from this graph the following fundamental tensor:

R+ Lp —-K,
-K; Kg+Jp

associated with the covector [ u —C, ]

Theoretical approach: second mathematical considerations

One can wonder what are the advantages of this formalism compared to classical formalisms? At
this level of development, it is impossible to compare the various methods. But the formalism
submitted here leads to geometrical considerations. The system is represented into a cellular topology
represented through a graph. In this graph, meshes are identified as major elements to give similar
relations to the bloc diagrams for the automatics. Working in the meshes space gives special
advantages [7]. We first take a look at the manifold concept then we give the key connecting the
system description to a differential geometry.



Sub-manifolds

The definitions below are well known, but we want to fix ratings. A variety X of dimension n is a
topological space that locally looks like an Euclidian space. We mean by that every neighborhood of
X can be sent using a homeomorphism on a neighborhood of R™. ¢ is also called a chart.

This notion led to the definition of abstract topological or smooth manifolds by chart, differentiable
atlas .... Historically it is not by this meaning that manifolds have been defined. The manifolds
(sub manifolds) are introduced as (topological) subsets of an Euclidean space. Moreover, it is in the
category of differentiable objects, that most applications can be defined. By the way, it is by trying
to adapt the differential calculus by nature local, at global objects it could be defined the notion of
smooth sub-manifold of R™. It is this point of view that is adopted here and not the background of
the intrinsic geometry. This is also close to the definition given by Poincaré [§].

We say that a topological space M is a sub-manifold of R” if a neighborhood of M can be sent
smoothly to a neighborhood of R™. More precisely, M is a submanifold of dimension m, if there
exists a neighborhood U of = in M and a neighborhood V of 0 in R™, a diffeomorphism ¢ sending
U on V with: (UM M)= V(R™ x {0}) There are basically two methods and to describe sub
manifolds. By equations (also called constraints in the language of the engineer that is adopted here)
or by parameterization. it is connected to the concepts of immersion and submersion, The interested
reader can go back to the classic reference textbooks of differential geometry. Thus simple example
is given by the circle, and can be described from ¢ — (cost, sint) (parameterization) or by equation
(22 + y%* — 1 =0). In the following, the differentiable manifolds, will be understood as sub-manifolds
of R™ defined by equations.

To join our concept of sub-manifold in the previous example, we should detail the interval to
which the variables belong. For example u € [tmin, Umaz]- If We note in general the covector u,, for
a set of variables 2°, the system equation associated with some graph is:

Ug = Zab (xb)

‘rl € [xTInin7x71naz] (16)

x(n) € [xrlmn’ xinax]

Uq, 2 € R™, z € R x R™. This system of equations is the definition of a sub-manifold M;, inspired
by the original one given by Poincaré [§]. The intervals can be noted I (:c(k)) for the component z(*)
and the same for all variables. The previous sub-manifold definition becomes:

[ = (a?)
M _{ I(u),...,I (™) (a7)

Knowing such a system, a more complex one can be built using others also known under the
same definitions, making a global manifold M. The fundamental tensor g of the constructed system

results from direct summation of each fundamental tensor z;,i € {1,2..., N} associated with each
sub-manifold M;. i.e.:
z = 6927:1 Zk (18)

For intervals, the summation consists in adding intervals of each sub-manifolds in the global one:
v ={Imys Iy oo Iy } (19)

If we consider two sub-manifolds M; and M, of variables {xl,IQ} € M; and {x?’,x‘*} € My;
making a new system based on these two elementary ones can be realized in two steps:

e to make the direct summation of the various sub-manifolds involved;
e to add coupling - control loops that link all the sub-manifolds involved.

For example we consider two systems of sub-manifolds M; and My presented in figure 6 (graph
realized with Yed software). The fundamental tensors of these two networks are easily found:



Figure 6: Two separated networks

ae[d 2] - la 2]

Associated interval definitions fix the variable values belonging: z' € I (:Cl) ,ooxtel (ac4). The
first step is to make the direct summation of z; and zs:

1 0 0 0
hy 1 0 0

zZ =2z D 9 = 01 0 1 0 (21)
0 0 hy 1

To connect these two networks means to add control loops - i.e. cords - between at least two g
components. For example a link between variables 23 and 22 could be added as shown in figure 7.

hl
h32

h2

Figure 7: Added connection between 3 and 2

The fundamental tensor becomes:

1 0 0 O
1 0 O

Z2=21Dzg = 01 h32 1 0 (22)
0 0 hy 1

Many other possibilities (10 here) can be used to increase the interactions between preliminary
sub-manifolds.

Second ”geometrization” process

Applying a transformation A to the fundamental tensor of the rotation group, we can hope to obtain
a unique diagonal expression of it:

AL zapAy = Cap, with o =0, if o # B (23)

This mechanism is possible if and only if z is symmetric. We have seen that usually, coming from
automatic diagrams, it results that g is not symmetric.

One has submitted a solution to transform z in order to make it symmetric [9] [10]. We consider
the system u, = zagscﬁ as a parametrized N-dimensional surface. Each source u,, (xl, e T ”))



being equal to a function 1, (:Cl, e ,x(”)). Calculating partial derivatives of ¢ = [1),] relative to
2P creates a base of vectors:
o

~ oaF

Using these vectors like columns of a new matrix, it leads to the jacobian Jy,, = [by],,. Making
the comparison between both equations u, = zaﬁxﬂ and u, = jaﬁxﬁ we see that it lacks components.
Each time a time derivative is included as an operator in g, it leads to zero:

by (24)

0 dz* d 0
v (1me G ) = I e =0 (25)
with gk (@) = Lyxd/dt (e). So we can write:

and, as a consequence, our system equation can now be written:
d s 8
Uq — Eaﬁ%x = jaﬁx (27)

We can multiply both members by I'¢, which is the transposed matrix of Jog: I'ca = jaBT. But
there is the remarkable relation:

I'eaTap = Gep (28)

G is called a metric and is defined by G;; = (b;, b;).
Noting T = T'¢q (ua — Lap %x'@) the source-inertia tensor, the system equation becomes:

T; = Gepa” (29)

G is a symmetric tensor and eigenvalues can now be find for the problem. This is one advantage
of this new formulation submitted by the author. But there is another one: the formalism is now
completely included in differential geometry rules |11]. For example, derivation of basic vectors can
be calculated: 9

bkm = Wbm (30)
If the fundamental tensor z component depends itself on variables z*, this derivative is different from
zero. The basic vectors by, are the vectors of a tangential plan 7,5 to the surface ¢ and change from
one location to another on this surface, as its vectors depend on the flux values 2. The projection
of these vectors b,,; on the plan axes leads to the scalar product:

ka,q = <bkm7bq> (31)
I'ym,q are Christoffel’s coefficients. They appear on specific theoretical studies. For example if we
analyse dependencies of T' versus z*, as:
0 d d 0
i Lap—a’ = Lag— ol =0 32
ok P at” bt ot " (32)
assuming I'¢c, and L,p is constant, we obtain:
0 0 0
5o L8 = gopte = 5.5 CGesn” (33)
but: 9
5,508 = gk (b s) = Thes + Tpc (34)

The command dependencies can be theoretically studied though Christoffel’s ccefficients. When they
are null for example, it means that the command does not depend on z* values.



Sub-space to mesh one

The z* can be seen as curvilinear coordinates and uy, as the local projection on the 7,S tangent
plan.

Dimensions of G depend on the flux involved. In electromagnetism, G is in volts. Its study is
very interesting in order to have a geometrical interpretation of the system behaviour. But the
submitted formalism does not imply the space configuration choice. If we want to introduce variables
that correspond to flux integration, they are attached to nodes. In other words they belong to NV
cellular topological space and x* = ¢*, where y is edge’s flux. But we can also say that to one node,
the summation of all the fluxes and the static loads that belong to the node is zero:

¢ =A5 X", qeN,xXE€E (35)
A is classically called the incidence matrix. Through A we go from the nodes (space N) to the edge:
space . Now if we create a closed circulation of edges, we can make a mesh. This means that
through a connectivity B we can go from the edge space E to the mesh space M using:

X"=Btam xeE,xeM (36)

Kirchhoff’s edge can be generalized and groups all these quantities. Figure 9 shows Kirchhoff’s edge.

Figure 8: Kirchhoff’s edge

For a system where n edges are used separately, we can write:
Uy = ZoaX*+V, (37)

The potential energy is seen through the potential difference V' while the command or the energy
source U give the flux x. This flux, added to the command U creates the potential difference V'
for a given function Z. This potential difference V is linked with the mass ¢ through ¢* = v*"V,.
When using meshes, we use the connections defined in B. From the previous relation we can write:

Us = ZoaBox™ + 'V, (38)
Multiplying each member by the transposed connectivity B’ we obtain:
B/*U, = B.*Z,,B%z® + B.*V, (39)

but due to the fact that the potential energy has a null work on a closed circulation, B.*V, = 0. As
B!*Z,.B% = 256 and noting u, = B.*U,, we finally obtain:

Uy = 2gal” (40)

Which is the well known Kron’s equation in the mesh space [12]. But we can add self properties s of
meshes to complete the z tensor - for example adding self inductance to a loop:

Zoa = Zoa + Soaly—q (41)
Next step is to add interactions between meshes or edges of meshes Q:

Zoa = Zoa T Qaa|g7ga (42)



This last fundamental tensor z is the one used in equation (9), having made its proofs in various
applications for the electromagnetic compatibility [13].

The various topological descriptions of space relations was accurately detailed by Roth [14] [15] [16].
Critics were formulated on the tensorial aspect of Kron’s object. This was discussed by Hoffmann [17]
and recently by the author [18] [19]. In case of non linear operators, it seems clear that Kron’s
formalism as the second geometrization process lead to objects that does not belong to the classical
definition of riemannian spaces. In all cases, tensorial equations are in direct relation with Lagrange’s
equations, as shown below for Kron’s formulation.

From Lagrange’s equations to Kron’s ones

Under our hypothesis and using Laplace’s operator p, laws associated with edges become: Ey =
Ri,Ey = Lpi,Ey = 1/(Cp)i. If M,B, N, R are the topological characteristic of one circuit, we
represent by i*,a = 1,2,..., M the mesh currents associated with M meshes chosen in the circuit.
e,k =1,2,..., M are the meshes electromotive forces. With variables i* we can associate mesh
loads ¢* with i* = ¢*. Figure 9 shows two coupled meshes where inductances, elastances, resistances
are associated with branches or meshes, mesh currents and loads and an example of cord for mutual
inductance between meshes. In the whole circuit, cinetic energy is given by:

Lkm

Skk Rkk Rmm Smm
Figure 9: Example of network for lagrangian
1 -k -m
T = 5Limd"q (43)
For the potential energy we have:
1
U= iskmqkqm (44)

where Sj,, are elastance values (inverse of capacitance). And finally for dissipations:
1 <k -m
W= §kaq q (45)

Lagrange’s equations for the circuit are given by:

d(@T) au oW

a\oF) "o o~ 1o

With (3),(4),(5) and using Laplace’s operator p and transformation on i and e, with i§ initial
conditions in current and ¢f initial conditions in loads, Lagrange’s equation becomes:

Limp (Z — 1 ) + Riemt™ + Skm (p + qp ) = e (47)

Skm

Defining: Zp,, = Limp + + Rim, this is equivalent to: Zpmi™ — Lemiy' + Skmq)® = ex. Usually,
Lym are the self inductance of meshes, Ly, k # m the mutual inductances between meshes. Sy
the self elastance of meshes and Sy, , k # m common elastances between meshes. Ry are the self

10



dissipations of meshes and R, kK # m common dissipations between meshes. Note that for null
initial conditions, Lagrange’s equation can be written:

Skm :
(Ckmp + % + ka> 'Lm =€k (48)

Second illustration on cellular spaces and second geometriza-
tion process

We take a look at the circuit presented in figure 10, including an operational amplifier.

Figure 10: Circuit with operational amplifier

This circuit can be constructed starting from three elementary circuits. A first one (circuit 1) is
the generator U;. The second one (circuit 2) is the amplifier seen as a coupled two edges circuit,
with gain G as function of coupling. And the third circuit (circuit 3) is the output load giving the
voltage Sy. Figure 11 shows the set of these three circuits represented by four edges. So, in the edges
space, this set can be compacted in a single tensor of properties Ze with all edges k of components
zr and the coupling G inside:

zz7.. 0 0 0
0 2 0 0
Ze = 49
0 0 0 2z
Edge 1
Edge 3 Edged
Edge 2
/ - )—G—
AN
( )
'\%1,/
circuit 1 circuit 2 circuit 3

Figure 11: Three elementary circuits

To branch all these circuits together, we next define connectivity, saying that edges 1 and 2
belong to the same mesh 1, and edges 3 and 4 to the same mesh 2. By doing that, we mathematically
translate the fact that edges 1 and 2 are soldered together and edges 3 and 4 together. The
connectivity B is thus defined by (each row sends to the edges and each column to the meshes):

(50)

O O ==
-0 O

11



|Edge 2 || Edge4

(U1
\_I S/
circuit 1 circuit 2 circuit 3

Connected circuit

Figure 12: Connecting circuits

Figure 12 illustrates the mechanism.
The source (or command) covector is given by: Uy = [ Uy, 0 00 ] To obtain the mesh
expression of the fundamental tensor we calculate ¢ = BT ZeB which leads to:
| 1tz 0
z= a st 7 (51)
By the same transformation we obtain the source-command covector in the mesh space: u = BTU =
[ Uy 0 ] Now to this system we want to add a control loop. For that we add a coupling function

—a between edges 4 and 1 with:
a

v=-— (52)
This results from adding to z the tensor of interactions
0 —a

a=|o (5)

Then z becomes g = z + @:

| 21t 2 -
9= [ e 23+ 24 } (54)
With the choices z; + 2o = 1 and z3 + z4 = 1, the system of equations ug = ggmx™ gives:
Uy = 2! — ax?
{ 0= Gzl + 22 (55)

For S = —x? we obtain easily GU; = S (1 + aG) which is the relation for the set-up given in figure
9. Convinced that our graph is equivalent to the circuit in figure 9, we wonder what could be a way
to make g symmetric? To do that we calculate the derivative of each equation of (49) depending on

z' then z2. It gives two vectors:
1 -«
bi=| o | be=| (56)

In this simple case, the jacobian matrix J is equal to g and so, noting I" the transposed matrix of J
(49) is equivalent to T'ppur = Uik Tin ™ with Gy = Uik Jin, We obtain:

2 _
g:[1+G G a}

G-—a 1+4+a? (57)

which is a symmetric metric. Having this symmetric tensor, eigenvalues can be found, and the
system of equations can be incorporated in a riemannian approach. The system of equations for the
amplifier becomes (the source-command vector is I'u = [ Uy —al; ])

{ Up=(14G*a' +(G—a)a?

—alU; = (G —a)z! + (1 + a2) x? (58)

12



If we calculate the determinant of this system we obtain A = (1 4+ aG)2. The solution for #2 is then
given by:
22 = -U,G (1 + OéG)
A

which is perfectly identical to the solution found previously. This new expression of the system is
identical to the previous one but the dimensions of the metric is the square of the dimension of
Kron’s fundamental tensor.

(59)

Network evolution: third mathematical considerations

The properties of edges or mesh can change depending on functions set by parameters [1]. But
topology also can change: edges or meshes can disappear, or sources and commands can change,
etc. In general, parameters or variables in various matrices can change under the effect of the
system users’ decision. These changes come from the system life, including the modelled machine
and its user. The idea is to translate the system life through the material transformations guided
by the user’s decisions. This can be reached by applying transformations to each component of
the manifold M: the source - command covector ug or the metric gg,,, the human actions being
themselves guided by the material performances and their outputs. Finally, a new step consists
in identifying the system through various objects involved in the manifold M, then being able to
apply transformations to these objects depending on users’ psychological profiles and decisions. The
tenfolds were created by the author in order to make this.

Transformations

Starting from an initial definition of a manifold Mg, we can change this definition by acting on
its topology C' (represented by the connectivity matrix); its commands (sources, etc.) T or its
fundamental tensor (we call it G). Knowing that we can study various transformations that change
the components of C', T or G, if A is a transformation matrix, the operations to make for the previous
transformations can be summed up as [20]:

AyCe AT, AYGypAY (60)

Tenfold

An application A, can be created giving each manifold a ”tenfold”. A tenfold is a simple list that
includes the three major objects (C,T,G). The name of tenfold comes from the name tensor and
from the name of multi-sheet. If we note @ a tenfold, by definition:

i=(C,T,G) (61)

-1
meaning that M Aoy i or M L @ with the assumption that interval of values I(uy € @) for each
variables are specified in association with the tenfold.

To specify that a tenfold has a single definition in a given phase of the system life, an index can
be used in order to detail the current phase definition. For example in an initial state: 4y = (C, T, G).
After some time duration, the definition can evolve in: iy = (C,T”,G) or other transformations.

Tenfold algebra

Once we have defined tenfolds and transformers, we can define a little algebra to give rules of
transformations applied to tenfolds. Noting ¢, some affine transformer made of three transformation

matrix component:
i, = (AI,AQ,{ As }) (62)
€3

13



we define the rule of applying t, on the tenfold ig:

fw'ﬁoz AlaA27 A3 (CaTaG):

cel. = (AlC, AQT, AS GA3 + 63)

(63)

It must be understood that other choices for the list of the objects included in the tenfold definition
can be made, changing also the definition of the algebra product. The tenfold, transformer and
algebra submitted here can be adapted depending on the problem [21].

Kuhn’s tree and v matrices for system evolution

Each state of a system in phase ¢t can now be represented by a tenfold ;. From one or various initial
states, the system evolution at each phase of its life (the concept of phase can be linked with the
real time or any other clock) can be followed using Kuhn’s tree. Figure 13 shows one example of a
system starting from a state @ and able to evolve into the states % or ts.

Figure 13: Kuhn’s tree

The question is now to create the simplest possible mathematical context in order to theorize
Kuhn’s processes used here. Inspired from Markov’s process of n-order, we can create a vector that
memorizes all the states then to apply what we have called a 7 matrix to change its components.
For example, the previous tree can be synthesized in one initial step by the material vector MV
given by:

(o
MVy=| 0 (64)
0
Now in the next step, the system can be in either @, or s states through the 719 matrix:
0 0 O
o= | tio 0 0 (65)
toao 0 O
With i1 = t1¢ - it and e = tag - o, this leads to:
0
Y10 - MVO = MV1 = ’lil (66)
()

The v matrix that wears all the transformers is the fundamental matrix of the system evolution
mechanism. It gives all the definition of this evolution. Two approaches can so be used: define
various v matrices and then imagine the evolution of the system for its complete life until step n:

Mvn = Tnn-1Tn—-1n—2--- ’YloMVO (67)

or create and delete matrices which can be defined in order to increase or decrease the dimensions of
the vector MV and of the matrix v following the system evolution in real time [1].
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Game theory and human factor

We have defined the machine mathematically. We want to add the human influence on the way
the machine works as well as the machine’s impact on the human behaviour (note that it could be
animal-machine system in general). Our approach is to use game theory [22] to add the human factor
side. The principle is simple: each transition from one machine state to another can be associated
with a Bayesian probability. This Bayesian probability depends on human choice, of environmental
impact and previous state of the machine, etc.

Technically, we must create mathematical objects as previously to incorporate these notions. An
information vector is created I'V. It has the probabilities attached to each machine state, starting
with the initial information 1. For our previous example in the initial step, it gives:

1
IVo=| 0 (68)
0

A 4 matrix which is a Markovian one applies the same process to the information vector IV where
all components p;; are Bayesian probabilities going from state ; to state ;. In our case, ¥, is:

0 0 0
Ywo=|pwo 0 0 (69)
p2o 0 0
Giving:
IV, = %10IVy (70)

Perfectly symmetric to the machine evolution, the information process (or ”psychological” process,
or ”psychical” process) is given by:

v, = ;?nn—l cee ﬁlOIVO (71)

The same two approaches exist to describe the whole system life, as we did for the machine part.

The rules of the game are defined for each evolution. It means defining the assumptions: who
are the actors, what are the rules, who plays, in what time, what are the payoffs, etc. This must be
done before any computation.

Human machine cross talk

Some objectives fix the target that the human - machine system (HMS) wants to reach. In each
step, the observables indicate if the objective is reached. If not, the HMS evolves to increase its
performance. Depending on the human psychological profile, transformations are different. That is
why the probabilities associated to each transformation are Bayesian. For example to go from state
1 to 2:

po1 = P(MVy| 6 € MV (uy)) (72)

0 being the observable. But the machine itself can act depending on the environment, or the user, or
its own reliability, etc. Finally:

po = P (i21) P (MV3| 6 € MV, (i) (73)

All P(MV;| 6 € MV,(t,)) translates the man choice guided by the machine response, while all
P (fji) translates the machine action guided by the human decision. The system is completely
coupled for a given psychological profile [23]. Note that the objectives can be associated with payoff
functions in game theory.

15



Choices - payoff representation

For complex trees, it becomes difficult to understand the behaviours. In order to give the simplest
interpretations of evolutions, a solution consists in looking at the various trajectories in the evolution
tree (ET: Kuhn’s tree showing the HMS possible evolutions). Following a sequence of states in the
ET, the payoff $; function of a trajectory with last state i can be estimated by:

k
$ (thk—1, O)) = Oy Hpk o1 =IVFG, (74)
0

() being the performance for the state k and py 1 the probability to reach the state from the
previous one in the considered way.

This trajectory can be visualized in a graph where axes are possible groups of transformations
and coordinates are the probabilities to use these groups of transformations. One axe is added: the
payoff function. Figure 14 shows a tree with three possible trajectories. For each of them, payoffs’

Figure 14: Trajectories

are: $2 = p2002, $5 = piops1fs and $4 = pioparfs. If t1o and £41 belongs to the same group GR;
and t3, and f50 to a second one G Ry, the three trajectories can be projected in the graph presented
in figure 15. When many curves are drawn, clear behaviours appear through this representation

Figure 15: Payoff - transformations representation

as "Nash’s horizon”, etc. [1]. This last operation in the submitted theory is an important key to
conduct complex systems analysis.
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Applications

Some applications can use the proposed xTAN technique. Applications were used in electromagnetic
compatibility (EMC) [24] [25] [26]. The exercise is difficult, in correspondence with the complexity
of the problems considered. But very efficient results were found. It is clear that showing these
applications in detail cannot be part of this article, needing one article to present a single case. For
example in [27] the relation between customers and suppliers was studied. The psychological profile
of the customer was one of the assumptions. It is sometimes quite easy to define this kind of profiles.
Here, limits in competence were evaluated. For a customer who is not a specialist, the probability of
acceptance of a test result was 1/2. In other cases, the probability of acceptance was a function of
the average distance between the results and the standard limits (observable 6). The demonstration
was made that the higher the competence of the customer, the higher the effort of the supplier to
make high performance equipment. The payoff function was based on the supplier’s effective cost for
the equipment development.

Illustration

To illustrate the mechanisms, we imagine this situation inspired from the well-known prisoner
dilemma in game theory [5]. Here we do not solve this problem for which solutions are known, but
to better illustrate the technique, we show how it may been treated using xXTAN. Two players are
separated in cages. They know that to get out of the cage they must not activate a robot, but
someone (the ”environment” &) tries to give them the doubt saying that they should activate the
robot for to be free. He adds that if one gamer activates the robot and the other gamer does not
activated the robot, the first gamer will be free in one half day and the other will stay in jail for two
days. Once in the cages, they cannot speak together, nor see each other. So all the strategy is based
on faith. The game accepts one shot only. Depending on the command applied to the robot, the
gamer can stay half a day, one day or two days in jail. If neither of the gamers activates the robot,
they are free. The robot controls the jail openers. The payoff matrix of the game is given in figure
16.

Gamer 1 Gamer 1
activation Nothing done
Gamer 2 Gamer 1:1 Gamer1:2
activation Gamer 2:1 Gamer 2: 0,5
Gamer 2 Gamer 1:0,5 Gamer1:0
Nothing done Gamer 2 : 2 Gamer2: 0

Figure 16: Payoff matrix for the prisoner game

The diagram associated with this system is shown in figure 17. Two meshes are used to represent
the first gamer’s actions, and one mesh for the second gamer. Depending on the gamers’ spirit
(translated in the fundamental tensor) and for the solicitation coming from the environment £ , the
system gives through the mesh currents s! and s? the number of jail days for each gamer. A fourth
mesh is added to compute the system gain $y given by: $g = 2.5 — s — 52,

In this graph two cords exist between meshes 1 and 2. They are directly linked with the trust
each player gives to the other as we will see. The fundamental tensor at the initial state of this
graph is (a =8 =1):

1
-1
0
0 -1 -1

for a command vector u = [ x x —1 25 ] Before entering the game, the players trust each
other. So their coupling ccefficients a and g are equal to 1. For the solicitation coming from the

— ==
= o O

0
0
. (75)
1
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Figure 17: Diagram for the prisoner game

M 00

environment, as the game has not yet begun we don’t know its values and we can note them "z
(¢ = ). The transformers will act on the first quadrant of z only because the last two meshes are
only here to compute the gain but not to model the process involved. Here we do not want to change
the topology. The tenfold can be reduced to the components T" and G, giving:

o = (u, 2) (76)

Once the game has started (£ = 1), if both players refuse to activate the robot (non activation:
(N, N)), it means that they completely trust each other and change nothing on the initial state. Note
that for this tensor, the equation 1y = z5,i™ leads to s' = s2 =0 and $9 = 2.5 with u; = uy = 1.
The transformer is equal to (always modifying only the first quadrant):

- 19 10
t1:<A2:|:8 i:|7A3:|:0 1:|7€3:[O]) (77)
For the second case (N, A) (A for activation) we obtain:
A 10 00 03 0
S CHE R ER IR ) ™
For the case (A4, N):
: 10 10 0 —0.25
e O E R R ER T ki ) ™
And for the last case (A, A):
A 10 0 0 03 0
O ER IR ER I ) )
In each case k the transformation is applied through:

and gives the output specified in the payoff matrix given in figure 16. Note that in the case (A4, A),
no trust at all exists between the players and the coupling component of z is zero. The first four
quadrant matrix of z after transformations is:

1 1
(N7N)_> 1 —1

0.3 0

G (2)
(AN - | ‘8'525}

05 0
a7
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When a player chooses ” N”, he allocates some faith to his partner. In this case, the coupling
coefficient is not zero. This is a guide to understand the results in z. After what, values are obtained
for the choosen topology. As there is only one shot in the game, the v matrix is given by:

0 0000
tw 0 0 0 0

Yio=| f0 0 0 0 0 (83)
ts0 00 0 0
tio 0 0 0 0

equation of the game being similar to (66). The four gains are: 2.5, 0, 0, 0.5. Now we have to define
the probabilities associated with each transformation.

We understand that here, we clearly touch the more complex side of the method. The probabilities
are linked with the self-confidence that each player has, with the credibility they allocate to the third
player (the environment) and the faith they have in their partner. Game theory in general considers
rational players, i.e. players that don’t have other things in mind than the pure objectives. But this
is not real life. And to control complex systems, we must take into account real life. The solution
consists in working with ergonomists who make statistics with well-known population and well-known
psychological profiles. These difficulties were noticed even in the prisoner dilemma [28]. But another
very interesting point for system studies is that even if the probabilities are not completely correct in
comparison to measurements made with populations, decisions deduced from the xTAN computation
can lead to adequate solutions. The Markov matrix has the following structure:

0 0 0 0 O
P1o 0 0 0 O
’~}/10 = P20 0 0 0 O (84)
pso 0 0 0 O
Pao 0 0 0 O

If we can imagine that ergonomists have made tests, and results are those given in figure 18 for three
kinds of psychological profile populations, using the results, we can make a graph giving the gains
(x100) depending on the four possible transformations for the system: (N, N), (N, A), (A, N), (A, A).
This graph is shown in figure 19.

[}

= 5 g =

=] = - @

& & 2 5
case
MN.N 90.00% T70.00% 50,00%
AN 4, 00% 12,00% 20,00%
N,A 4,00% 12,00%| 20,00%
AA 2,009 6,009 10,00%

Figure 18: Probability values

This representation shows that the highest gains (for the given definition) are obtained for
rational persons in case (N, N), case where they cannot be influenced by another one. But for
some population, some intermediate gains are obtained. Note that even for the rational population,
persons of case (A, A) can exist, for example two persons making an error in the understanding of
the rules or that activate the robot by accident. This kind of minority behaviours are important for
risk prediction. That is a particularity of human factor inclusion in system analysis.

Conclusion

It seems to us that the xXTAN method may offer various interesting aspects for the automatic
community. Compared to classical bond-graphs or classical block-diagrams, it also gives models

19



NN

1000

M Rational

AN i 9:001— B4 AA # doubting
afraid

NA

Figure 19: Decision - gains curves

incorporated in graphs that can be enriched as will. Links between the drawn graph and the
fundamental tensor of Kron gives a gateway to differential geometry. It means that automatic
problems can be seen under the geometrical point of view, even if many applications have to be
developed. As it has made its proof in complex system analysis for the electromagnetic compatibility,
we can trust that it may lead to new visions in automatic, inspired also by those already have been
made by Kron in similar cases [29).

But the originality of our proposal reside also in coupling Kron’s method with game theory,
taking into account human factor. The coupled theory remains to be used on many case, in order to
demonstrate its efficiency, but some first cases have already shown the potential of the approach.
Future development will consist in using the xXTAN method on quite classical but already quite
complex problems in automatic, to see if the graph can be easier than block-diagrams to describe
these cases, and to solve them after. Looking at block-diagrams and graphs we see that the principle
of each drawing is a little reversed. In graphs, the "blocks” are more often associated with mesh
while blocks of the block-diagrams representation are associated with cords. The interpretation of
the graph is immediate. There is no need to move connexions for example. The system of equations
linked to the graph is directly obtained without needing any operation to simplify the graph.

We hope that these possibilities will generate interesting new approaches in automatic, perhaps
in the graph construction and exploitation, but at least in the game theory coupling process to
incorporate human factor.
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