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INTRODUCTION

In active sonar, the objectives are to detect, localize
and classify an underwater target. Azimuth and range
are often used in anti-submarine warfare to localize tar-
gets. The depth may also be used as the key tactical
information for strategy purposes or as a good feature
for target classification or discrimination. Two dimen-
sional arrays as flank arrays, cylindrical arrays, and hull-
mounted arrays have access to elevation angles. Even
linear towed arrays can give some information about the
elevation using the different conical bearings measured
when multipath propagation arises. In the context of
long ranges and summer Mediterranean sound-speed pro-
file (SSP), this paper presents a new target-depth estima-
tion method, which uses elevation and arrival time mea-
sures from one sonar ping in a multipath environment.
This method is based on ray back-propagation with a
probabilistic approach. This localization algorithm min-
imizes the mean-squared error of elevation angles at the
receiver and arrival times between a model and measures.
This method is tested through Monte-Carlo simulations
of classic active sonar scenarios and using experimental
data from a real reduced-scaled tank. In active sonar,
acoustic waves can take the same path on the way back
or another path, so ray path combinations can occur.
Our localization method discusses also about this ray
identification, or how these combined acoustic paths were
managed.

I. PROBLEM STATEMENT

This section introduces the problem of a target local-
ization in active sonar. Consider a sonar system com-
posed of an acoustic source and a receiver array that are
co-located at (R = 0, Z = z0) in a water column as illus-
trated in Figure 1. The target is defined by the vector of
random variables X = [r, z]

t
. Suppose that the azimuth

of our own ship and the target are known and that the
receiver array is able to compute elevation beamforming
in the right bearing. We assume that one sonar ping was
emitted from the sonar of our own ship, reflected by the
target, and then finally recorded by the receiver array.
Suppose that after all the signal-processing steps (i.e.,
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FIG. 1. Geometric conventions for sonar and target position,
and for eigenrays. Example with two refracted rays and one
bottom-reflected ray. ϕ is the ray angle at the receiver.

beamforming, matched filter, normalization and detec-
tion), there are N detected wavefronts. Let ϕ(m) and
τ (m) be the vectors of measure of the elevation angle
and the wave travel time. The model of the measures is
defined as follows:

ϕ(m) = ϕ+ δϕ

τ (m) = τ + δτ (1)

where ϕ = [ϕ1, .., ϕN ]
t

are the elevation angles, τ =

[τ1, .., τN ]
t

are the two-way travel times, δϕ and δτ are
vectors of independent zero-mean Gaussian noise with
known standard deviations σϕ, στ , and .t is the trans-
pose operator. The sonar and the target are linked
by eigenrays that represent acoustic paths taken by the
sound wave to go from a point A to a point B. Contrary to
passive sonar, acoustic waves in active sonar come back
to the sonar after their reflection on the target. Acous-
tic waves can take the same path on the way back or
another path, so ray path combinations can occur. Our
localization method needs only the return travel times
T of detected acoustic waves, i.e the travel times be-
tween the target and the receiver array. Due to possible
ray path combinations, these variables are not obtainable
without an assumption. So to simplify the problem, we
assume that the return travel times T are estimated from
the measurement of the two-way travel time τ for only
L detections. The subsection II.B explains how these are
estimated.
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II. TARGET LOCALIZATION

A. Semi-active localization

Our target localization algorithm is based on rays
back-propagation taking into account the uncertainties
of the measure. The principle is to propagate the mea-
surement uncertainties from the array position to the tar-
get in a propagation simulator, and to compute a target-
position probability density function (or a misfit function
between model and measures). The propagation simu-
lator used is Bellhop1. The target is assumed to be a
single highlight (point target) model to assure that the
eigenrays between the sonar and the target are similar
to those between the target and the array. If the target
moves during the wave propagation, the target position
will be different for each acoustic propagation path. We
assume that the position of the moving target is the same
for each acoustic path, so this hypothesis simplifies the
problem of a moving target by considering it as a fixed
target with Doppler. We assume that all the detections
are correctly separated in time or in elevation (difference
higher than σϕ or στ ).

The probabilistic approach of the method is detailed
here. The a posteriori probability density function (PDF)
of the target position, p

(
X | ϕ(m),T (m)

)
, is the condi-

tional PDF that the target is located at X given the
vectors of measure (ϕ(m),T (m)). Using the Bayes’ rule,
the a posteriori probability can be expressed as follows:

p
(
X | ϕ(m),T (m)

)
=
p
(
ϕ(m),T (m) |X

)
p (X)

p
(
ϕ(m),T (m)

) (2)

where p (X) is called the a priori PDF and contains
the a priori information about the target position, and
p
(
ϕ(m),T (m)

)
is the marginal PDF of the measures. In

geo-acoustic inversion, the marginal PDF is independent
of X and is usually assumed to be a constant. The a
priori PDF, p(X = [r, z]), is taken uniform in range and
depth. The preceding equation becomes:

p
(
X | ϕ(m),T (m)

)
∝ p

(
ϕ(m),T (m) |X

)
p (X) (3)

For a given SSP, a target position X = [r, z] can also be
defined by the vectors of elevation and one-way delay of
the eigenrays: (ϕ(X),T (X)). So the conditional PDF
p
(
ϕ(m),T (m) |X

)
, also called the likelihood function,

can be re-written with the eigenray properties as follows:

p
(
ϕ(m),T (m) |X

)
= p

(
ϕ(m),T (m) | ϕ(X),T (X)

)
(4)

where ϕ(X) and T (X) are the elevation and delay vec-
tors, respectively, of the eigenrays for the target position
X. Assuming that each variables are all independent of
each other, Equation (4) becomes:

p
(
ϕ(m),T (m) |X

)
= p

(
ϕ(m) | ϕ(X)

)
p
(
T (m) | T (X)

)
(5)

FIG. 2. (a) Example of propagation with four eigenrays be-
tween a sonar at 200 m in depth and a target at 400 m in
depth and 18-km range. (b) Elevation angles at the receiver
as a function of the two-way travel time for the two-way ray
propagation of the top panel. In each box, the number of the
left represents the ray path used between the sonar and the
target, and the number of the right represents the ray path
used between the target and the receiver array.

Finally the a posteriori PDF can be expressed as follows:

p
(
X | ϕ(m),T (m)

)
∝ p

(
ϕ(m) | ϕ(X)

)
p
(
T (m) | T (X)

)
p (X) (6)

The optimal target-position are the ones that maximizes
the a posteriori probability of measured data. Instead
of maximizing the probability, we prefer to minimize the
following misfit function E(X) that is the logarithm of
the a posteriori probability :

E(X) =
|ϕ(m) −ϕ(X)|2

σ2
ϕ

+
|T (m) − T (X)|2

σ2
τ

+ log(C)

(7)
where C is a constant.

B. Estimation of one-way return travel-times

The localization algorithm needs the one-way return
travel times of at least one detection. Figure 2(a) il-
lustrates the ray propagation for the sonar scenario de-
scribed in detail in section III. In this example, four
eigenrays are considered between the sonar and the tar-
get: one down-refracted ray (1), one top-refracted ray
(2), and two bottom-reflected rays (3,4). Figure 2(b)
shows the ray elevations at the receiver for several detec-
tions as a function of the two-way travel time for two-
way ray propagation. Each box represent a detection
with sufficient SNR. These boxes are characterized by
their elevations at the receiver and their two-way travel
times. In each box, the number of the left represents
the ray path used between the sonar and the target, and
the number of the right represents the ray path used be-
tween the target and the receiver array. To estimate the
one-way return travel time of a detection, the two-way
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path type has to be known. A two-way path is defined
as ’simple’ (same number in the box) if the acoustic wave
took the same path going backward and forward, and in
the opposite sense, a two-way path is defined as ’com-
bined’ (different number in the box) if the acoustic wave
took different paths going backward and forward. So the
one-way return travel time T of a detection is not neces-
sarily half of the two-way travel time τ . As a first step,
we assume that the detection with the shortest delay (red
box), τ1, came from a simple path. So the one-way return
travel time of this first detection, T1, can be computed
as follows:

T1 = τ1/2 (8)

Secondly, we assume that all of the detections that arrive
first for each elevation angle at the receiver come from
combined paths (blue boxes). These come necessarily
from the one-way path of the ray with the shortest one-
way travel time. So the one-way return travel times of
each of these detections can be computed as follows:

Ti = τi − T1, for i = 2, L (9)

where L is the number of detected elevations.

III. SIMULATION

In this section, the localization algorithm is tested
through two Monte-Carlo simulations with 500 runs. For
these Monte-Carlo simulations, the first three detections
were considered. Different combination of these three de-
tections has been tested in order to show the impact of
the number of rays used for the localization and to show
the information contribution of each ray. The parameters
of the active sonar scenario are described here:

- The SSP under the ship corresponds to a classical
summer Mediterranean SSP:

(c1, z1) = (0 m, 1531m/s)

(c2, z2) = (100 m, 1507m/s)

(c3, z3) = (2500m, 1546m/s)

- The sonar depth as z0 = 200 m.

- The sonar code used is a linear frequency modula-
tion signal with a time duration Te = 2 s, a fre-
quency band B = 500 Hz, and a center frequency
f0 = 5 kHz. These parameters give a time and
speed resolution at -3 dB as follows2:

2τ−3dB = 2T−3dB = 2× 0.44

B
= 1.8 ms (10)

- The height of the array is H = 1 m. The elevation
angle resolution at -3 dB is3:

2ϕ−3dB =
50c

f0H
= 15 degrees (11)
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FIG. 3. Misfit functions for one run of the Monte-Carlo sim-
ulation. (a) Combination of (1|1) and (1|2). (a) Combination
of (1|1) and (1|3). (a) Combination of (1|2) and (1|3). (a)
Combination of (1|1), (1|2) and (1|3).

- The target range as r = 18 km and depth as z =
400 m.

For a point-like target, the standard deviations of T and
ϕ can be expressed for large SNRs as follows3:

σTi
=

T−3dB√
SNRdB,i

(12)

σϕi
=

ϕ−3dB√
SNRdB,i

for i = 1, .., L (13)

where SNRdB,i is the SNR of the detection i at the array
output. For a false alarm probability of 10−4 and a de-
tection probability of 90%, a detection will be true if the
SNR is above approximately 15 dB4. In the present pa-
per, the SNR will be set to 15 dB for all true detections,
and the time delay and elevation standard deviations are
therefore 230 µs (35 cm) and 1.93 degrees, respectively.
The first simulation proposes measures errors on eleva-
tions and arrival times that follows a normal distribu-
tion with standard deviations as σT and σϕ. Figure 3
shows the misfit function in range and depth for one run
and for the two-way path combination (1|1)+(1|2) (a),
(1|1)+(1|3) (b), (1|2)+(1|3) (c) and (1|1)+(1|2)+(1|3)
(d). The misfit function (d) with a combination of three
detections is more accurate than a combination with two
detections. So the estimation of the target-depth will be
more robust with three detections in relation to the mea-
sure noise. The estimation of the target-depth with the
combination of two detections is more difficult due to the
presence of other minima in the misfit function ((b),(c)).
In certain cases, these minima become lower than the
minima corresponding to the true target position, and
bias the target estimation. Figure 4 shows the histogram
of the estimation of the target-depth for each rays combi-
nation. In Figure 4(a) and (b), there are some biased es-
timations of the target-depth due to the presence of other

3



0 100 200 300 400 500
0

500

0 100 200 300 400 500
0

500

0 100 200 300 400 500
0

500

Depth (m)

B
in
s

0 100 200 300 400 500
0

500

(b)

(d)(c)

(a)

FIG. 4. First simulation. Histograms of the estimation of
the target-depth of the Monte-Carlo simulation (500 runs) for
four combinations of detections. (a) Combination of (1|1) and
(1|2). (a) Combination of (1|1) and (1|3). (a) Combination
of (1|2) and (1|3). (a) Combination of (1|1), (1|2) and (1|3).

minima. The Figure 4(c) and (d) show an accurate and
unbiased estimation of the target-depth, and therefore a
robustness in relation to the measure noise. The errors on
the elevation and time-delay measures are not preponder-
ant compared to the errors of the environment variables.
Errors in the sound-speed profile, sonar depth, bottom
depth, and receiver tilt angle (environment inputs, gen-
erally) will probably cause larger bias and variance for
the estimation of the target-depth. The robustness of the
localization algorithm against SSP errors is then tested
through this second Monte-Carlo simulation, by adding
random SSPs to the previous simulation. The random
SSP is generated by using empirical orthogonal functions
(EOFs)5,6. These EOFs are extracted from an eigen de-
composition of the covariance matrix from a database,
which is a temporal historic of real SSPs for the months
of July and August. The variability concerns only the
upper layer of the SSP up to 100 m in depth with a max-
imum standard deviation of 4 m/s. The two-way path
(1|1) will be the most affected by these random SSPs.
Figure 5 shows the histogram of the estimation of the
target-depth for each rays combination. The histogram
in Figure 5(a) shows that the estimator of the target-
depth is not robust in relation to the SSP errors. The
histogram in Figure 5(b) shows that the estimator gives
better result than the previous, but there is still a case
(z=225m) where the estimator is strongly biased. The
two other histograms in Figure. 5(c) and (d) show an un-
biased estimator with a standard deviation of 100 m. The
addition of a random SSP to the simulation shows that
the target-position estimation and the associated stan-
dard deviation remain acceptable for three detections. It
was also acceptable for two detections if they are coming
from the bottom rather than from the surface, because
there is less perturbation under the upper layer of the
SSP. To go further, it would be interesting to simulate
measures that take into account random bottom depth,
array depth, or array tilt and to analyze the bias and
the variance of each of these. If the bias are important
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FIG. 5. Second simulation. Histograms of the estimation of
the target-depth of the Monte-Carlo simulation (500 runs) for
four combinations of ray. (a) Combination of (1|1) and (1|2).
(a) Combination of (1|1) and (1|3). (a) Combination of (1|2)
and (1|3). (a) Combination of (1|1), (1|2) and (1|3).

due to environment parameter, the localization algorithm
should include a priori on this random parameter in the
process.

IV. EXPERIMENTAL DATA

This section proposes to validate our localization al-
gorithm using experimental data from a real tank. An
active sonar scenario in a shallow-water environment was
reproduced in the experimental water tank of the ISTerre
laboratory7,8. The dimensions of the water tank were 1.9
m x 0.9 m x 0.6 m. A scaling factor of 200:1 was used
to model a 5-kHz active source in a deep ocean with a
0.7-m-diameter spherical target at a speed of 0.1 m/s.
At a real scale, the metallic target would be immersed
at 5.4 m depth, and the first hydrophone of the verti-
cal uniform linear array would be at a depth of 4.8 m.
The uniform linear array would be 112 m away from the
target when the waveform is emitted. At the laboratory
scale, the uniform linear array was composed of 64 half-
wavelength-spaced transducers that had a 1-MHz carrier
frequency and a 1-MHz bandwidth at -6 dB, with a sam-
pling frequency of Fe = 20 MHz. The target that is
a 3.5-mm spherical lead, was immersed at a depth of
37 mm and 550 mm away from the transducer. High
waves of a few millimeters were generated on the surface
layer to add random perturbation to the propagation.
The experimental set-up is illustrated in Figure 6. The
waveform was a binary phase-shift keying signal with a
bandwidth of 600 kHz and a time duration of 500 µs. In
this example, the elevation angle and the time resolution
are ϕ−3dB = 0.8 degree and τ−3dB = 0.7 µs, respec-
tively, the SSP was constant in depth, and the number
of rays detected was four (i.e., combination of the direct
and the surface-reflected ray). Figure 7 shows the mis-
fit function for one draw. It can be seen that no local
minima appears in the misfit function. The true target
depth was zt = 37 mm ± 2 mm (at the real scale: zt
= 5.4 m ± 0.4 m) and the localization method provides
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FIG. 6. Set-up of the experimental water-filled tank. The
experiment was composed of a vertical uniform linear array
(ULA) with 64 transducers, and a moving spherical target.
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FIG. 7. Real data. Misfit function for one draw: ẑt = 31.3
mm (true target position: zt = 37 mm ± 2 mm). The white
crosshair represents the real target-position.

an expectation of the estimated target depth of E[ẑt] =
33.9 mm ± 1.4 mm (at the real scale: E[ẑt] = 6.3 m ±
0.3 m) over 10 realizations. The statistics of the target-
depth estimation could be biased by the low number of
realization, the array tilt, which was corrected but not
measured, and the surface-reflected ray, which could be
modified by the surface perturbations. At the real scale,
the bias in target-depth estimation is only 1 m, so these
results were adequate in order to validate our localization
method with these experimental tank data.

V. CONCLUSIONS

Research in the target localization domain with an ac-
tive sonar remains a poorly discussed topic. This pa-
per focuses on estimation of the depth of a target us-
ing elevations and time-delay measures in active sonar
and deep water, and especially for a summer Mediter-
ranean SSP. The semi-active localization based on ray
back-propagation and a probabilistic approach was tested
for Monte-Carlo simulations and for water-tank experi-
mental data. This method is also discussed in terms of
ray identification and how the combined acoustic paths
were managed. In others words, rays that have a differ-
ent path from sonar to target and from target to array
are taken into account. The simulation was realized for

a target at 400 m in depth and 18-km range. The re-
sults suggest that the estimator of the target-depth was
robust in relation to the measure noise and had a low
standard deviation (1 m). The second simulation tries
to analyze the influence of a random sound-speed profile.
The results of this simulation suggests that the estima-
tor of the target-depth was biased under certain choice of
detections, but was robust using three detections for the
algorithm. The standard deviation of the target-depth
estimator obtained with three detections was near 100
m. However, some environmental parameters can still
increase the bias and the variance of the target-depth
estimator, such as random bottom depth, array depth,
or array tilt. The results from the experimental data
with surface noise reveal good estimation of the target
depth and validate the localization algorithm for a con-
stant SSP.
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