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Figure 1. The three main steps of lear ning interaction models by demonstration. The main contribution of this paper
concernsthefinal part of the pipelinei.e. the gesticons and associated gesture controllers.

ABSTRACT

Several socially assistive robot (SAR) systems hbaeen
proposed and designed to engage people into vanteractive
exercises such as physical training [1], neuropshpgical
rehabilitation [2] or cognitive assistance [3]. ihithe
interactive behavioral policies of most systemssamépted, we
discuss here key features of a new methodology eveldped
in the framework of the SOMBRERO projedhat enables
professional caregivers to demonstrate a SAR hopetéorm
the assistive tasks while giving proper instrucion
demonstrations and feedbacks.

1 THE SOMBRERO FRAMEWORK

The three main steps of learning interaction by alestration
are given in Figure 1: we should (1) collect repreative
interactive behaviors from human coaches, notakbhgrwthe
interaction is conducted by professional coach@3; Huild
comprehensive models of these overt behaviors giserved
behaviors of interlocutors and a priori knowled¢gesk & user
model, etc); and then (3) provide the target rolath
appropriate gesture controllers to execute theelbsiehaviors.
This framework faces several problems: (1) theisgadf the
human model to the interaction capabilities of theots in
terms of physical limitations (degrees of freedomhd
perception, action and reasoning; (2) the drastianges of
human behaviors in front of robots or virtual agefdf; (3) the
modeling of joint interactive behaviors (4) the lep and
assessment of these behaviors by the robot.

SOMBRERO proposes to solve the two first issues bplera
coaches to demonstrate human-robot interaction (HRA)
immersive teleoperation, i.e. by direct robotic ediiment. The
so-calledbeamingof the gaze and lip movements of our iCub
robot Nina is described in [5]. The signals in Fgd are thus
already HRI data because the human pilot has &atlfic
provided the SAR with cognitive skills that are pt#al to the
robot sensorimotor abilities.

The third issue has been addressed by Mihoub f8]a[7].
They proposed to train statistical behavioral medieat jointly
map discrete multimodal events performed by theriotutors.

! See http://www.gipsa-lab.fr/projet/SOMBRERO

2 THE CURRENT CONTRIBUTION

We address here the fourth issue i.e. the repldyaasessment
of interactive behaviors by the robot. We shouldaiat verify
that the planned multimodal behaviors can be effelst
reproduced by the target robot and that they areeped as
adequate by human interlocutors. Inadequate (papking to
somebody when looking elsewhere can be interpreted
contempt) or incomplete multimodal behaviors (dapking
down without moving the eyelids down can be interpd as
fear) could in fact strongly impair the communieatintents.

21 Thescenario

These interviews are based on the French adapt@jaf the

Selective Reminding Test [9] named the RL/RI 16. dvjdes a
simple and clinically useful verbal memory test fdentifying

loss of episodic memory in the elderly. The RL/RIdrétocol

consists in four phases: (1) the progressive lagraf 16 words
together with their semantic categories; (2) thseecessive
recall tasks (free recall, complemented by an iedéexy-

category recall for the unrecovered items) sepdratith a
distractive task (reverse counting); (3) a recagnittask
involving the 16 items, 32 distractors (16 differevords with

the same semantic category and 16 true distractmd)(4) a
delayed free and indexed recall (not administratetie present
study). Mnesic performance is evaluated by comparécall

rates of the subject with regards to mean & stahdawiations
observed within sane control population of the saage

interval.

2.2 Interactive data

The behavioral data of the interviewer served asahestration
for the humanoid robot. Since beaming of the uppedy
(notably of the arms) was not available, the digcreultimodal
events have been collected via semi-automatic llagebf
human-human interactions (HHI). The motion of 2&5afexive
markers placed on the plexus, shoulders, head,, antexes
and thumbs of the professional interviewer were itooed
thanks to a Qualysis® system with 4 cameras. Aceb®
head-mounted monocular eyetracker also monitorgéze of
the interviewer (see Figure 2). Speech data aréup via
OKMII high-quality ear microphones and are recorded
synchronously with a side-view video by HD camera.



Figure 2. Visual data. Left: side view from a fixed HD
camera. Right: head-related view from the eyetracker scene
camera. The dot superimposed to the scene camera features
the current gaze fixation point.

Each interview lasts around 20", comprising thelemion of
personal records, the core RL/RI protocol and firggdort of
performance. We analyze here a total of two houfs o
multimodal data for five subjects, interacting with unique
interviewer (a medical one, professionaly trainedcbnduct
these RL/RI tests).

2.3 Gestural scores

Elan [10] (see Figure 3) and Praat [11] were usedemi-
automatically identify speech, gaze and arm evdéabavioral
models have to orchestrate these events accordiriget task
and should be able to generate motor actions frencepts.
Modality-specific gesture controllers have then to reproduce
final motions from these discrete motor events.

Figure 3. Labelling gaze & speech eventswith Elan.
24 Gesture controllers

Speech. We transcribed speech and aligned its phonetic
content with the acoustic signals uttered by bbéhihterviewer
and the subjects. The subject’s speech is mairgyl s trigger
scoring. The interviewer's speech was analyzed moiepth
with a special attention to prosody and in particukto
backchannels [12]. The transcription together wittosodic
markers is then played by the audiovisual textpeesh
synthesizer controlling Nina's loudspeaker and dhci
movements [13].

Arm gestures. While the human interviewer was displaying
word items and scoring using sheets of paper, wildd to use
tablets to display items and pretend to trigger display and
take notes (see Figure 1). Arm displacements amgkficlicks
of the robot are then programmed to trigger dispiay the
subject’'s tablet (show/hide items) and take note®ntor
correct responses).

Gaze. We distinguish three main region of interest of th
interviewer's gaze: (1) the subject’s face; (2) Hvering tablet
(i.e. scoring sheet and chronometer for originall}1kB) the
subject’s tablet (i.e. notebook for HHI). All arnegures are
performed with visuomotor supervision: since robwition is
often slower than human motion, all arm motions @exeded
by one fixation towards the target if any and acganied by
gaze smooth pursuit till completion. This visuontoto
supervision supersedes any other observed fixatttern.

3 EVALUATION

These complex and coordinated behaviors shouldebeejved
and interpreted correctly by subjects. We have iptesly
shown that the morphology and appearance of effeatan
strongly impair the perception of planned gest(itd$. We are
thus planning to ask third parties to rate thelfremdering of
this multimodal score. In line with online evalwati methods
deployed for audio [15] and video [16], we are pliag to ask
subjects to put themselves in the place of ouresibjand rate
the adequacy of the SAR’s behavior with regards he t
subjects’ verbal behavior that they will listen to.

4 CONCLUSIONS

We proposed here an original framework for coltegti

modelling and controlling SAR. All the building bk& are

almost operational and have been evaluated selyanate plan

to conduct robot-mediated HHI very soon and seet whes of

this framework should be corrected. One of the &egilenges
is system’s adaptation. Mihoub et al [7] have shaWwat a

subject-independent gaze model may be paramettizediapt

to specific social profiles. We will see if this@pach scales to
multimodal behavior planning and control.
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