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CHEMOTACTIC WAVES OF BACTERIA AT THE MESOSCALE
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VINCENT CALVEZ

ABSTRACT. The existence of travelling waves for a model of concentration waves of bacte-
ria is investigated. The model consists in a kinetic equation for the biased motion of cells
following a run-and-tumble process, coupled with two reaction-diffusion equations for the
chemical signals. Strong mathematical difficulties arise in comparison with the diffusive
regime which was studied in a previous work. The cornerstone of the proof consists in
establishing monotonicity properties of the spatial density of cells. Travelling waves exist
under certain conditions on the parameters. Counter-examples to both existence and
uniqueness are found numerically after careful analysis of the discrete velocity problem.
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1. INTRODUCTION

1.1. The run-and-tumble model. The existence of travelling waves for bacterial chemo-
taxis is investigated at the mesoscopic scale. We study the standard run-and-tumble model
proposed originally by Stroock [30], Alt [3], and discussed further by Othmer, Dunbar and
Alt [24],

(1.1) O f(t,x,v)+v-Vuf(t,x,v) = fT(t,x,v,v')f(t,x,v')dy(v')—/\(t,:z:,v)f(t,x,v).

This equation describes the evolution of the density of bacteria f(¢,z,v), at time ¢ > 0,
position z € R%, and velocity v € V c R?. Here, v is a symmetric probability measure on
RZ. The set of admissible velocities is V' = suppv. It is assumed to be compact all along
this work.

Bacteria perform run-and-tumble motion in a liquid medium, as described in the seminal
tracking experiments by Berg and Brown [7], Macnab and Koshland [22] (see also Berg’s
book [6]). They alternate between so-called run phases of ballistic motion (say, with velocity
v"), and tumble phases of rotational diffusion (Figure 1). Fast reorientation of the cell
occurs during tumble. After tumbling, bacteria make a new run with another velocity
v. For the sake of simplicity, we assume that tumbles are instantaneous reorientation
events, where the cell changes velocity from v’ to v. On the other hand, duration of
each run phase is a random time. It is assumed to follow an exponential distribution
with heterogeneous rate A(t,z,v). By modulating the time of runs, bacteria are able
to distinguish between favourable and unfavourable directions. This strategy based on
temporal-sensing chemotaxis allows them to navigate in heterogeneous environments.

The tumbling frequency distribution T can be decomposed as

T(t,z,v,v") = K(t,z,v,0")A(t,z,v"),

for some probability density function K (¢, z,-,v"), satisfying [ K(¢,x,v,v") dv(v) = 1. The
kernel K describes the distribution of post-tumbling velocities.



CHEMOTACTIC WAVES OF BACTERIA AT THE MESOSCALE 3

Following [27, 28], we make the hypothesis that runs are modulated by two chemoat-
tractant signals. We denote by S(¢,x) the concentration of some amino-acid released by
the bacterial population (e.g. aspartate, serine). We denote by N(t,z) the concentration
of some nutrient consumed by the bacterial population (e.g. oxygen, glucose).

We assume that both signals have an additive effect on temporal sensing. Furthermore,
they proceed with the same signal integration function ¢, with possibly different relative
amplitudes xg, xn > 0. Accordingly, the tumbling frequency reads
(1.2)

Dlog S ))
v/

1
As(t,:l?,’(),) = >\0 (5 + XS¢(

N o_ ’ / Dt
)\(t,x,v)—AS(t,x,v)+)\N(t,x,v), N (t ,) \ (1+ ¢<DlOgN )) )
y L,V ) = s A,
N 015 XN Dt |y
where D% o= O¢+v' -V, denotes the material derivative along the direction v’. Chemotaxis

is positive when ¢ is globally decreasing (tumbling is more likely when the concentration
of chemoattractant is decreasing).

Equation (1.1) is complemented with two reaction-diffusion equations for both chemical
concentrations S, N,

(1.3) {aﬁs(m) - Dsd;5(t,x) + aS(t,x) = Bp(t,x)

8tN(t’$) - DNagN(tax) = —’Yp(t,fE)N(t,[L‘),

where Dg, Dy, «, 3,7 are positive constants, denoting respectively the diffusion coefficient
of S, the diffusion coefficient of N, the rate of degradation of S, the rate of production
of S by the bacteria, and the rate of consumption of the nutrient N by the bacteria. In
addition, p denotes the spatial density of bacteria,

p(t,x)=/f(t,a:,v)du(v).

1.2. Chemotactic waves in micro-channels. Concentration waves of chemotactic bac-
teria E. coli were described in the seminal article by Adler [1]. They inspired the second
article of Keller and Segel about mathematical modelling of chemotaxis [20]. We refer
to [31] for a featured review on the mathematical modelling of these chemotactic waves.
Mesoscopic models describing this remarkable propagation phenomenon were proposed in-
dependently in [34], and [27, 28]. Relevance of modelling at the mesoscopic scale relies
on tracking experiments. They reveal the directional distribution of individuals, and in
particular the spatially dependent biases in the trajectories.

Model (1.1)-(1.2)-(1.3) has been validated on some experimental data in [28], whereas
its macroscopic diffusive limit has been validated in [27] on some other experimental set.
It is worth noticing that the diffusive regime is valid when the chemotactic biases xg, xn
are small. This is not the case in the experiments presented in [28]. We believe that in
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FIGURE 1. Typical trajectory of the swimming bacteria E. coli. Motion alternates
between run phases (straight motion), and reorientation events (tumble). At the
mesoscopic scale, it is reasonable to assume that both duration of run and duration
of tumble follow exponential distributions, but the timescale of run is one order of
magnitude longer. (Courtesy of J. Saragosti)

the latter, the mesoscopic scale is more appropriate to describe the bacterial population
dynamics.

Experimental setting described in [27, 28] is as follows: cells (approx. 10° bacteria E.
coli) are initially located on the left side of a micro-channel after centrifugation. The width
of the micro-channel is 500pum, the height is 100um, and the total length is 2¢m. The
time span of experiments is about a few hours. After short time, a significant fraction of
the population moves towards the right side of the channel, at constant speed, within a
constant profile (see Figure 2).

The goal of the present work is to construct travelling waves for the run-and-tumble
equation, coupled to a pair of reaction-diffusion equations (1.1)-(1.2)-(1.3). This is an
original result, up to our knowledge. Note that equation (1.1) is conservative. Hence, such
travelling waves are in some sense solitary waves. They are very different from reaction-
diffusion travelling waves that occur in the Fisher-KPP equation, for instance (see e.g.
[15, 21, 4]).

1.3. Simplifying modelling assumptions. The construction of travelling waves for the
system (1.1)-(1.2)-(1.3) requires some modelling simplifications. One crucial assumption
is about the signal integration function ¢. In order to maintain the spatial cohesion of
the band, it is important that the function ¢ has a sharp transition for small temporal
variations. Accordingly, we make the following choice

¢ = —sign .
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FIGURE 2. Concentration waves of bacteria in a micro-channel [28]. (top) A
solitary wave of high density of bacteria travels from left to right with constant
speed and almost constant profile. (bottom) Massive tracking experiments reveal
the mesoscopic structure of the wave. (Courtesy of J. Saragosti)

This relies on some well documented amplification mechanism, see [6, Chapter 11. Gain
Paradox]. This specific choice imposes conditions on the pre-factors xg, xn, for the fre-
quencies Ag, Ay to be non-negative, namely 0 < yg, xn < 1/2.

We further ignore any delay effects during the signal integration process, as the tumbling
rate is a function of the time derivative (1.2). This is to say that bacteria are supposed to
react to instantaneous variations of signal. This assumption is very restrictive, as compared
to experimental data [29, 6]. However, including any memory effect, as in [13, 34, 25] would
make the analysis much more difficult. This is left for future perspective.

In addition, assume that the post-tumbling velocity v is drawn uniformly at random,

(1.4) K=1.

Assumption (1.4) ignores angular persistence during tumbling, as opposed to experimental
evidence [6].

Finally, we restrict to dimension d = 1, as we are looking for planar waves.

We discuss possible relaxations of these assumptions in Section 8.
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1.4. The measure v on the velocity set V. We deal with two classes of probability
measures separately, namely the case of a continuum of velocities, and the discrete case.

1.4.1. The continuous case.

(A1): v is absolutely continuous with respect to the Lebesgue measure. Moreover,
the probability density function belongs to LP for some p > 1. Precisely, we have:

dv(v) =w(v)dv, wel?, pe(l,0], V =suppv is compact.

We do not include the case p = 1, for technical reasons that involve Holder regularization

by averaging lemma. On the other hand, the case p = oo is also excluded in the course
of analysis, as it is borderline. However, it is included in the final result because any L*
p.d.f. having a compact support belongs to all L? spaces.
Examples: the projection of the uniform measure on the unit circle S! onto the interval
[-1,1] under the hypothesis of axisymmetry writes dv(v) = %(1 —v2)"Y2 dv. This imposes
p < 2. The same procedure in case of the unit sphere S? yields the uniform measure
dv(v) = %dv.

During the course of analysis, the following assumption will be required in order to refine
the asymptotic decay of solutions.

(A1’): In addition to (A1), the p.d.f. w is bounded below by some wy >0 on V.

Example: the projection of the uniform measure on the two-dimensional unit ball B(0,1)
onto the unit interval [-1,1] under the hypothesis of axisymmetry writes dv(v) = %(1 -

v2)1/ 2 dv. Tt belongs to LP, but it vanishes on v = +1. Similarly, the same procedure in case
of the the three-dimensional unit ball B(0,1) yields dv(v) = (1 -v?) dv.

1.4.2. The discrete case.

(A2): v is a finite sum of dirac masses,
N N
v=>wid(v-v), (Vi)vieR, (Vi)w;>0, > wi=1.
i=1 i=1

The latter assumption is motivated by numerical analysis, where (w;); are quadrature
weights. This case is not included in the main result. However, comprehensive numerical
analysis performed in Section 7 enables to find counter-examples for the existence and
uniqueness of travelling waves. This completes our main result, as it shows that additional
conditions on the parameters are mandatory, on the contrary to the macroscopic model
obtained in the diffusion limit (see Section 2.1).

A companion paper develops accurate well-balanced schemes for solving the Cauchy
problem [9]. Consequences of the lack of existence and uniqueness are investigated in the
long-time asymptotic of (1.1)-(1.2)-(1.3). We also refer to [26, 14, 35] for numerical analysis
of variants of (1.1), based either on Monte Carlo simulations, or inverse Lax-Wendroff
methods.
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1.5. Notations and conventions. As the problem is linear with respect to the cell den-
sity f, we can normalize the latter to have unit mass,

(1.5) f f(z,v)dv(v)dz =1.

The space variable in the moving frame at speed c is denoted by z = x — ct.

We denote by v = max(suppv) the maximal velocity.

We assume that the amplitude of the tumbling rate is Ag = 1 without loss of generality.

We adopt the following convention: the superscripts © and ~ denote the position of the
velocity v with respect to the speed ¢ (resp. v > ¢ and v < ¢), whereas the subscripts .
and _ denote the relative position with respect to the origin (resp. z >0 and z < 0). For
instance, f;(z,v) denotes the density of bacteria on the right side (z > 0), moving towards
the origin (v < ¢). Similarly, p;(z) = f{v<c} f+(z,v)dv(v) denotes the spatial density of the
same group of bacteria.

The tumbling rate can take only four values 1+ xg + xn, depending on the sign of the
gradients. Due to the particular ansatz that underlies the existence of travelling waves,
T is can only change value if v crosses ¢, or if z crosses the origin. Accordingly, the four
possible values are denoted by T, T ,T*,T-. We refer to (3.3), and Figure 4 for the rule
of signs.

We also denote in short x., x— the effective chemotactic biases on each side of the origin.

{X+ = Xxs - xn € (-1/2,1/2)
X-=xs+xn €(0,1)

We denote by [-]p =|-|co.6 the Holder semi-norm.
1.6. Existence of travelling waves. We address the existence of travelling wave solu-
tions for the coupled problem (1.1)-(1.2)-(1.3). The wave speed is denoted by ¢, and the
spatial coordinate in the moving frame is denoted by z = x — c¢t. We keep the notation f

for some particular solution of (1.1) of the form f(x —ct,v). Travelling waves are solutions
of the following stationary problem in the moving frame,

(v =)0 f(z,0) = f T(z,0' = &) f(z,0") dv(v') = T(z,0 - ¢) f (2,0)
(1.6) -¢0,5(2) - Dgd28(z) + aS(z) = Bp(z)

—cd,N(2) - DNOZN(2) = =yp(2)N(2)
where the tumbling rate 7" is given by
(L.7) T(z,v-c)=1-xssign((v-c)d,5(2)) - xnsign ((v - )N (z)).

Note that we have reduced to Ag = 1 without loss of generality. Also, we restrict to the
case ¢ > 0 in order to fix the global direction of the wave.

As the measure v may vary during the analytical procedure, it is fruitful to write a weak
formulation of the first equation in (1.6), so that the role of the measure v clearly appears.
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Definition 1.1 (Weak formulation). A weak solution f of the first equation in (1.6) is
such that for all test function p € D(R x R),
(1.8)

—ﬂ(v—c)f(z,v)az¢(z, v)dv(v)dz = [[ T(z,v'-c)f(z,v") ((p(Z,’U) - (2, v')) dv(v")dv(v)dz

We begin with the existence of stationary clusters, in the absence of nutrient.

Theorem 1.2 (Stationary cluster). Assume xg € (0,1/2), and xn =0. Under assumption
(A1), there exist symmetric, positive functions (f,S) € (L' n L (R x V))xC*(R) solution
of the stationary wave problem

VO, f(x,v) = / T(z,v")f(z,0")dv(v") = T(z,v) f(x,v)
-Ds075(x) + aS(x) = Bp(x)
T(x,v) = % - xssign(v0,S(x)),

Assume in addition that (A1°) is satisfied. Then, there exists an exponent X\ >0, and a
velocity profile F(v) such that e’ f(z,v) (resp. e f(z,v)) converges exponentially fast
to F(v) as z - +oo (resp. to F(-v) as z > —o0 ).

In order to establish our main result, existence of travelling waves driven by consumption
of the nutrient, we need to impose some extra conditions on the parameters. As the
conditions are not simple to state, we refer to the lines of the proof for the details.

The first two conditions are linked with the coupling with S. The first condition (6.5)
writes

(19) cx +1/(cx)?2 +4aDg
' ++/(ci)?2+4aDg +2DgA_(c4)

where ¢, is defined implicitly such that

< explicit constant,

“d 0,
ﬂv<c*} T_ >cy ) T+ V(U)
and A_(c,) is the smallest positive root of

v dv(v) =0.

T-(v—ci)+AMv—cy)
The second condition (6.6) writes,
—c* ++/(c*)?2 +4aD
(1.10) < () s < explicit constant,
—c* +/(c*)? +4aDg +2DgA.(c*)

where ¢* is defined implicitly such that

v — V-
d 0,
\/{\v<c*} = (U) {v>c*} TJr U(U)
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and A, (c*) is the smallest positive root of

f To(v—-c*) - Av-c*) dv(v) =0.

(see Sections 3.1 and 6.1 for more details).
The third condition (6.7) is related to the coupling with N. It reads

Vo Ds + A+ (0)
Ja/Ds + A_(0)

where A\_(0) and A, (0) are the smallest positive roots of, respectively,

fmdl/(v):o, fmd’/(v)zo-

(see Sections 3.1 and 6.2 for more details).

Remark 1.3. There exist parameters that fulfil all conditions (1.9)-(1.10)-(1.11). Con-
dition (1.11) s satisfied if xy > xs (obviously), or if \/Ja/Dg < A:(0) < A_(0). But,
A+(0)/A-(0) > 0 as xy 7 xs. Conditions (1.9) and (1.10) are both satisfied if \/a/Dg <
A=(ci), A (), together with Dg > co[A-(c4),c* [A+(c*).

(1.11) Either xn > xg, or

< explicit constant,

Theorem 1.4 (Travelling wave). Assume (xs,xn) € (0,1/2)x[0,1/2). Under assumption
(A1), and conditions (1.9)-(1.10)-(1.11), there exist a non-negative ¢, and positive func-
tions (f,S,N) e (L' n L®(R x V)) x C*(R) xC*(R) solution of the travelling wave problem
(1.6)-(1.7).

Assume in addition that (A1°) is satisfied. Then, there exist two exponents \. > 0, and
two welocity profiles Fy(v) such that e™*f(z,v) (resp. e **f(z,v)) converges exponen-
tially fast to Fy(v) as z » +oo (resp. to F_(v) as z > —o0).

As mentioned above, the discrete case (A2) is not included in Theorem 1.4. Nonetheless,
it will be discussed with lots of details in Section 7.

Counter-examples for both existence and uniqueness of the travelling waves have been
found numerically, based on the analysis performed in Section 7.
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2. SKETCH OF PROOF

As the complete proof of Theorem 1.4 is quite technical, the strategy of proof is sketched
below. We begin with the corresponding macroscopic problem, obtained in the diffusion
limit. The latter is by far easier to handle with. This will drive the analysis at the
mesoscopic scale. Then, we draw two main obstacles arising at the mesoscopic scale.
Section 2.2.2 contains the main argument to overcome the first obstacle in full generality.
The second obstacle yields restriction on the parameters, as conditions (1.9)-(1.10)-(1.11).

2.1. Construction of travelling waves at the macroscopic level. The formal dif-
fusion limit of (1.1), derived when the biases xg, xn are small, is given by the following
drift-diffusion /reaction-diffusion coupled system [27],

Oip = Dyap + 0y (p (xssign (9:5) + xnsign (9:N))) =0
(2.1) S - Dgd2S +aS = Bp
0N — DNO?N = —ypN

Let recall the existence and uniqueness of one-dimensional solitary waves.

Theorem 2.1 ([27]). There exist a speed ¢ > 0, and two positive values N_ < Ny, such that
the system (2.1) admits travelling wave solutions (p(z —ct),S(z —ct), N(z —ct)) with the
following boundary conditions:

lim p= lim $=0, lim N=N_<N,= lim N.

|z|—>o0 |z| 00 2—>—00 25> +00
Assume in addition that 0,5 changes sign only once, and that 0,N is positive everywhere.
Then, the speed ¢ > 0 is uniquely determined by the following implicit relation,

c
XN —C=X§—F/—/—m—m— -
V2 +4aDg

Remark 2.2. We believe that there cannot exist travelling waves for which 0,5 (or 0;N)
changes sign several times. Alternatively speaking, we conjecture that uniqueness holds true
in Theorem 2.1 without extra conditions, up to standard transformations (multiplication by
a constant factor, translation, symmetry).

(2.2)

It is instructive to recall the proof of Theorem 2.1, as it will guide the proof of Theorem
1.4. The former is based on explicit computations. However, this will no longer be the
case at the mesoscopic level.
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Proof. Firstly, system (2.1) is written in the moving frame z = z—ct. We keep the notations
p,S, N for the unknown functions.

~c0.p - D,0%p+ 0. (p (xssign (9.5) + xnsign (9.N))) =0
(2.3) ~c0,S - Dg02S +aS = Bp
—c0,N - DNO*N = —ypN

The starting point consists in assuming that the communication signal S reaches a unique
maximum, say at z = 0, and that the nutrient N is increasing. The validation of this ansatz
a posteriori, will set the equation for ¢ (2.2).

This ansatz determines the sign of the chemical gradients. It enables to decouple the
drift-diffusion equation from the reaction-diffusion system in (2.3). Accordingly, the cell
density p is solution of the following equation,

~c8.p ~ Dpd2p +0: (p (xssign (=2) + xn)) = 0.
The density profile is explicitly given as a combination of two exponential distributions,
(2.4)
exp —CHXst XN
D,
p(z) =
( —C-XStXN
exp| ——————
D,

z) for z <0, i.e. both signals are attractive,

z) for z > 0, i.e. the signals have opposite contributions.

We denote A\_(c¢) = (—c+ xs + xn)/Dp, and Ai(c) = =(-c - xs + xn)/D, the exponents on
both sides. We impose positivity of both exponents, A_(c), A+(c) > 0.
In a second step, the concentration S is computed through the elliptic equation,

(2.5) - ¢0,8 - Dsd*S +aS = fp.

The solution is given by S =& * (8p), where S is the Green function associated with the
elliptic operator —cd, — Dsd? + a. We have

_ \/c2+4aD
crveria Sz) for z <0,

2Dg

—c—+/c? +4aD
¢ “ria Sz) for z > 0.

2Dg

So exp(
S(z) =

Soexp (

The exact value of the normalization factor Sy does not matter here. We introduce p—(c) =

(—c +/ 2+ 4aD5) /(2Dg), and p.(c) = (c +/c2+ 404D3) /(2Dg) the exponents on both

sides.

On the other hand, according to the general result stated in Proposition 5.1 below,
the monotonicity of S is basic, i.e. first increasing, then decreasing, just because p is so.
However, the change of monotonicity is not necessarily located at z = 0, as in the initial
ansatz.
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The quantity 9,5(0) enables to locate the maximum of S. If 9,5(0) > 0, then S reaches
its maximum for z > 0, whereas if 9,5(0) < 0, then S reaches its maximum for z < 0.
According to the previous ansatz, the maximum of .S must be located at z = 0.

Consequently, we need to compute the value of 9,5(0), denoted by Y(c¢), in order to
validate the initial ansatz. We have,

T(c) = 8,5(0) =BfRazS(—z)p(z)dz
_ B ()2 A-(0)2 ()2 A ()2
BSo (fz<0 p+(c)e e dz + fz>0 pu—(c)e e dz)

~ 3 pe(c) p-(c)
=% ( p () + A_(c) ’ p-(e) + 2+ (c) )

58 ( 1 . 1 )
= 0 - M
T (@Ofn=(e) 1+ A ()i (0)

It is immediate to see that the function T is decreasing with respect to ¢, as the ratio A\_/p,
is decreasing (A is decreasing, whereas p, is increasing), and the ratio A, /u— is increasing
(A4 is increasing, whereas p— is decreasing). Analysis of the extremal behaviours reveal that
there is indeed a unique root ¢ of T. Moreover, it belongs to the interval (0, xn). Indeed,
we have u_(0) = 1+(0) = 2y/aDg, but A_(0) = (xs + xn)/Dp > A:(0) = (xs — x~)/D,.
Therefore, T(0) > 0. On the other hand, we have T(xn) < 0, since A_(xn) = A+ (xn) =

Xs/Dp, whereas pi-(xn) < ps(Xn)-
Finally, notice that the dispersion relation Y (¢) = 0 simply reads

()1 () = A (- (e),
which is equivalent to (2.2). O

2.2. Main obstacles at the mesoscopic level. When trying to mimic the previous proof
at the mesoscopic level, several difficulties arise. Some are technical, and dedicated tools
from kinetic theory can overcome them (e.g. averaging lemma). However, at least two
main obstacles require much more work. We describe them below. The first obstacle can
be resolved in full generality. However, the second obstacle requires additional conditions
on the parameter. This is the main reason why Theorem 1.4 is more restrictive than its
macroscopic version Theorem 2.1.

2.2.1. Non monotonicity of the mesoscopic density f(z,v) with respect to z. As emphasized
in Section 2.1, the construction of travelling waves for the macroscopic problem relies on
the fact that 0,5 changes sign exactly once. To summarize, it is consistent to assume that
0,5 changes sign exactly once, say at z = 0 w.l.o.g. Then, explicit computations prove that
p reaches its maximum value at the same location. It is an immediate consequence that S,
being solution of the elliptic problem (2.5) with p as a source term, has a unique critical
value, corresponding to a maximum for S. However, this might not coincide with z = 0. In
fact, there is a unique ¢ such that the maximum of S' is located at z = 0.

We follow the same approach at the mesoscopic level. We freeze S and N, simply
assuming the same monotonicity conditions as above. Then, we solve f in the first line
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FIGURE 3. Overshoot phenomenon. Here, V = (-1,1) with uniform measure v,
Xs = 0.48 and xny = 0. (Left) Shape of the spatial profile z — f(z,v) for two
different values of v: large velocity (v = vpax; blue line) and intermediate velocity
(v = Unmax/2; red line). Clearly, the maximum with respect to z is shifted to the
right of the origin, so that 9, f(z,v) has no sign for z > 0. In fact, this can happen
for large velocity only, and compensations in the integral are sufficient to give a
constant sign to 9,p. (Right) To decipher the compensations, it is necessary to
unravel the shape of velocity profiles. Four examples are shown, for increasing
values of z (profiles are normalized to have value 1 at v = 0). Although the shape is
simple for negative velocity, positive velocities exhibit a non monotonic transition
for z close to the origin (blue line) to large z (magenta line). It is an analytical
challenge to understand this transition. This is the purpose of Section 4.

of system (1.6), and we deduce the spatial density p = [ fdv. At this stage, however,

it is not immediately clear that S, being solution of the same elliptic problem (2.5) with

p as a source term, has a unique critical value. This would hold true provided p has

basic monotonicity (increasing, then decreasing), as in the macroscopic case. In fact, such

monotonicity would be an equivalent requirement, without any extra condition on Dg and

a, since the Green function S converges to a Dirac mass for ¢ =0 and \/a/Dg — +00.
The first major problem can be rephrased as follows:

Let f(z,v) be the density obtained from the first equation in system (1.6)
under the hypotheses that 9,5 changes sign at z = 0 only, and 0,N is
positive. Prove that p(z) = [ f(z,v)dv(v) is increasing for z < 0, and
decreasing for z > 0.

Obviously, the monotonicity of p, say %(z) < 0 for all z > 0, would follow from the

monotonicity of f, if we were able to show that %(z,v) <0 for all z>0, and all v e V.
However, the latter is not expected to hold true in full generality, as can be seen on
numerical simulations for yg large, xn = 0, and accordingly ¢ = 0 (see Figure 3). Therefore,
the monotonicity of p(z) = [ f(z,v)dv(v) for z > 0 can only result from compensations
when integrating with respect to velocity.

Our problem can be recast as follows,
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Let f(z,v) be the density obtained from the first equation in system (1.6)
under the hypotheses that 0,5 changes sign at z = 0 only, and 0,N is
positive. Describe the velocity profiles in order to show that compensations
yield the appropriate monotonicity for p when integrating with respect to
velocity.

It turns out that such compensations always occur, with no additional condition on the
parameters. We are able to prove that inappropriate monotonicity of f may arise for large
positive velocities (for z > 0). However, it is compensated by small positive velocities.
Moreover, negative velocities contribute with the appropriate sign. We shall decipher
velocity profiles in order to capture these compensations.

2.2.2. Non monotonicity of the location of the maximal value of S with respect to c. The
conclusion of the proof of Theorem 2.1 is facilitated both by the monotonicity of T, and
by the unambiguous extremal behaviours (T(0) >0, YT(xn) <0).

It turns out that, none of these two facts is generally true at the mesoscopic level. The
corresponding function Y (c¢) may vary in a non monotonic way, so that it crosses T = 0
several times. This clearly prevents uniqueness of the speed c.

On the other hand, there exists a range of parameters for which Y(0) < 0, and Y (¢*) <0,
where ¢* is the maximal admissible value for c¢. Furthermore, T(c¢) < 0 for all admissible
values of c¢. This prevents existence of travelling waves in our framework.

This justifies a posteriori the additional conditions on parameters (1.9)-(1.10)-(1.11). We
did our best to make all these conditions quantitative in the course of analysis. However,
we believe that existence and uniqueness hold for a much larger class of parameters.

2.3. Strategy of proof. Here, we sketch briefly the argument for resolving the first issue
raised in Section 2.2.1.

We use a kind of homotopy argument, by deforming the measure v. If v is a symmetric
combination of two Dirac masses, this is the two velocity case, which is very similar to
the macroscopic problem, for which monotonicity is straightforward, see (2.4). When the
support of v is concentrated around two symmetric velocities, it is not difficult to prove
that monotonicity still holds true.

As v changes continuously, we establish that p cannot change monotonicity. There is
some subtlety here because p does not appear in the kinetic equation in (1.6). The natural
macroscopic quantity to look at is indeed the density of tumbling events per unit time,
namely

(2.6) 1) = [ T(z0-0)f(2,0) dv(v),
so that the first line in (1.6) can be rewritten as

(2.7) (v=0)0.f(z,0)=1(2)-T(z,v-2c)f(z,v).
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The function f can be reconstructed entirely from I by the Duhamel formulation along
characteristics lines, for z > 0:

(Vv <e) f;(z,v):[O+OOI+(Z—s(v—c))exp(—T;s)ds

28) (w0 Fen)=( [ s 0)exp(-Trs) ds fexp (172 )

—C

Z

+ foﬁ Li(z-s(v-c))exp(-T;s)ds

and similarly for z < 0.

The integral quantity I (2.6) is a combination of the integral over {v < ¢}, and the
integral over {v > ¢}, with different weights (1 + xs + xn, see Figure 4). Accordingly, we
focus on the quantities

@)= [ G0, (@)= [ fEae),
{v<c} {v<e}
because they are common to both p and I, according to the following rules
p=p +p°
I=T p +T*p".
The key point is to establish the following enhancement of monotonicity:
Assume that both p* and p~ satisfy
dp*
dz

(2) 20 (resp. <0) forz<0 (resp. for z>0)

C;L(z) >0 (resp. <0) forz<0 (resp. forz>0)
2

Then inequalities in the large are in fact strict inequalities. Therefore, p*
and p- necessarily keep the same monotonicity as the measure v varies
continuously.

As mentioned in Section 2.2.1, it is mandatory to understand compensations through
the refined description of velocity profiles. The argument goes as follows, say for z > 0.
Assume that both p} and p; are non-increasing functions. We deduce from the Duhamel
formula (2.8) that 177 f7 (z,v) < I.(z) for v < ¢. Therefore,

dp; 1 o
() = (1:(2) = T7 f7(2,0)) dv(v) < 0.
z {v>c} V—cC
On the other hand, we have
dpy _ 1 et
(2.9) P (2) = (L(2) - T7 f(2,0)) dv(v).
z {v<e} V—¢C

The quantity I, — T} fI has no sign in general, but we are able to prove that, whenever it
has the inappropriate sign (here, positive), this can happen for large velocities only. Due
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to the decreasing weight (v —¢)™! in the integral formula (2.9), the following deduction
holds true,

[Ty awm <o = P
{v>c} dz

On the other hand, we deduce from the very definition of I (2.6) that
f (I(2) = T £ (2,0)) dv(v) = - f (I (2) - T f5(2,0)) du(v).
{v>c} {v<c}

The latter quantity is negative because T} f;(z,v) < I,(z) for v <c. QED

Of course, there is some additional work to ensure that monotonicity is indeed the
appropriate one for large z, in order to get enough compactness in the argument. Also,
regularity of the macroscopic quantities is required in order to justify the use of differential
calculus.

3. PRELIMINARY RESULTS
In this section, we make the following a priori hypotheses which enable to decouple
system (1.6):
¢ is given in a suitable interval (c.,c*), defined in (3.8)-(3.12),
(3.1) (V2<0)9.5(2) >0, and (Vz>0) 9.5(z) <0,
(Vz) 0.N(z)>0

Accordingly, we are reduced to examine the following linear equation,

(3.2) (v-¢)0:f(z,v) = [ T(z,v" =¢)f(z,0")dv(v") =T (z,v-c)f(z,v),
where T'(z,v—c) =TF =1+ xg+xn, with the sign convention as follows (see also Figure 4),

(3.3) {T‘ =l+xs+xn, T7=1-xs—xn (both signals are attractive),

T:;=1-xs+xn, T7=1+xs—xn (signals have opposite contributions).

3.1. Solution of the uncoupled problem. Throughout this section, we assume that
(A1)+(A1’) is satisfied. We shall make clear why we need uniform boundedness from below
on the support of v. Assumption (A1’) will be removed later on by some approximation
procedure, at the expense of missing the refined asymptotic description of the solution as
|z| = 0.

We proceed as in [10], where the existence of a stationary density solution to (3.2) is
established in the case yny = 0, and accordingly ¢ = 0. Here, this result is extended to the
asymmetric case xn >0, and ¢ # 0. We also refer to a more recent work [23] that extends
this confinement result to the higher dimensional case.
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TH=1-xs5—Xxn TF=1+xs—xn

T
T =1—xs+xn

S(x)

FIGURE 4. Expression of the tumbling kernel 7'¥ depending on the signs of z and
v—c. The expected profiles of S and N are plotted in order to get the correct value
of T at a glance. Note the dependency with respect to ¢, as some signs change
relatively to v — ¢ from bottom to top of the (z,v) plane.

Theorem 3.1 (Exponential confinement by biased velocity-jump processes). Let c € (¢4, c*).
Assume (xs,xn) € (0,1/2) x [0,1/2). Assume that (A1) + (A1’) is satisfied. There ex-
ists a density f € Lt n L°(R x V') solution of (3.2). Moreover, there exist two exponents
A >0, and two velocity profiles Fy(v) such that e* f(z,v) (resp. e *-*f(z,v)) converges
exponentially fast to Fy(v) as z - +oo (resp. to F_(v) as z - —o0).

The extremal values ¢, and ¢* are defined precisely during the course of the proof (3.8)-
(3.12). The condition ¢ > ¢, guarantees that A\;(c) > 0. On the other hand, ¢ < ¢* if, and
only if, A_(¢) > 0. For values of ¢ outside (¢4, c*), the solution does not decay exponentially,
either on the left, or on the right side (see Figure 5).

Proof. As stated in the Theorem, we restrict here to the continuous setting, under As-
sumptions (A1) + (A1’). The case of discrete velocities (A2) can be solved directly by a
finite dimensional approach based on Case’s normal modes, see Section 7.1.

Step #1. Identification of the asymptotic profiles. We make the following ansatz
for large (positive) z,

f(z,0) ~e M F (v) as z— 400,
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FIGURE 5. Flatness. (Left) Macroscopic density profile as ¢ get close to c.: the
rate of exponential decay \,(c) vanishes, so that the profile get flat on the right
side. (Right) Idem as ¢ get close to ¢*, so that A_(¢) vanishes.

where

(3.4) Fo(v) - !

T,(v-c)-X(v-c)’

and A, > 0 is characterized by the following relation,

Ti(v-c) _ - v-¢ () =
(3:5) fT+(v—c)—)\+(v—c)dy(v)_1 fT+(v—c)—)\+(v—c)d (v) =0.

The latter relation determines a unique positive A;, under the restriction that F, > 0 on
the support of v, provided that the mean algebraic run length is negative in the moving
frame, i.e.

(3.6) f T ) <0.

Indeed, the function

Q) = fT+(v—c) AMv=-c) dv(v).

is continuous, and increasing. Moreover, as w is bounded below on V', it diverges to +oo

when )\ attains the maximal possible value ensuring F; >0, 7.e. A — %ﬁ;(z) = %{C (recall

that vo is the maximal velocity). Moreover, the value at A = 0 coincides with the mean
algebraic run length (3.6).

Remark 3.2 (About the additional condition (A1’) on v). If w vanishes on the boundary
of V, say at vo, then it may happen that Q. converges to a finite negative value, as A

converges to Vf*ic. Then, the formal ansatz for the velocity profile (3.4) must be corrected
with a Dirac mass, as follows,

(3.7) f(z,0)dv(v) » e w(fu)+ dv + wpo (v -vy) |,
T, (v —(v-c)
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where wo > 0 is defined so as to compensate the negativeness of the integral, namely (3.5)
rewrites as,

/ To(v- ) w()dv+wy=1.

T, (v -c)

We refer to [8], where a similar issue was zdentzﬁed and resolved, in the large deviations
asymptotic of a basic kinetic model, namely the BGK equation.

Noticeably, the asymptotic profile proposed in the formal ansatz (3.7) is not a bounded
function. This is clearly an obstacle in using the approach developed below, which requires
uniform boundedness of Fy. To overcome this issue, we shall derive uniform estimates for
f at further stage, independently of any bound on F. from above, see Section 3.2.

On the other hand, condition (3.6) determines a minimal admissible value ¢, € V for c.
More precisely, ¢, is defined as the critical speed such that the mean algebraic run length
vanishes,

(3.8) f % dv(v) = 0.

To see this, let introduce the function R, defined as follows,
3.9 R f Jd
(39) @)= [ 7oy W)

It is continuous and decreasing with respect to c. Indeed, in the case (A1), the derivative

writes
( )= f Tl dI/(U) +2x+ / T ( 50(v—c)dv(v).

The last contr1but10n is written formally. However, it can be shown that it vanishes by
approximation of the Dirac mass via mollifiers, provided that w e L? for p > 1(}).

By examining the limiting cases, we deduce that there is a unique c, € V such that
R(c+) =0. Notice that the sign of ¢, is the same as the sign of R(0), which is the same as
the sign of xny — xs by symmetry of v:

_ —XSs + XN
(310)  RO)= [ T_ ()+f{v I LZORY . (m) dv(v).

We make a similar ansatz for large (negative) z
f(z,0) ~e**F_(v) as z--o0,

where
1

EO) = oy

ITake Ne = 5_17/(5_1‘) an approximation of the Dirac mass, then

[ @= e - @) du(o) < (0= e (v = el = O (7).
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FIGURE 6. Cartoon of the map B : ¢} — ¢ after two successive applications of
the Milne problem at z = +o0.

The rate of exponential decay A_ > 0 is uniquely determined by the following relation,
T (v--c) v-—c
dv(v) =1 /
T-(v)+ A (v-2c) v(v) - T-(v)+ A (v-2c)

provided that the mean algebraic run length is positive in the moving frame, i.e.
v—c
3.11 / ——d >0.
(3.11) T )

Again, this determines a maximal admissible value ¢* € (0, vq), because the mean algebraic
run length is positive for ¢ = 0, and the dependency with respect to ¢ is Lipschitz continuous
and decreasing. More precisely, it is defined as

dv(v) =0,

v—c*

T_(v-c*)
Notice that F,, A\, both depend on c. For the sake of clarity, we may omit this dependency

in the notation. From now on, we assume that the speed ¢ belongs to the interval ¢ € (¢, ¢*),
and we keep in mind the extremal behaviours,

lim Ay(c) =0, lim A_(c) =0.

C—>Cx

(3.12) dv(v) =0.

Alternatively speaking, the spatial density becomes flat on the far right side as the speed
¢ decreases to ¢, whereas it becomes spatially flat on the far left side as it increases to ¢*
(see Figure 5). This property will play a crucial role in the last step of the proof, when
determining the speed ¢ for the coupled problem.
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Step #2. Connection with the Milne problem. One key observation is that the
function u, (z,v) = e**(F,(v)) ™' f(2,v) verifies a kinetic equation on the half space R, xV,
which satisfies the maximum principle,

(3.13) (v=c),uq(z,0) = / T+(v’;+21)1(

However, we have no idea yet about the incoming data, i.e. the inward velocity profile at
z=0: (u3(0,v)){ysey- For the "boundary value” at z = +oo, we only impose boundedness
of u,. This prescribes uniquely u, as a solution of the so-called Milne problem in radiative
transfer theory [5]: being given the inward velocity profile ¢} (v) = Fi(v)ul(0,v) for v > ¢,
there exists a unique u, € L (R, x V'), such that

(v=-2c)0us(z,v) = / T+(U’F_+2)})7+(v/)

ui(0,0) = (B (v) Mt (v), v>e.

Moreover, we deduce the following bound from the maximum principle (see [10] for details),

o) (uy(2,0") —uy(2,0))dv(v"), 2>0,veV.

(us(2,0") —uy(2,0))dv(v'), 2>0,veV

||U+HL°°(]R+><V) < Hui(ov ')HL""({U>C}) :

We apply the same construction for negative z. We define accordingly L* 3> u_(z,v) =
e *(F_(v)) ' f(z,v), which solves a similar problem,

T-(v' -¢)F-(v
(v=-2c)0u_(z,v) = / ( F_(zj) (
uZ(0,0) = (FL(v)) ' (v), wv<e,
together with the matching inward velocity profile, i.e.
(Vo<c) ¢2(v) =¢i(v) = Fi (0)u(0,0).

We refer to Figure 6 for a sketch of the construction of both u, and u_ starting at z =0
with boundedness reflection at oo on both sides.

Step #3. A fixed point argument. We define the linear map B : CO(V n {v > ¢}) -
CO(V n{v>c}) as follows,

(Vo>c)  (Bel) (v) = FL(v)ul(0,0),

so as being a fixed point is equivalent to closing the loop ¢} — ¢ = - — ¥ = I, see
Figure 6.

Compactness is required in order to apply the Krein-Rutman theorem. It can be deduced
from classical averaging lemma, since the outward velocity profile is given by

+00
(3.14) wi(0,0) = [0 e I (~tF (v)(v—¢))dt, w<e,
where the macroscopic quantity J, is defined as,

Ji(2) = / To(v =) Fe(v)us(z,0) dv(v) = eM*1.(2), 2>0.

) (u_(z,v") —u_(z,v))dv(v'), 2<0,veV



22 VINCENT CALVEZ

One-dimensional averaging lemma [5] guarantees that A, (z) has Holder regularity (see also
the proof of Proposition 3.3#2).

As a consequence, (u+(0,v)){y<c; has Holder regularity too. Alternatively speaking,
negative velocities at z = 0 necessarily emerge after some tumbling event, for which regu-
larization occurs via velocity averaging. Similarly, u*(0,v) has Holder regularity on {v > ¢}.
Hence B is a compact map. On the other hand, positivity is an immediate consequence of
the Duhamel formula (3.14).

Applying the Krein-Rutman theorem, there exists a velocity profile ¢}, associated with a
dominant eigenvalue A such that Bp! = ApT. We deduce that A = 1 from the conservation
laws

82(](v—c)f+(z,v)du(v))=0 - /(v—c)f+(z,v)du(v):0
62([(v—c)f_(z,v)dy(v)):0 = [@-af (zv)dv(v) =0.
Indeed, we have

Sy @@ @) == [ 0@ @) dr(w) =~ [ (@=e)pm(0)@)dvv)
= [ Rt = [ (=) (BeD) (0) dv(v)

- A f{m}(v &)t (v) du(v) .

(3.15)

Step #4. Refined asymptotic behaviour as |z| - oco. The zero rate of decay A =0
is a trivial solution of the Lh.s. of (3.5). It corresponds to a flat mode which is excluded
to ensure integrability of f. It comes with the conservation of flux (3.15). Besides, the
non trivial, positive root A; comes with another conservation law. By multiplying (3.13)
against (v —c)F,(v)?, we obtain

0, (/ (v =)’ Fy (v)*us (2,0) dV(v))
([ 2. - Ry ) [ oR () (o)

_ (f T, (v' - c)Fy(v") dy(v')) (f(v - c)Fy (v)uy(z,v) dy(v))
-0,

since [ (v—c)F.(v)dv(v) =0, and [ (v—c)Fy(v)us(2z,v) dv(v) = e’ [ (v—c) f+(z,0) dv(v) =
0. We define accordingly s, > 0 such that

(3.16) (V2> 0) f(v —O)2F, (0)2(us (2,0) - 2 ) di(v) = 0.

Then, it is possible to prove exponential decay towards the asymptotic profile as z - +o0
using second order entropy method with respect to the space variable. In fact, the two
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auxiliary quantities
Fo(2) = [ (=) Fu(0)? (e (z,0) - 52)? do(o),
and
Ei(2) = [ (0= )T @) Fu(0)? (e (z0) - 52)? do(o),

satisfy the following system of (in)equalities,

dFE,

d—;’(z) =2\, Eo(2) - 2E1(2)
(3.17) i

E(z) <-2kEy(z),
where

e = (3}?‘5%)2(/(v—c)2(F+(v))2du(v)).

We refer to [10] for further details. The system (3.17) can be turned into the following
second-order damped differential inequality,
1d°Ey
2 dz?

Using the "boundary condition” Ey € L®, we deduce that there exists a constant C de-
pending on Ey(0), %(0), Ay and k4, such that,

dE,
(2) + )\+d—ZD(z) +2k,Eo(2) 0.

1
Ey(z) < Ce "% where ¥, is the positive root of 5193 + 00 -2k, =0.

As a conclusion, we have obtained the following weighted L? estimate,

fe(z,v)

P V= <CeV+2,
e M2F, (v)

L2((v-¢)? F (v)2d(v))

(3.18) (Vz>0)

+

Intuitively, 9, > 0 is an estimate of the spectral gap in the spatial decay. Loosely speaking,
we have,

Fi(2,0) = kee M7 F, (v) + O (e—(>\++19+)z) .

A similar estimate holds true for z < 0. OJ

3.2. Regularity (uniform with respect to wy). We investigate the regularity of the
macroscopic quantity

I(z) = fT(z,v—c)f(z,U)du(v),

from which the solution can be reconstructed entirely by the Duhamel formulation along
characteristics lines (2.8).

In brief, we obtain that all quantities are smooth expect possibly at z =0, and at v = c.
More precisely, assuming that ¢ € Int V', the following properties hold true:

e f is continuous with respect to z € R, for all v e V,
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e f is discontinuous at v = ¢. This is a consequence of the discontinuity of T". In-
deed, we can deduce from (2.7) that T} ff(z,¢") = I.(2) for z > 0, and also that
T; fr(z,¢7) = I.(z) (see Figure 3). Thus, f, is discontinuous at v = ¢ for z > 0,
because T, # T, except in the special case xg = xn. It is always discontinuous at
v =c for z <0.

e the spatial density p is smooth on both sides of the origin. Noticeably, % may have
a logarithmic singularity at the origin. This singularity plays some important role
in the analysis.

Proposition 3.3. Assume that f is normalized to have unit mass (1.5). Then f is uni-
formly bounded, and exponentially decreasing as |z| - oo. Moreover, these two estimates
are uniform with respect to wg, the lower bound on w.

Proof. We develop a bootstrap argument, focusing on the regularity of I. The first imme-
diate observation is that I € L', more precisely | ] 1 < (maxT)|f|:.

Step #1. [ is uniformly bounded. We start from the self-convolution structure of I.
Indeed, we deduce from (2.8) that we have for z > 0,

(3.19) o (2) = [i I(z-v) (f{} exp (T; - y c’) |c7j(_v2’ U) dy.
On the other hand, we have
s 119 [, ([ (2 o () 22

rrn [l ) )

We define accordingly the two auxiliary functions

(Vy<0) G (y)= / ep( |Uy |)Mdv

v -¢]

(Vy>0) G'(y) = / eXP( T+v—c) w(v)

v -

Lemma 3.4. Let pe (1,00) such that we LP (A1). Then there exist positive constants C
and ¢ such that

{(Vy € (0,1)) G*(|y|) < Cly| 1
(Vye(1,+0)) G*(lyl) < Cexp(~sly]).

Remark 3.5. In the case p = oo, the first item should be replaced with a logarithmic growth,
ie. G*(y) < Clog(1/ly|).
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Proof. We deduce from the Holder inequality that,

e el ) 1 K
G () < ( [ exo|-p'Ts sdv) el
—vo lv—rc|) |v—clP
1p'-1 +00 o b-2 1/p
<yl (f exp (-p'T;s)s dS) lwllp -
y/(c+vo)

In the case p < oo, i.e. p' =2 > -1, we clearly have G~ (|y|) < Cly|""/?|w], everywhere since
the first integral is convergent as y — 0. We get immediately exponential decay for some
absolute ¢ > 0 for large y, say ¢ = (1/2)T; /(¢ +vp). In the case p = oo, then the integral is
not convergent as y — 0, but is equivalent to C'log(1/|y|) for some constant C.

Similar estimates hold true for G*. O

Lemma 3.4 is useful because it enables to reformulate (3.19)—(3.20) as follows

pi(2) = [i Li(z-y)G (y)dy,

with G~ € L? for 1 < ¢ < p. Similarly, we have

pi(z) = (ooe) ([i I_(y)exp (Tf%) dy) exp (—Tfi) Mdv

v-—clv-c
z
v [T LG-pGE @) dy.
Fix 1 < ¢ < p to be chosen later. The first iteration of the bootstrap argument yields

loilze < Mellpr |G e,

and also
lpi e < M- |G ¥ llpa + [ 1| 2 |Gl o

where we have simply used exp (Tf%) <1 in the first contribution.

Similar estimates hold true on the negative side, for p*. Thus, we can prove that
I, =T, p; + T} p} belongs to L.

Then, we proceed recursively, in order to gain integrability in a finite number of itera-
tions. We get immediately the following recurrence formula,
(3:21) o3l < Il G, = 2=

Tnel Tn ('

The analogous one for p requires one more argument because the transfer term from
negative to positive side is not of convolution type. Indeed, we have

0 y 0 y 1/r’
[orwes (Tt Y ay< il ([ e (v ) ay)
—00 vV—cC —00 vV —C

< CII- (v =)'




26 VINCENT CALVEZ

Now, back to the proof of Lemma 3.4, we realize that

(3.22) [{U>C} (v—c)"" exp (—TJ:r : ) w(v) dv

v—Cc) v—-=¢C

’ ’ +00o 7ol o 1/p’
< M1 p (//( )exp (-p'Ts) P =) dS) lewllp,
z/(vo—-c

where we impose the constraint 1/r' =1+ 1/p’ <0, to ensure —p'/r’ +p' -1 > 0. We deduce,

(3.23)
’ z wlv
T A o T B e st IR T P e P
{v>c} v—c/v—-c L™n+1
<CIL-fprn + [ Lo Lrn |G o
provided that the following condition is fulfilled,
1 1 1 1 1
rn+1(—,—1+—,)>—1 <= -—+—>0,
Tn D T+l Th D

to get integrability of the first contribution in the r.h.s. of (3.23). This last inequality
holds true when (r,) satisfies the recurrence relation (3.21), because ¢ < p.

Now, choose 1 < ¢ < p such that ¢’ = N is the smallest integer larger than p’. Then
the recurrence relation on (ry,) (3.21), with the initial condition rg = 1, guarantees that
1/ry =0, i.e. ry = oo. In fact, the last step of the iteration should be done with caution.
At the N -1 step, we have obtained I, € LY. Young’s inequality still holds, namely
[p%]loo < L4l 15 |G| pvsev-1y (it is simply Holder’s inequality here). However, the estimate
(3.22) becomes

, 1/p’
f (v—c)l_l/NeXp(—T:L)Mdvg(f (v—c)_p/Ndv) |wllp -
{v>c} v—c/v-c {v>c}

The last contribution is bounded since N > p’. This procedure enables to bootstrap from
L' to L* in a finite number of iterations, provided p > 1.

As a corollary, we get that f is uniformly bounded too. This is a direct consequence of
the Duhamel formulation (2.8),

I+ ] oo
T:
17=loo , [17+]0
T+ T

15 lleo <

[£¥ oo <
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Step #2. I is Holder continuous. We apply one-dimensional averaging lemma [17].
For z,2’ >0, we have

I.(2)-1.(2) = (\/|;)—c<5/2 + fu—c|>§/2) T (v—-c) (fi(2,0) = fr(z',v)) w(v) dv
w(v)

—c[>8/2 |v = ¢

<2(maxT)| f+|ood " ] + (max T) (fl

<2(maxT)| fi [ow6"? 0], + 2(max T)?| £+ | C8 7 ]l — 2|

dv) (0= ).l — 2

By choosing § = C'(maxT)|z - 2’|, we obtain
(3.24) L(2) = L(2') < C| filloo |wlpl= = 2| 7"

Note that in the case p = oo (p’ = 1), we cannot get any Lipschitz estimate, but there is a
logarithmic correction. However, this is not important for the remaining of this work.

Step #3. [ is exponentially decaying. Recall that the maximum principle for the
normalized solution u, (z,v) = eM?*(F, (v))™ f,(z,v) yields the following estimate,

(3.25) Ju oo (ryxvry < [CEC(0)) T2 (0,0) | oo (e -

The key point is that, although F(v) may not be uniformly bounded with respect to wy
(see Remark 3.2), it happens surely for (F(v))™! =T, (v -c) = Ay (v - ¢). Therefore, u, is
uniformly bounded. Of course, this does not control all velocities uniformly with respect
to wp, but this is yet an important information.

Next, we use the additional conservation law (3.16). It reads

(3.26) f(v — )2 F (0) f(2,0) dv(v) = e 7 / (v=c)?F,(v) f(0,v) dv(v)
<Ce Ll [ Fu(0)duv).

The last quantity is uniformly bounded, because A, is defined such as [ T, F, dv =1 (3.5).
In order to control the exponential decay of I, from (3.26), it remains to control small
relative velocities, i.e. |v—¢| < 1. But this is guaranteed by the pointwise estimate (3.25)
which reads as follows,

(3.27) Fo(2,0) < ] oo oy Fr ()7

The function F, possibly diverges only at v = v in the limit wy — 0, see (3.7). On the
other hand, the obvious estimate ¢* < v ensures that there exists § > 0 such that F is
uniformly bounded on (¢ —46,c+9).
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To conclude, we combine (3.26) and (3.27) as follows,

I(z)= (/;_C|<§+/;_C|>6)T+(z,v —¢)f+(z,v)dv(v)

<C(maxT) ( sup F+(v)) e M + 672 (maxT) (sup F+(v)71) e M
ve(c—6,c+6)

< Ce ™7,

A similar estimate holds true for I_. O

3.3. Further regularity. We can obtain better regularity for z > 0 (resp. z < 0) by
bootstrap. This will be needed in Section 4, as we shall compute derivatives of p* with
respect to z.

First, we establish that f is Holder continuous with respect to both z,v. We use the
formulation of f along characteristic lines (2.8). Let 0 < 21 < zo. We have successively

+o0 , B [[] , ,
|fJ(Z17v)—fI(Z27v)|SfO [Le]1jpl21 — 207 eXP(—Tﬁ)dS:}—W\Zl—@\l/p,

+

and
I,H [ ] ’
+ e+ <|—DO|:e (_T+_)] . 11/p
|f+ (Zl?v) f+ (Z27/U)| = T:. Xp + v—c Co7l/p’(21,22) |Z1 Z2’
||I+||oo 21 z2 [I+]1/p’ 1/
+T—:‘6Xp(_T:E)_eXp(_T:v—c) o .

The Holder regularity of the exponential function with respect to z is evaluated as follows,

z T+ p 1/p ’
exp(—T:i) —exp (—T;r =2 ) < (f ’ ( B ) exp (—pL) dy) |21 - Z2|1/p
v—c z1 \vU—¢C v-cC

v—C
22

~ 1/p 1
SC( ypdy) |21 — 22| P

21
< C’zl_l/p,|zl — 2|1
We deduce the following Holder regularity for f7,

o) = FE (o, 0) < C (217 v 1) for = 27

We notice that regularity of f degenerates as z - 0. We will see a more quantitative feature
of this degeneracy in Lemma 4.8 below. Now, we are in position to improve slightly the
regularity of I,, locally uniformly for z € (0,+00). We perform the same computation as
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(3.24):

(3.28) |I+(zl)—I+(22)|£(f|_ |<6+[_ |>5)T+(v—c)|f+(zl,v)—f+(22,v)|w(v)dv
<O (71 v 1) 8 fulp ot - 27 + OO 21 - 2o

<C (21—1/(pp’) v 1) 21 - 22|1—1/p2 '

Therefore, we have gained regularity, since 1 - 1/p? > 1 - 1/p. However, this is clearly not
uniform up to z = 0 due to the pre-factor.

It is possible to iterate the whole argument, in order to prove that I, belongs to the
family of Holder spaces C*%, with 6,, =1 -1 /p™, for all n € N*. Indeed, at the next step,
the same lines of calculation yields

£ G - f o)l [

<C (Zl—l/(pp’) v 1) TL|Zl B 22|1—1/102 ’

[ee)

C (21 1 |21 — z2|1_1/p2 exp(-T;s)ds
1

and

o e Ll (1) e
- ol (M = oo (o )] s

21

e [T = 8- 0)) - L = (0 - ) exp(-T ) ds

1/p?-1 ~1/p?
< Czl/p |29 — 2| 7V/P
z

1
(3.29) + C’/(; e ((21 —s(v-c)) PPy 1) |21 — ,22|171/p2 exp(-T;s)ds.

The last integral contribution can be evaluated as follows,

Z1

L7 (Gr=s0=0) 0 v 1) exp(-17s) ds
Z1

A1
= exp (—Tf ) f o ((8'(U —¢)) My 1) exp(-T7s") ds'
v—=cC 0

/ +oo /
< CO(v-c) V#P) oxp (—TJr+ Al ) [0 (3‘1/(19;0 )y 1) exp(-Ts) ds

vV—cC

(3.30) < Czl—l/(pp’) .
Combining (3.29) and (3.30), we deduce
|fi(21,0) = fi(22,0)| < C’(z%/pz_l v e, 1) 21 — zo[L71/P°

2_
SO (Zi/p L \% 1) |Zl - ZQ|1_1/102 .
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The last inequality is a consequence of 1 — 1/})2 > 1/(pp"). Then, we update the Holder
estimate (3.28) to

’ 3 3 3
|1 (z1) — I (22)] < C’(z%/p -y, 1) |21 - 22]1 1p”

Iteratively, for all n € N, we obtain the existence of C), such that
(3.31) |1 (21) = I, (22)| < Cy (le/p +1/p"-1, 1) 21 — 22|1—1/pn '

A similar result holds true on the negative side, i.e. for z <0.
We can establish the following result as a by-product of this recursive Holder regularity.

Proposition 3.6. The macroscopic quantities p; (resp. p~) are Lipschitz continuous,
locally uniformly on (0,+00) (resp. on (-o00,0)).

Proof. Firstly, we transfer the macroscopic Holder regularity (3.31) to partial Holder reg-
ularity with respect to velocity. We have successively, for —vy < v1 < v < ¢,

+ 00 ’ n n n
i) = f e < Co [ (27 ) T oy < exp(<T7s) ds

(332) <C, (zll/P'+1/P”—1 v 1) |U1 _ v2|1—1/Pn ,
and for ¢ < vy < v < vy,

|5 (z,01) = [ (2, 02))]
<Cy (/0+oo ((s(m — )PPy, 1) SUVP oy — g |FYP" exp (T 5) ds) exp (—T;r : )

V1 —C
[-fleo | M+l [ ( v 2 )] -1/
G R G 52 I _ P
+ ( el | Rl G | orm) [u1 — va

+Ch, f (z—s vy — ) )PP 1vl) L™ |y — | VP" exp (=T 5) ds

<Cn (.[ ( AT )exp(—Tfs) ds) ((01—0)1/p,+1/pn_1 exp(—T;r i ))|v1_v2|1—1/p”
" V1 —C

I | 1| oo _1/pn
(Ll Lo (e )] o — w11
T+ T+ o —c/lco-1mm (11 0m)

+Cp exp (—T;r

Vg —C Vg —C

_z , " 1-1/p™ "
) (fo e ((s'(vz — )Py 1) ( : ) exp(-T;s") ds') vy — o] VP
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Let g = p™ be the exponent such that 1/¢' =1-1/p", and € > 0 to be chosen below. The
Holder regularity of the exponential function with respect to v is evaluated as follows,

exp (—TJ:r : ) - exp (—TJr+ & )
V1 —C Vg —C
v T+ q 1/q )
< [ i i exp (—qi) dw| v — o)
v \(w-c¢)? w-c

v 2q-1+¢eq 1/‘1 ,
< Cz(f 2( L ) exp(—qi) (w—c¢) 1re dw) vy — vo| M/
v w—=cC

1 \w-c
< Ol 2+1/a-e (/W (w—c¢) 1 dw)l/q lvg — ”u2’1/q,
v1
< C(G)Zl/pn_1_€|’()1 - ’()2|1_1/pn .
Consequently, we deduce:

|fi(z7 Ul) - fI(Z, 1)2)| < anl/Pl+1/pnfl|U1 _ 2}2|1,1/pn

+C(€) 2P 1y — vy TP 4 O PPy 1P

(333) < Cn(E) (Zl/pn*1*6 v Zl/p'+1/p”—1) |U1 _ 02|1,1/pn '
Combining (3.32) and (3.33), we obtain eventually,
(3.34) |F5(z,01) = f5(2,02)| < Cp(e) (Zl/p"_l—g v 1) o — U2|1—1/pn ‘
Secondly, we compute directly the derivatives of p; and pZ, based on (2.7):
dp; 1 o
SOE (L(2) = T7 7 (20)) dv(v)

dz {v<e} V—cC

dpy 1

Pi(2) = (I (2) =T ff(2,0)) dv(v).

dz {v>c} v—c¢C

We observe that for z >0, I.(z) =lim, ».T; f; (z,v), as can be seen directly on (2.8). We
have I_(z) = limy\.T; f{(z,v) as well. In the latter case, the condition z > 0 is crucial.
Consequently, we can use the Holder regularity of f, with respect to velocity (3.34), so as
to get

L1y [ IR - ]

v>c} U —C
1 % 1/p
ot ([ (Hrea-reol) o),
{v>c} \v—c

1/p'

< Ch(e) (zl/pn_l_e v 1) (/{v>c} ((v —c) " )pl dv)



32 VINCENT CALVEZ

Therefore, it is sufficient to choose n large enough such that p™ > p’, in order to ensure
integrability in the r.h.s., and thus boundedness of the derivative of pf. The same estimate
holds true for p;, and also on the negative side z < 0.

Note that € > 0 can be chosen almost arbitrarily at this stage. The next result will
impose some condition on it. ]

Remark 3.7. There is some subtlety in the last argument, as it may not be legitimate to
take the limit v — c if c¢ Int V. To circumvent this small issue, it is possible to extend the
formula along characteristic lines (2.8) for allv. This leads to a non optimal result, as the
density is certainly smooth if ¢ is outside V.

The next corollary is the last step of our bootstrap argument. Such regularity will be
required in the proof of Lemma 4.11.

Corollary 3.8. The derivative of the macroscopic quantity % (resp. %) is Holder

continuous, locally uniformly on (0,+00) (resp. on (-o0,0)).

Proof. Recall that n has been chosen such that p™ > p’. Let € belong to (0,1/p"). By
differentiating (2.8) with respect to z, we obtain successively

o.fi ol [5G s-0)

exp(-T, s)ds<C (zl/pn*l*E v 1) ,

and
+

|azfj(z,y)|g—(/(;+oo I_(—s(v—c))exp(—Tfs)ds) Uchexp (—vaic)
O o (a2 ) [T - so-0)
<Ozt +Cfovic ((z—s(v—c))l/pn_l_evl)exp(—T:s) ds
= s'(v =P ey 1) exp(=T5 ') ds’
) [ (' w-o ) exp(-T?")

<Czt+C(v-c)/P _l_eexp(—Tf : )[0 (sl/p _1_€v1)exp(—Trs)d5

v—-cC

exp(-T, s)ds

z

<Cz'+Cexp (—TJ:r
v-c

<C (2_1 v zl/pn_l_e) .

Note that the condition € < 1/p™ is compulsory for the integrability of sHP"-1-¢ gt 5 = 0.
All in all, we get eventually,

(3.35) 0. f(z,0)|<C (27 v1).
We conclude by using classical averaging lemma. By differentiating (2.7) with respect
to z, we obtain

d.[+
dz

(3.36) (v=c)0?f,(z,v) = (2)-Ti(v-20)0.f+(z,v).
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We deduce from (3.35) and Proposition 3.6 that the r.h.s. in (3.36) is bounded by
C (z‘l v 1). Therefore, we have for 0 < z1 < 29,

dl, dl,
-

(St o) =010 =0 Lo 0)
<C(a v 1) (017 4 0P a1y - 2] wlly
SC(ZIIV1)|21 _22|1/p’.

This closes the series of bootstrap estimates. O

3.4. Regularity within exponential tails. We derive regularity estimates for the nor-
malized density g, defined as follows,

M f (2,0 z>0
g(z,v)={ f+(z,0)  (2>0)

(3.37) e f_(z,0) (2<0)

For the sake of simplicity, we assume in this section that the p.d.f. w is bounded below
and above: there exists wy such that

(3.38) wo <w < wy' on suppr; .

In fact, the results derived afterwards will be used under this restrictive condition (Lemma
4.6). The key observation is that g satisfies the following equation for z > 0,

(3.39)  (v-0¢)0.9:(2,0) = J.(2) = (T (v-c¢) = A (v=0))gs(z,0), Jo(z) =M1 (2).

and similarly for z < 0. We deduce from (3.25)-(3.27) that g, is uniformly bounded (recall
that F, is bounded under the condition (3.38)). Hence, the r.h.s. of (3.39) is uniformly
bounded. We deduce from the one-dimensional averaging lemma that J, = [ T,g, dv is
almost Lipschitz continuous, namely,

(3.40) T4 (21) = Jo(22)| < O (log (Jz1 = 22| ") v 1) |21 — 2] .

With this estimate at hand, it is possible to reproduce the estimates of Section 3.3, with
the tumbling rate R, (v —c) = Ty (v —c) = A (v -c) = (Fy(v))™!, which is bounded below
and above. Notice that it is not even necessary to iterate the argument in order to obtain
Lipschitz regularity as in Proposition 3.6. Indeed, we have obviously p > p’, since we assume
w € L. We cannot readily choose p = oo in the estimates because of the logarithmic
correction in (3.40), but taking any p > 2 is sufficient for our purpose. Note also that the
calculation leading to Holder regularity with respect to velocity, as in (3.34), requires some
adaptation because the new tumbling rate R, has a linear dependency with respect to v.
But this additional contribution is partially Lipschitz continuous, so that it does not affect
the conclusion.

Corollary 3.9. Under the additional condition (3.38), the macroscopic quantities J. are
Lipschitz continuous, locally uniformly on RL, and the normalized densities g. are Hélder
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continuous with respect to velocity locally uniformly on Ri. More precisely, for all p > 2,
and € < 1/p, there exists a constant C' such that for all z >0,

93 (2:0) = gi (2 )] < € (771 v L) oy =

and similarly for z < 0.

4. MONOTONICITY OF THE MACROSCOPIC QUANTITIES p, [

4.1. Monotonicity of p;. Let ¢ € (¢.,c*), and define f as in Theorem 3.1. The aim of
this section is to establish monotonicity of some macroscopic quantities, despite the lack
of monotonicity of f with respect to space variable (see Figure 3).

We recall the notation p*(2) = [i,.0y f*(2,v) dv(v), resp. p™(z) = [(,cpy [~ (2, 0) dv(v).
Accordingly, we have

(v2>0) L(2)= [ To(w-e)f(e0)dv(v) = T7p}(2) + Top(2)
(V2 <0) 1_(z):/T_(u—c)f(z,v)du(v):ijt(z)+:r:p:(z)

The following theorem is the cornerstone of the present study.

(4.1)

Theorem 4.1. Under the assumptions of Theorem 3.1, both pt and p; are decreasing for
z > 0. Reversely, p* and p_ are increasing for z < 0.

We split the proof into several steps. We begin with an easy case, when v is close to the
symmetric combination of two Dirac masses. Then, we deform continuously the measure
v, and check carefully that none of the macroscopic quantities p} can change monotonicity.
This requires many technical estimates in order to control the continuous deformation of f.

Step #1. Initialization (the easy case). We first state a proposition establishing
monotonicity under the very restrictive condition that the measure v is concentrated around
two symmetric velocities {+v(}. In the extreme case where

1 1
(42) V= 5(5_\,0 + 5(5\,0 R
the conditions (3.6) and (3.11) which are required for exponential decay on both sides, read
as follows,
1 1- 1+x- 1-x-
X+ X+ o 0 and tX- X
Vp—¢C Vo +¢C Vo +¢C Vp—¢C

>0.

(4.3)

They are equivalent to the following conditions, provided that vy > |¢|,
vox+ +¢>0 and wvox--c¢>0.

Hence, it is required that ¢ belongs to the interval (-vox.,vox-). Note that the latter is
not empty since y- + x4+ = 2xg > 0.
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Proposition 4.2 (The approximate two velocity case). Let vo > |c| be such that both
conditions in (4.3) are satisfied. Assume that the support of v is contained in Vyu (=V),
where Vy = [vo—0d0, Vo], for o small enough. Then I is decreasing for z >0 (resp. increasing
for z<0).

Proof. The key observation is that the equilibrium of the model with only two velocities
(4.2) can be computed explicitly. In this case, I has the expected monotonicity. The
computations are facilitated by the fact that (vg—c)p* = (vo +¢)p~, since the flux (3.15)
vanish at equilibrium.

If V is not too far from {+v(}, then the same result should hold, using again the fact
that the flux [(v - ¢)f(z,v)dv(v) is identically zero at equilibrium. This is indeed the
case,

dI T+(v

(I+(Z) T (v-) fu(z0 - ) di(v)

(v-0¢)0:fr(z,v)dv(v) = [

:( T&Ev_ v (v))(/T+(v—c)f+(z v—c)du(v))

(Te(v )’
Wf+(Z7 v—c)dv(v) + (s f (v=c)fe(z,0) dv(v)

(4.4) :f(<%)ﬂr(v— c) - M+C (v—c))f+(z v)dv(v),

where (, € R is arbitrary, and (-) denote the average with respect to measure v. On the
support of v, we find as dy — 0,

2
(4.5) <M>T+(v—c) - W +¢(v=-c)

v—cC
1( T} T T¥)?
Y o PN
2\vg—c vg+c +vg—c

where the sign + is determined by the sign of v. We seek a condition on {; such that the
r.hs. of (4.5) is always negative. The following two inequalities should hold, corresponding
to the two possible choices of sign,

1(TF)? 11T
2 Vo —C 2 Vo +cC
LTI 1 (1)
2vgp—c 2vg+c

+Ci(vo—¢) <0
(4.6)

- (i(vop+¢)<0

Clearly, such a real number (; > 0 exists if, and only if,
1 T T, 1 (1)) 1 (TH? 1 T, T}
- + = <= + =
2(vop-c)(vo+c) 2(vog+c)2 2(vo-c¢)2 2(vop+c)(vp-c)
(17)? (T)?
(vo+c)2  (vo-c)?’
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We find that this is equivalent to the first condition in (4.3). Within this choice of (., we
deduce easily from (4.4)-(4.5) that I, is decreasing, provided that dy is small enough.
The same holds true for I_, with possibly another choice of constant (_. U

Step #2. Enhancement of monotonicity. The next proposition is the crucial step in
the proof. It includes the cancellation property that accounts for the compensations in the
velocity profile.

Proposition 4.3 (Enhancement of monotonicity). Assume that I, is non-increasing (resp.
I_ is non-decreasing). Then monotonicity turns out to be strict. Moreover we have the
following stronger set of inequalities,

+ -
%(z)<0 and dﬁ(z)<0 for z>0
dz dz

L _
%(2)>O and d&(z)>0 for z<0
dz dz

Proof. We prove this statement by deciphering the shape of the velocity profile f(z,-).
We consider first z > 0. The easiest part of the statement concerns negative relative
velocities, v < ¢: by integration along the characteristics (2.8), we obtain

(4.7) (Yv<e) f;(z,v)=/O+O°I+(z—s(v—c))exp(—T;s)ds.

This quantity is clearly increasing with respect to v, provided that I, is non-increasing,
and non constant on (z,+oc0) for all z > 0. This is indeed the case by assumption.
Similarly, f* is decreasing with respect to v, for 2 <0, and v > c.
Let introduce the notation f = T'f. Interestingly, the stationary equation (2.7) is rewrit-
ten as

(4.8) (v-0)0:f(z,v) =1(2) - f(z,v).
From (4.7) we also get the following inequality:
(4.9) (Vv<e) fi(z,v)= _[0+oo I.(z-s(v-¢))T exp(-T, s)ds < I,(z).

We deduce immediately that the density p;(2) is decreasing, since the combination of (4.8)
and (4.9) implies that

(Vv<e) 0.f;(z,v)<0 = (Zﬂ(z)<0.
2

The case of positive relative velocities v > ¢ requires more work. Indeed, the velocity
profile v — f¥(z,v) is not necessarily monotonic for v > ¢, on the contrary to v < ¢ (see
Figures 3 and 7). However, we are able to establish the following properties, which are
sufficient for our purpose.

Lemma 4.4. The function £ is decreasing with respect to v on the set {f; < I.} n{v >
c}. As a consequence, for all z > 0 there exists v«(z) > ¢ such that £f(z,v) > I,(z) for
z€(0,v:(2)) NV, and ff (z,v) < L. (2) for z € (vi(2),vo)NV.



CHEMOTACTIC WAVES OF BACTERIA AT THE MESOSCALE 37

4"‘
-

=T g(0,0)

FIGURE 7. Typical velocity profile of f = T'f for z > 0, close to the transition
at z = 0 (plain line). For the sake of comparison, f(0*,v) is depicted in dashed
line (see also Figure 3 for numerical simulations). According to this cartoon, the
inappropriate sign 9.f (z,v) > 0 may arise for large velocity only. One key feature
is that the velocity profile is decreasing in the zone where 0, (z,v) > 0.

Note that we allow for v.(z) > vg. In the latter case, f;(z,v) > I.(2) for all v > c.

Proof. The function f — I, satisfies the following damped transport equation with a non-
negative source term,

dl
(0= )0 (£ (:0) = T(2)) + TS (£ (2,0) = 1,()) = (0= 0) = (2) 2 0.
z
By solving this transport equation along characteristics lines, it is immediate to establish
that, if £f (zo,v) > I (20), then £} (z,v) > I.(2) for all z > z5. On the contrary, if £ (29, v) <
I,(20), then £ (z,v) < I,(z) for all 0 < z < z.
Take ¢ < v1 < v9. We have

(vy — )0, (£] (z,v2) — £/ (2z,v1)) + (v2 —v1) 0L (z,v1) = =T, (£ (2,v2) — £/ (2,0v1)) .

Introduce h(z) = (£f(z,v2)—ff(z,v1))/(ve—v1). It satisfies the following damped transport
equation with source term,

+
+

(4.10) (vg —)0.h(2) + Tih(2) = 0,8 (z,v1) = (fi(z,v1) - I.(2)) .
V1 —C
If zp > 0 is such that f(z0,v1) — I(20) <0, then ff(z,v1) - I, (z) <0 for all 0 < z < 2.
On the other hand, we clearly have h(0) < 0 since
(4.11)
+ _ft + o+ + e+
h(()) _ f+ (07U2) + (071)1) _ T:— f+ (0702) f+ (0,1)1) _ T: /2 (O7U2) /2 (0,?}1) <0
V9 — V1 V9 — U1 V2 — U1

9
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(recall that f* is decreasing with respect to v, for z < 0, and v > ¢).

We deduce from (4.10) and (4.11) that h(z) <0 for all 0 < z < zy as soon as f; (zg,v1) —
I(zp) < 0. Therefore, for all vy > vy, ff(20,v2) <] (z0,v1). As a consequence, the function
! is decreasing with respect to v on {f] < I} n{v > c}.

The velocity threshold v, (z) is constructed by choosing the smallest velocity such that
£ (z,v) < Li(2). O

To conclude the proof of Proposition 4.3, we establish that pZ is decreasing as well, using
compensations between lower and higher velocities. The derivative writes

! (I:(2) = £/ (2,v)) dv(v).

v>cl UV —C
The key observation is that, were we ignoring the factor 1/(v — ¢) inside the integral, the
r.h.s. in (4.12) would be

(4.13) /{} (I (2) - £ (2,0)) dv(v) = [{} (£ (2,0) - 1,(2)) dv(v) <0,

by the very definition of I = [ fdv. Indeed, it is negative since f; (z,v) < I.(z) for all v < ¢
(4.9).

It is sufficient to show that the r.h.s. of (4.12) can be handled in the same way, because
lower velocities contribute more to the integral, and because the inappropriate sign is
contributed by higher velocities according to Lemma 4.4. After integration by parts, we
obtain

(4.12) %(z) - ),

1 VvV
C

%(z) - [v_c [ e -e) dy(v’)] ’
(4.14) v [ ! (fc”(1+(z)—f:(z,v'))dy(v')) dv

{ve} (v —c)?
L () - £ ) o)

Vg —C

(4.15) v [ L (/C”(L(z)-f:(z,u'))dy(v')) dv.

{v<c} (1) - 6)2

Notice that integration by parts makes sense here since the possibly singular term at v = ¢
in (4.14) vanishes because I, (z) - £ (z,v) = O(Jv - ¢|""/P") pointwise for z > 0. Hence,

! (@) - £ ) )

v —

1 v L 1/Pl
<O ([T = )
v—C c
< Clo - " ]

As in the proof of Proposition 3.6, we find that taking n large enough, the latter contribu-
tion converges to 0 as v — c.

We deduce from (4.13) that the first contribution in (4.15) is negative. On the other
hand, the cumulative function

[ (@) - £ 0)) avi),
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is everywhere negative. Indeed, according to Lemma 4.4, this cumulative function is de-
creasing, then increasing (and possibly only decreasing) on {v > c¢}. Therefore, it reaches
its maximum value at v = ¢ or at v = vg. Since it vanishes at v = ¢ and it is negative at
v =vq (4.13), it is everywhere non positive.

As a conclusion, both contributions in (4.15) are negative, so pZ is decreasing. O

Remark 4.5. As can be observed on Figure 3, the threshold velocity v.(z) is increasing
with respect to z. We present briefly a formal proof of this secondary statement. For the
sake of simplicity, let assume that all quantities, including v.(z) have regular variations
with respect to z,v. We differentiate the relation I,(z) = £} (z,v.(2)) with respect to z,

ary dv. (2)
dz dz '
However, 0,£*(z,v.(2)) =0 by definition of v«(z), and equation (4.8). Therefore,

W (2) = @81 (a2
dz dz

since £} is decreasing at v = v.(2).
This illustrates the fact that the monotonicity of [ is getting better and better as z
increases, since the zone with inappropriate monotonicity shrinks (and may eventually
disappears as in Figure 3). Hence, the lack of monotonicity of f is clearly a consequence of

overshoot phenomena around the origin where all signs are changing in the tumbling rate
T.

(2) = 007 (2,v4(2)) + Ouf (2, 04(2))

(2)>0,

Step #3. Propagation of monotonicity. In the last step, we propagate the mono-
tonicity of pi along a continuous deformation of the measure v. Let (v;);50 be a path of
probability measures satisfying Assumption (A1), continuous for the strong topology of
LP, and satisfying the following properties:

v is the uniform measure on Vo U (=Vp) , where V} is defined in Proposition 4.2
(V1) suppvyy = [vr,vo]U[-Vvg,—V;]
(VT) (3wo(T) >0) (V7 <T)  wo(T) < wy <wo(T)™! on suppr,

lim v, =v LP.
T—+00

Here, 7 — v, is a non-increasing, continuous function such that v.|.-o = vo — dg, where Jy
is chosen according to Proposition 4.2. Note that ¢ ¢ supp vy by definition of V. However,
it may happen that v, crosses c. At this point, the regularity of f degenerates. We shall
analyse carefully this point (see Lemma 4.8). Besides, this careful analysis brings some
useful quantitative information.

We shall prove that for all 7 > 0, I is decreasing on R}, and increasing on R*. First,
we can deduce from the refined asymptotic of f obtained in Theorem 3.1 that this is true
for large z, with some quantitative estimates which are locally uniform with respect to 7.
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Lemma 4.6 (Asymptotic monotonicity). Let T' > 0. There exists C >0, such that

(Vz>1) A7 (2) < _le—)urz + Ce Mz iz
(V7 <T) dﬂ}Z 1C

\ -1 eN7? A_z+9 2

(Vz<-1) e 2 ¢ -Ce

where ¥, = %1%.

Proof. We restrict to z > 0. The procedure for z < 0 is the same. We omit the dependency
upon 7 in the notation for the sake of clarity.

We control explicitly the behaviour of f as z — +oo (3.18). Recall the definitions of .
(3.16),

_[fO0) (=)’ F(v)dv(v) _ . [ fe(z,0)(v=c)*Fi(v) dv(v)

P e (e Y 7 ) B (CERE OO
~ [ £(0,v)(v -c)*F-(v) dv(v) o [ f-(z,0)(v-e)*F-(v) dv(v)
= (o PF ()2 dv () -0 ()P du(v)

Let introduce the corrector h such that
1/2
(4.17)  f(z,0) - K Fo(v)e ™% = h(z,v), (f(v - ¢)*h(z, v)2du(v)) < Qe =70+

The latter bound requires some improvement, as it controls the L? norm of h with a weight,
whereas some unweighted L' bound would be more appropriate for our purpose. This is
done as follows (recall the pointwise decay bound (3.27)),

f|h|dy:/_ (2, v)|d1/(v)+/ REDIEZE

12 1/2
<M ([ eGP aw) ([ dv(v)
[v—c|>6 |lv—c|>6 (1) - 0)2
< Ce—)u,z(s i Cef)\+z719+z571/2wO(T)71/2
(4.18) < CeM7e 7,
where ¥, = 29,

Recall the calculation of the derivative of I,

(4.19) Py [ (1,6 -0 () o).

Integrating (4.17) against T'v with respect to velocity, we obtain
|1, (2) - mre_’\*Z‘ < CeMe 7
(recall that [ T F, dv = 1 by definition). On the other hand, we have the pointwise identity,
To(v—=c)f(2,0) = ke Ty (v =) Fr(v)e ™ = Ty (v - ¢)h(z,v) .
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By construction, we have

A (v=c)
T+(U c)=Xi(v=rc)

The latter has the sign of v — ¢. Thus, we would be in position to conclude from (4.19), if
we could abusively neglect the corrector terms, as follows,

dI+( ) ~ f T+(v C) -k Ty (v - C)F+(U)e_)\+z) dv(v)

N e f To(v—=c)Fu(v) dv(v) = kye 7.

However, the pre-factor ﬁ in (4.19) makes the estimate involving the corrector h more
difficult to handle with.
We proceed as follows to circumvent this issue. For z > 1, we have

-t ) ) - - ) (o)

(%

T,(v—-c)Fy(v) - =X (v-c)F(v).

:A—cka Ll )T+(U—C) (fe(z,¢) = f+(z,v)) dv(v)

v -

+ A; s T+(’U - C) (/€+€7)‘+Z _ I<J+T+(U _ C)F+(,U)e—/\+z) dl/(v)

vV—¢C

=T+1IT+711T.

The three contributions are estimated as follows. From Corollary 3.9, we deduce

T /
ISCG_)‘+Zf M| — /""" du(v)
|lv—c|<d |U |

< Ce Moo (T) 6P
On the other hand, we have

II — K/+€_)\+z f T+(’U - C) _)\+(U - C) dV(U)
—c>s v—c Ti(v-c)=A(v=-c)

At f| g T OF (@) d(0)

e (1 . /| =R () du(v))

< —Aihpe M (1 - sup (T, (v-c)F,(v)) 5w0(T)—1)

Finally, we deduce from the L' bound (4.18) that
TIT <O / B dv < C§~Le =04z
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Collecting Z,7Z,TTT, we get eventually an estimate of the form ,

(4.20) ()< (A + OO s 05T e E) M

It remains to bound x,; uniformly from below in order to conclude. This is the purpose of
the next auxiliary lemma.

Lemma 4.7. Under the unit mass normalization (1.5), the positive numbers k. and p(0)
are bounded below by some positive constant.

Proof. We begin with the bound on p(0), by using the conservation law (3.16),

(V2> 0) [f+(z,v)(v—c)2F+(v)dy(v) - e_)‘*zff(O,v)(v—c)2F+(v)du(v)
<Mz ilel‘[/) ((v- c)2F+(v)) p(0).

Integrating this inequality with respect to z > 0, we obtain
+o00 9 C
[ / f+(z,0)(v =) Fy(v) dv(v)dz < —p(0)
0 [v—c|>d At
62(ian (v))fmf Fo(0) dv()dz < < p(0)
vev 0 oc55° N/

52 (11)12‘511(1))) (f0+ooff+(z,v) dy(v)dz—f0+oof fr(z,0) du(v)dz) < 2,0(0)

(4.21) 52(3)351%(@))(% Cowo(T) ™ — )<)\—+p(0)

where M, denotes the mass which is contained on the positive half space, namely

M+=/(;+oof fi(z,v)dv(v)dz.

Note that in the last estimate, we have used the uniform exponential decay of f (3.27).
The same estimate holds true on the negative half space,

(4.22) 52(1an(@))( — Cowo(T)"™ )<—p(0)

Combining (4.21) and (4.22), we obtain using the notation M = M, + M_,

62 M - €8 < Cp(0)
(4.23) M? < Cp(0).

Eventually, we get that p(0) is bounded from below under the normalization M =1 (1.5),
and the conditions wp > 0, ¢ € (¢, c*).
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The estimate on x, from below is obtained with the same lines of proof,
e = ([(v—c)2F+(v)2du(v))_1/f(O,v)(v—c)2F+(v)du(v)
Ky > (f(v - ¢)’F, (v)? du(v))_1 [;J—c|>6 £(0,0)(v-¢)?Fy(v) dv(v)
> 20 (ing £ () (0(0) - o PO )

1

> =62 (inf F. (v)) (p(0) - Cp(0)8wo(T) ™)

| —Ql

> Cp(O).

This concludes the proof of Lemma 4.7. U

Back to (4.20), we can choose ¢ small enough, as compared to \;k+, so as to obtain

d_[+
dz

This concludes the proof of Lemma 4.6. O

(2) < (—%)\Hﬁ + C’e‘mz) e M

Lemma 4.6 has a counterpart for small z. Indeed, we expect from Section 3.3 that
regularity of I cannot be guaranteed up to z = 0 (see Proposition 3.6). The case of
small z requires particular attention. In the next lemma, we investigate quantitatively the
behaviour of macroscopic quantities for small z. In fact, we prove that it may happen that
the derivative of pi diverge as z N 0, but with the appropriate sign.

We face the following trivial alternative: either the derivative of pI diverges, or it has a
finite value, and we can push regularity up to the origin. This depends whether ¢ € supp v,
(c>v;), or not. In order to make it quantitative, so as to manage the transition between
the two alternatives, we distinguish between the three following cases:

(i) cesuppv;, i.e. vy <c,
(ii) ce (vy—9d1,v5),
(iii) None of (i)-(ii), i.e. ¢ < v, —d1.

Here, 6, is a positive real number to be defined below.

Lemma 4.8. Let T > 0. Assume (i) or (ii). There exist C >0 and ng >0 such that

(vze@m) TG <
(V7 <T) dl ]
(Vz € (-m0,0)) d;_ (2) 2 C

On the contrary, assume (iii). Then, dé;* (resp. dfl;‘ ) is Lipschitz continuous on R, (resp.

on R_), with quantitative bounds depending on 01.
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Proof. The computation of the derivative of pI goes as follows,

1

{v>c} v—cC

f{ : [I+<z)—T: (fo+°°f—<—s<v—c))exp(—T—“)dS)eXp(‘TfuZ )

v>ct U —C —C

C;_fj(z) - (L(2) - g% (2,v)) dv(v)

[T LG st exp(—T:s>ds] v (v)

We deduce from global Hoélder regularity of both I, and I_ that,

dp? 1 ( . 2 ) T ( . 2 )
< I =T -—1(0 =T
dz (2) {U>C}U_C[+(z)exp Tv-c T (0) exp Tv-c
+00 ’ ,
+C([0 sUP v = o] P exp(~T s) ds) exp(—TJ:r : )
v-c

+C ([0” sUP v = |7 exp(~T s) ds):| dv(v)

< f ! (I+(0)—T—:I_(O)+C|z|1/p,)exp (—T:ﬁ) dv(v)

{v>c} V—cC T

+C }\v—c|1/p’_1 dv(v)

{v>c

The constant that pops up in the leading order contribution has a sign. Interestingly, this
sign is the signature of the confinement effect at the origin z = 0.

Lemma 4.9. The quantity T;1_(0)-T*1,(0) is bounded from below by a positive constant,
uniformly for T <T.

Proof. First, we compute explicitly the value of this quantity, by means of p. From (4.1)
evaluated at z = 0, we deduce

(4.24) THI(0) =T I,(0) = (T7 T - THT0) p(0) = dysp(0).

Then, we seek some quantitative estimate of p~(0) from below. Recall the Holder regularity
of I,. By definition, we have

v (0= f{} ), L0 - ) T dsdu(o)
: f{} ), (100) - 5o - M) v 0) T dsdu(v), L(0) 2 (T AT )p(0)

+00 sUP oy — M’ s
>C /{-U<C} A‘ ((,0(0) - CW vOl]e deV(U) .

Using the bound from below on p(0) obtained via other arguments (4.23), we deduce the
statement of Lemma 4.9. O
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We deduce that for z small enough we have
d +
&(z) <-— f exp( -T —) dv(v) + Cwo(T) ™"
dz {U>c} v—c v—c

_wo(T) Lexp (—TJ:r ) dv+C

B C vcva’U—C v—c

—du+C

1 T+ (vr— c)\/O (& T

< -
C Jry—=
VO c

Assume condition (i) i.e. (v; —¢) v 0 =0. Then, the last integral is equivalent to C~!log 2
as z - 0. Therefore, there exists 1y, and C' > 0, such that dd%(z) <-C71 for z <.
Assume condition (ii) i.e. (v —¢)VvO0< (51 Then, for z < (T;7)'61, we have

dp+ -
Vi) < og( 2 o~
The latter inequality determlnes the choice of §1, so that the contribution on the r.h.s. is
controlled by some negative constant —C L.

Assume condition (iii). Then, the a priori control ¢ < v, —d; enables to revisit regularity
of f. Indeed, we get immediately from (2.7) that f is Lipschitz continuous with respect to
z, uniformly with respect to d;. Differentiating with respect to z, for z > 0 only (since T’
is discontinuous with respect to z), we deduce that 0, f, is also Lipschitz continuous with
respect to z. So is %

This concludes the proof of Lemma 4.8. ]

)+C
C

After the quantitative control of I, at both ends 0 and +o0, we can initiate the homotopy
like argument. Let introduce the set

(4.95) T- {T >0 (V2 #0) (signz)%(z) < o} .

We shall prove that 7 is both open and closed in R,. As it is non-empty by Proposition
4.2, it coincides with R,.

Lemma 4.10. T is closed in R,.

Proof. The stationary distribution f-(z,v) associated with the probability measure v; is
unique in the space L? (a,(z)dv,(v)dz) (up to a constant multiplicative factor), where the
weight a.(z) is defined by

“Ar_z

ar(z) =eM*  for 2> 0
for 2 <0

ar(z)=e
This is a consequence of the linear and irreducible structure of the kinetic equation(?).
Let (f1, f2) be two stationary distributions belonging to L?(a,(2)dv,(v)dz), and denote

2A much more refined analysis based on hypocoercive estimates after [11] is developed in [10] for the
Cauchy problem, in the symmetric case xny = 0 and ¢ = 0. There, the goal is to capture exponential
relaxation in time towards the stationary state. Of course, this ensures uniqueness as a weak corollary.
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h = fo— f1. By integration of the difference equation against h/f1, we obtain successively,

f/-(v—c)c') h(z,v)——= Iz, v) dv(v)dz

fi(z,0)
/]f T (W' -c)h(z,0") = T(v-c)h(z,v)) h((z v)) dv(v")dv(v)dz,

L (DY o

= v -¢ Mz v) h(z,0) z,v") dv(v")dv(v)dz
= I T O N ey e @ ()

- v-c iz, v) i z,v)dv(v)dv(v)dz
I 1@-0(£E2) AGwanands.

Using equation (2.7) satisfied by the function f;, we find,

, 2
% /] T(v' -c) (JIZ;((ZZ’ 1;,)) - ]Z((ZZ’ 1;))) fi(z,0") dv(v")dv(v)dz = 0

Hence, there exists a function of the variable z only, say b(z), such that (Vz € R) fa(z,v) =
b(2)f1(z,v) v a.s.. Plugging this identity into the stationary equation, we find b'(z) = 0
The unit mass normalization (1.5) enables to fix this multiplicative factor to 1.

Continuity of I, with respect to 7 is a consequence of this uniqueness property. Let
Tn = T. The sequence f,, is uniformly bounded, uniformly Holder continuous with respect
to z, and Hoélder continuous with respect to v, locally uniformly with respect to z. More-
over, it is uniformly exponentially small for large |z| (see Proposition 3.3). By a diagonal
extraction argument, there exists a subsequence f- , that converges towards some function
f'. Convergence is uniform on compact sets of R* x V.

On the other hand, v;, - v; in L? by the continuity assumption. Therefore, we can pass
to the limit in the weak formulation (1.8)

We deduce from the uniqueness of the stationary distribution f, that f’ = f,.

To conclude, it is sufficient to notice that I, ,, (resp. I, ,-) is a sequence of non-
increasing functions (resp. non-decreasing functions) which converges pointwise towards
I;, (resp. I;_). Therefore, I, is non-decreasing (resp. I,_ is non-increasing). O

Lemma 4.11. T is open in R,.

Proof. Some stability result in Lipschitz regularity is required to ensure that % certainly
remains uniformly negative, on compact sets of R} (recall that we control the asymptotic
behaviour as z - +00).

Let 79 € T. Proposition 4.3 ensures that TO* dz z<0.
Let L > 0 large enough so that the quantltles arising in Lemma 4.6 have the appropriate
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sign for 7 close to 79 and |z| > L, i.e. both
L “Apz=0, 2 [ Az+9 2
¢ ¥+ Ce M7 <0 and 68_ - Ce =% >0.

Our claim is the following: there exists €y > 0 and a neighbourhood Vy of 79 such that

dl.
(VT eVy) (Vze[0,L]) —T(2) < —gg
dz
(4.26) I
(VT € V()) (VZ € [—L,O]) dT_ (z) > €0
z
Otherwise, there would exist a sequence 7,, converging towards 7y such that the maximum

dr . dl, - .
value of =72+ (resp. minimum value of —2=) converges to a non-negative value. We

restrict to z > 0 for the sake of clarity. Let 2z, be a maximum point.

To control the possible singularity at the origin, we distinguish between the two alter-
natives (i) or (ii), and (iii), as discussed in Lemma 4.8.

In cases (i) or (ii), we can separate (z,) from the origin, say z, > 19/2, as the derivative

dlg—;‘* is uniformly negative close to the origin. Note that the continuity of the support of
v, is implicitly used in this argument.
On the other hand, we learn from Corollary 3.8 that dlgg* is uniformly Lipschitz con-

tinuous on (79/2, L). By compactness of (z,), and equi-continuity of (d{;;” ), we can pass

to the limit along some subsequence, so as to obtain

dl,.
dz

for some z* € [np/2, L] which is a limit point of (z,). This is a contradiction. The same
holds for z < 0.

In case (iii), regularity is fine up to z = 0, so we can apply the same argument with
no = 0, including the origin.

Therefore, (4.26) holds true, and 7 is open. g

(%) 20,

We are in position to conclude the proof of Theorem 4.1. Indeed, for all 7 > 0, the
macroscopic quantities I, and I,_ satisfy the appropriate monotonicity condition (4.25).
This monotonicity condition remains true in the limit 7 — +o0, as in the proof of Lemma
4.10. By approximation, it is true for all measure v satisfying hypothesis (A1).

4.2. Improved monotonicity and quantitative regularity. Several corollaries can be
deduced from the previous monotonicity analysis. A first result improves monotonicity
properties of the macroscopic densities p3.

Corollary 4.12. Let g be the normalized density defined as in (3.37),

{(VZ <0) g-(2v) = f-(zv)e"

(4.27)
(VZ>O) g+(z,v) :f+(Z,U)€>‘+Z
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Let 07(z) = f{MC} 9+ (z,v)dv(v) and 0i(z) = f{v>c} 9:(z,v)dv(v). Then o has the same
monotonicity as pi:

dg+(z)<0 for z>0
dz

L _
%(z)>0 and d&(z)>0 for z<0
dz dz

+
%(z) <0 and
dz

Proof. We introduce a pair of exponents \; € (0,A_), and A, € (0, A;). We shall prove that
the monotonicity property holds true for all such pair (A;, \;) By increasing (A;, \;) up to
(A=, A\+) we will obtain Corollary 4.12 as a limiting result.

With some abuse of notation, we still denote by g the density normalized with exponents
AL, Ar as in (4.27). It satisfies the following equation,

{(Vz <0) (v-¢)0:9-(z,v) =J_(2) - (T-(v-c) + M(v—-c))g-(z,v)
(V2>0) (v=0¢)0.9:+(2,v) =J(2) = (Th(v-c) = A\r(v=10))g+(z,v)

where J_ satisfies the following identity,
J(2) = f T (v-¢)g-(z,0) dv(v)
- f (T-(v =) + M(v =) g-(2,0) du(v)
= f g-(z,v), where g (z,v)=(T-(v-c)+N(v-c))g-(z,0),

There, we have used the zero-flux property of the stationary state (3.15). The same holds
for J,, and g4 (z,v) = (T4 (v —c¢) = A\r(v=1¢)) g+(2,v). We introduce the new tumbling rates
R (v-c)=T-(v-c)+N(v-¢), Ri(v-c)=Ti(v-c)=-A(v-c).

We sketch briefly how to adapt the three steps in the proof of Theorem 4.1.

Step #1. Initialization (the easy case). Notice that J,(z) = I,(2)e*?. We repeat
computation (4.4):

I
T (2) = Lo ()N 4 AL ()M

2
- [ ([P -0 - Do en - £y avto).

v—cC —C

To conclude as in Section 4.1, we seek (. satisfying the following pair of conditions, instead
of (4.6):

1(TH)? 17T

_§V0—C _§V0+C

1T 1(TD)?

2vgp—c 2vg+ec

+C¢(vo—ce) + N T <0

—Ci(vo+ce)+NT, <0
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Existence of (; € R is equivalent to the following inequality,

s O NGl RN R U Cts A W v~ -
2(vo-c)(vo+c) 2(vo+ce)?2 Tvot+e 2(vo-¢)2 2(vo+e)(vo-c) vg-c
1 T T, 1 T Tt
(4.28) - St (—+ +2)\T) I ( + —2)\T) .
2vog+c\vg+c vg—c\vg—c¢

Recall the equation for the right side exponent A, (3.5), when the measure v is a symmetric
combination of two Dirac masses (4.2):

1 vg-—¢ +1 -vg—c B
2TF - A(vo—c¢) 217 -A(-vo-¢)

0.
We deduce that
T T,
Vop—C Vg+c¢ ’
Plugging this identity into (4.28), we obtain the equivalent formulation,

2)\+ =

1 17 T 1 TF T,
LI )< h T (T, )
2vg+c\vg—c 2vg—c\vg+ec
T; T
= = A ) < —— (A=)
Vo t+C Vo —C

The last condition clearly holds true, as A, < Ay by definition.

Step #2. Enhancement of monotonicity. Now, assume a priori that J, is non-
increasing, and that J_ is non-decreasing.
The shapes of the velocity profiles of g are the same as for f.
(i) For z > 0 and v < ¢, g is non-decreasing with respect to v. Moreover, we have
g (z,v) < Ji(2). Indeed, we have

(4.29) g.(z,v) = fooo Ji(z=s(v—c))R(v-c)exp (-R;(v-c)s) < J,(2).

Thus, o] is decreasing. A similar statement holds true for g* (z < 0,v > ¢), and o~.
(ii) For z >0 and v > ¢, g7 is decreasing with respect to v on the set {g} < J,} n{v>c}.

Indeed we adapt the two ingredients of the proof of Lemma 4.4. Firstly, gt — J,

satisfies a damped transport equation with a non-negative source term,

dJ
(v-c)0: (gl - J+) + BRI (g7 - J.) =—(v-c) d; >0.

Secondly, introduce the auxiliary function h(z) = 9,g7(z,v). It satisfies the following
damped transport equation with source term,

(0= )0:(2) 4 RE(v = O(2) = 0.8 (2, 0) = A (J(2) - 81 (2,0)
i ‘(ﬁRi (J(2) = g2 (2, 0)) + Ar (J(2) —gi(z,m))

+

_ T_ (g (2,0) - J.(2)) .
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The same conclusion as in Lemma 4.4 holds true. Therefore, the same compensations
as in the proof of Proposition 4.3 are working to make oI decreasing too.

Step #3. Propagation of monotonicity. In order to conclude, it is sufficient to check
that J, is uniformly decreasing as for large z, as in Lemma 4.6. Again, the asymptotic
behaviour of g, is involved. Roughly speaking, we have for z > 0,

(0= ¢)0294(2,0) = Jo(2) = g4 (2,0) ~ rpe” P02 (1- Fo(0) Y (To(v-¢) =\ (v - )))

—(Og=Ar)z (A =A)(v-¢)
F,(v) '

~ Ry€

So, 0,g94 is decreasing with respect to z for large z, provided A\, < A;. This asymptotic
result can be made quantitative and rigorous, as in Lemma 4.6.

On the other hand, the possible singular behaviour close to the origin, as in Lemma 4.8,
is unaffected by the exponential normalization.

With similar results as Proposition 4.3, Lemma 4.6 and 4.8 at hand, we can propagate
monotonicity as in Lemma 4.10 and 4.11. O

The following statement is an immediate consequence of Corollary 4.12.

Corollary 4.13. For z >0, we have

kye % < T (2) < 1, (0)e M7

Ky (_[ F,(v) du(v)) e M < pi(2) < p(O)e‘A”

A similar statement holds true for z < 0.

Corollary 4.12 also enables to derive quantitative regularity estimates on macroscopic
quantities.

Ju(2) = I.(2)e*+

Corollary 4.14. The averaged quantity J, is 1/p'—Holder continuous with some explicit
constant L(R,w,p) which is linear with respect to p (see (4.31) below).
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Proof. We restrict to the case z > 0. We argue as in the proof of Proposition 3.3 (3.24).
Let 0 < 21 < z9. We have

0<Jo(21) = Ji(22) = f Ry (v =-c) (9+(21,0) = g+(22,0)) dv(v)

< [{|U—CI<6} Ri(v-c)(9+(21,v) = g+(22,v)) dv(v)

R —
+ £| o) +('U C) sup |J+(Z’) _ R+(U _ C)gh(z',v)‘ |21 _ 22| dy(v)

|U - C| Z’6(21722)

- _ . .
: ‘/{O<cfv<6} R+(U C)g+(2’1,”l)) dV(’U) + »/{‘0<v—c<6} R+('U C)g+(zlv 1)) dl/(’l))

" /{1;71»5} R|v(1: | 2 ( , sup J+(z’)) |z1 - 22‘dy(1))

z'e(z1,22)

|1) - Cl z'e(z1,22)

’ ﬂv—oé} R+(v C) ( sup J+(Z,) \% R:(’U - C)g+(z”v)) |2’1 - 22| dy(v) .

We deduce from the Duhamel representation formula (4.29) that
(Vv<e) Ri(v-c)gi(z,v)<Ji(z)<Ji(0).

On the other hand, for v > ¢, we have

i =gt ) = REG=0) f[7(s(0 e (=R (0= )0) s esp - L)

+Ri(fu—c)/oqch Ji(z-s(v-c))exp(-Ri(v-c)s) ds

< R+EU c; J(0)exp (_Ris}v_—cc)z) +7,(0) (1 ~exp (_Rjiv_—cc)z))

< (R+(v c)

=o' (0)) v J,.(0).

We deduce:

+

0<Ji(z1) = Ji(22) < (J+(0) + ((sup %) J_(O)) v J+(O)) s’ lw]p

+ (sup R;) Jo(0)A(p)d /7wl

+ (sup RY) ((sup %) J_(0) v J+(0)) A(p)d‘l/prHle - 29].

where the constant A is defined as A(p) = (p—1)"""". Finally, we use the trivial relations
J+(0) < (sup R+)p(0) and J_(0) < (sup R-)p(0), in order to obtain the following estimate
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which is linear with respect to p(0),

+

0< Ji(21) = Je(22) < ((supR+) + ((sup %) (supR_)) v (supR+)) 51/p/\\prp(0)

+

+(<sup R2) (sup R.) + (sup ) ((sup &) (sup B_) v (sup m))) A)5P ol 2122l (0).

R*
By optimizing with respect to §, we obtain the following quantitative Holder estimate,
(4.30) 72 (21) = Ju(22)] < L(R. w0, p)p(0) |21 = 27",
where

+

1/p
(4.31) L(R,w,p)=p(p- 1)_1/(1””) ((sup R,)+ ((sup %) (sup R)) Vv (sup R+)) X

+

R 1/1”
((supR+) (sup R;) + (sup RY) ((sup R—;) (sup R-) v (sup R+))) |wllp -

Note that the pre-factor is increasing, and satisfies p(p — 1)"Y@'P) « p for large p. This
rules out the Lipschitz case p = 0o (p’ = 1), as expected from [17]. O

5. THE CASE WITHOUT NUTRIENT Xy =0 (STATIONARY CLUSTER)

The existence of a stationary state (p,.S) is an immediate consequence of the monotonic-
ity of p established in Section 4, and the following general statement about solutions of the
elliptic problem on S. The purpose of this section is to deal with ¢ = 0 only. However, we
formulate our statement for any c¢ to anticipate the coupling with the nutrient NV in the
forthcoming section.

Here, we set 5 =1, without loss of generality.

Proposition 5.1. Assume that the function p € L' is locally Lipschitz continuous on R*,
and that it is increasing for z <0, and decreasing for z > 0. Let S be the unique solution of
the following elliptic problem

(VzeR) —¢d.5(z) - Dgd?>S(2) +aS(z) = p(z).
Then 0,5 vanishes once, and only once.

Proof. Let denote by P the derivative of S: P = 9,S. It belongs to W2, locally uniformly
on R*. It satisfies the following equation,

—cd.P(2) - Dg0?P(2) + aP(z) = 0.p(2) ,
together with the following asymptotic limits,
(5.1) lim P(z)=0", lim P(z2)=0",
2Z—>—00 zZ—>+00

where the notation 0" means that we approach 0 from above, and 0° means that we
approach 0 from below.
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Assume by contradiction that P vanishes at least twice. Then, we deduce from (5.1) that
it must vanish at least three times, including a possible double root, where 0, P vanishes
also. Two vanishing points are necessarily on the same side, say for z < 0. Accordingly,
there must exist a locally minimal point zg < 0 with non positive value, P(zp) <0, 9, P(z9) =
0, and 0?P(z0) 2 0. If 29 <0, or P(2g) <0, we have

aP(z) = cd,P(z) + Dgd>P(2) + 0.p(20) > cd.P(2) + Dsd*P(29) > 0.

This is a contradiction. If zp =0, and P(zp) = 0 then 0 is necessary a double root. We can
repeat the same reasoning on the right side: there must exist z) > 0 such that P(z;) > 0,
9. P(zy) =0, and 02P(2}) < 0. At this point, we have

aP(z}) = 0, P(z)) + Dsd>P (%)) + 0.p(z}) < c0,P(z) + Dsd*P(2}) <0.

Again, this is a contradiction. We argue similarly when we are to choose zg initially on the
right side. O

In the case xn =0, and ¢ = 0, the derivative 9,5(z) can only vanish at z = 0 for sym-
metry reason. We deduce that the a priori hypothesis (3.1) is indeed correct a posteriori.
Therefore there exists a stationary state (f,.S). This concludes the proof of Theorem 1.2.

6. COUPLING WITH CHEMICAL CONCENTRATIONS S, N (TRAVELLING WAVE)

6.1. Matching the condition on S. As in the case without nutrient, we deduce from
Proposition 5.1 that 0,5 changes sign only once. However it might not happen at z = 0,
as required in (3.1).

The objective of this section consists in varying ¢ such as to satisfy 0,5(0) = 0 (similarly
as in the proof of Theorem 2.1 in the macroscopic case).

This requires two intermediate results: continuity of 9,5(0) as a function of ¢, and
analysis of the extremal behaviours as ¢ — ¢,, resp. as ¢ > ¢”.

We introduce the following notation for 9,.5(0), as a function of parameter c,

Y(c)=0,5(0).

Recall that T is given by the following integral representation formula,

o0

0 +
(6.1) T(c)=- ] pietFp_(z)dz + fo p—e " *p.(2)dz,
where the reaction-diffusion exponents 4 (c) are defined as

—c++\/c2+4aDg S0

62 p-(c) = 5Ds
c++\/c2+4aDg
ws(c) = 2Ds >0

Proposition 6.1. Under assumption (A1), the function Y is continuous on (c.,c*).
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Proof. Let ¢, > c€ (cs,c*). As in the proof of Lemma 4.10, we can extract a subsequence
(fn)ns converging towards f uniformly on compact sets of R* x V. First, we pass to the
limit in the weak formulation

(6.3) - [ (v=—cp) frr(2,0)0,pdv(v)de
= f/- T(z,0" =) fur(2,0") (0(2,0) = p(2,0")) dv(v")dv(v)dz.

The L.h.s. can be handled easily as it can be written

[ 0w fue, 000 du 0}
= ff(v = ¢) frr(2,0)0,pdv(v)da + (¢ =€) f[ for (2,000 dv(v)da .

The last contribution is bounded by |c = cu||| fur || 11 |02¢] - The r.h.s. in (6.3) must be
treated with caution because T is not continuous with respect to c¢. However, we can split
the integral into {|v' - ¢| < &}, and {|v’ - ¢| > 8}. The former is controlled by /7', the
L* bound of f,/, and the LP bound of v. We can pass to the limit in the latter since
T(z,v" —cp) =T(z,v" - ¢) provided |c— ¢, < 0.

By uniqueness of the limit problem, we have f,,; — f, where f is the density profile
associated with c.

Finally, we can pass to the weak limit in the integral formula for T (6.1). O

Proposition 6.2. Under assumption (A1), there are explicit conditions on the reaction
diffusion parameters («, Dg) such that the following extremal behaviours hold true,

lim Y(c) >0

CNCx

lim T (¢) <0
crct
The idea is quite simple: as ¢ — ¢, the macroscopic profile p becomes flat on the right
side (see Figure 5). As a result, we expect that the maximum of S is pushed to the right
of the origin, i.e. T(¢) > 0. Similar behaviour can be expected as ¢ - ¢*, but on the right
side. This is made as quantitative as possible in the following proof.

Proof. We will use crucially the improved monotonicity obtained in Section 4.2, and par-

ticularly Corollary 4.13.
Firstly, we consider the case ¢ - ¢,. We have

0 +00
T(c) > -p(0) f M+(C)6“+(c)ze)"(c) dz + k. (F.) A M_(C)efuf(c)zef/n(c)z dz

s (c) p-(c)
(64) > —p(O)m + Ky <F+> m )
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where k., is defined as in (4.16). In order to estimate k. from below, we use the improved
regularity obtained in Corollary 4.14 (4.30). For all v > ¢, we have

+00 .
f(0,v) = fo I(-s(v-¢))e"%ds

+00 .
= A J_(_S(U_C))e*(T_Jr)\f(vfc))s ds

e ' ! —(T* v—c))s
> [T (7000 = pO) LT Dy M7 = ) v 0) A0 g

yp [T p' _ 1p'\ ~(T*+A-(v-c))s
> p(0) [J-]; [0 = ¢'7 /0 (7 (0= )7 = 1) T A- (oD g
where the stopping time 7_ is given by

(inf R_ )p,

p/
[Jf]l/p

T_(v-c)= .
v =¢

Similarly, for (v < ¢) we find
£(0,0) = f0+°° I, (=s(v—¢))e 75 ds
= f0+oo Ji(=s(v - c))e_(T;_)‘*(”_C))S ds
> [ (700 = p(O) [Ty 57l = ) v 0) e T2 g
> p(0) [J+]1/p’ v — C|1/p/ ]O‘n(v—c) (T+(v _ C)l/p’ _ Sl/p’) e~ (TrA(v=0))s g

where the stopping time 7, is given by

(v-0) (inf R, )"
w(v-¢)= —"—.
[Je15 ), 1o =<l

Combining these two estimates, we get the following bound from below,

e 1 ff(o,v)(v—c)2F+(v)d1/(v) v=2c)F. (v)2dv(v _1><
p(0)  p(0)  [(v-c)2F.(v)2dv(v) Z(f( )7 Fy (v)” du( ))

T A e L) [ R GLZ
v>C

+ [{U<c} [J+]1/p, (f()ﬂ (7_+1/p’ B Sl/p’) e (T5 =i (v=c))s ds) v - C|2+1/p/F+(U) dy(v)]

Plugging this estimate into (6.4), we deduce that there is an explicit constant A, such that

G SO N
T(C)ZP(O)( 1 () + A_(c) A+<F+>u—(0)+)‘+(c))'
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As ¢ > c¢., we have A\;(c¢) —» 0, and F, - 1/T,, therefore, the condition Y(c*) > 0 is a
consequence of the following condition:

1

(6.5) cx +\/ 2 +4aDg <(( I )2> < 1 )X
' c*+\/cZ+4aDS+2DS)\_(c*)_ Ty (v—-cy) Ty (v - cx)

T 1\ L~ (T A (ex ) (v—cx))s B 2+1/P'i
U{wc*}[‘]‘]l/p’(fo (T‘ ° )e ds)'“ | Tid’/(v)

T+ 1/17’_ 1/]3, ~T7 s ) _ 2+1/pli
+[{v<c*} [J+]1p ([0 (T+ § )e ds ) |v - c.| 7 dl/(v)] .

As the r.h.s. does not depend on the reaction-diffusion parameters (a, Dg), whereas the
Lh.s. vanishes as Dg — +o0, condition (6.5) is clearly not empty.

Secondly, we consider the case ¢ — ¢*. There, we perform similar estimates, but the
other way around,

e () gy
<ot o oo

where k_ is defined as in (4.16). As previously, the ratio x_/p(0) can be estimated from
below by using the regularity of f(0,v) with respect to velocity, through the regularity of
J: with respect to space. As a consequence, we get for ¢ — ¢,

p-(c*) )
() h ()

The latter is negative under some condition which reads,

(6.6) —c* +1/(c*)2 +4aDg <<( v—c* )2)_1< 1 )X
O e rrtans s 2pone) W\Tw-) | \Tw-e

T— / 7 _T+s * / ].
[f{wc*} [J-]1 ) (/0 (T_l/p — /P )e = ds) lv—c*|>+/p T—jdu(v)

T+ 1y "\ (T =My () (v—c*))s . 1
I e e 2t

T(c*) < p(0) (—A_ (FL) +

We notice that the Lh.s. vanishes when o — 0, or Dg — +oo (independently). This
guarantees that the condition is not empty as well. O

6.2. Matching the condition on N. The monotonicity condition on N to be satisfied
(3.1) is not very restrictive. It only requires ¢ > 0 as established in Proposition 6.3 be-
low. This is automatically satisfied when ¢, > 0, which is equivalent to xn > xs (3.10),
conditioned on (6.5)-(6.6).

On the contrary, if xyx < xgs, then we should impose that Y(0) > 0 in order to guarantee
the existence of ¢ € (0,¢*) such that Y(c) = 0, conditioned on (6.6). Arguing as previously,
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a sufficient condition writes

p-(0) 11+ (0)

AR FS W) R () PN Rk

which is equivalent to

\/Oé/Ds+/\+(0) 2 9\ -1 “
(6.7) M+A,(O) < (U Fi(v) ) (Fy(v))

T- 1/p' _ 1/p/ 7(Ti—+)\7(0)v)s 2+1/p/
[/{wo} [Ty (/(; (T‘ 5 )e dS) |v] F,(v)dv(v)
T4 1/p’ A\ ~(Tr=2A (0)v)s 2+1/p'
*f{m Ly ([0 (R =) e ds) [of2+1/P R(u)dy(v)] .

To see that this condition is not empty, it is enough to consider that A, (0) - 0 as xny / xs-
In a second step, the limit a/Dg — 0 enables to realize the condition. However, this is
not entirely satisfactory, as it imposes some strong condition on the parameters of the
run-and-tumble process, (xs, XN)-

We conclude this section by checking that, indeed, if ¢ > 0, then N is increasing.

Proposition 6.3. Assume that ¢ > 0, and that p is exponentially bounded on both sides,
namely

{(Vz <0) p_(z) < Cer~
(Vz>0) pi(2) < Ce+?

Then, there ezist two constants N_ < N, and a solution N of the elliptic problem in (1.6),
such that

lim N(z)=N_
Z—>—00

lim N(z)=N,
Z—>+00

Moreover, we have 0,N > 0.

Proof. We introduce u(z) = 9,log N(z). Elliptic equation for N is equivalent to the fol-
lowing first order equation for u,

—cu(z) = Dy (9.u(z) + |u(z)|2) -vp(2).

This rewrites as a non autonomous, non linear ODE in the z variable,
(6.8) O:u(z) = gy —u(2) = u()f + (=),

together with the boundary conditions lim,, ;o u(2) = 0. This means that u is the unique
homoclinic orbit that leaves the origin u = 0 as z - —o0, and gets back to the origin u =0
as z - +oo. A way to construct this solution is to consider the family of Cauchy problems



58 VINCENT CALVEZ

on (a,+00),

= g (2) ~ ua ()2 + = p(z
(6.9) D:uq(z) = Dy a(2) = ua(2)] +DNP( )

ug(a) =0,

and to take the limit as a - —oo. Indeed, we deduce immediately from the structure of
(6.9) that (Vz > a) uq(z) > 0. In addition, we deduce from the Gronwall lemma that

(%) < DiN [ e P o) dy

As a consequence, for z < 0 we deduce from Corollary 4.13 that

Y Az
a < —C .
Ua(2) DyA_+c ¢

On the other hand, for z > 0, we deduce similarly that

! -¢/Dnz i —c¢/Dnz “Asz
< — R —
uq(2) < A CCe + s CC(e e )

C’max(e_c/DNZ,e_/\+z) if A\ #c¢/Dy

< Ce PNz
CrecIPnz if A\ =c¢/Dy

In any case, we can extract a subsequence u,, such that u,, converges uniformly towards
u solution of (6.8) with the boundary conditions lim,_, .. u(2) = 0.

Previous estimates guarantee that u is integrable on both sides, so it enables to define
properly N as in Proposition 6.3. ([l

This concludes the proof of Theorem 1.4.

7. FOCUS ON THE DISCRETE VELOCITY CASE

We revisit the travelling wave problem (1.6) in the discrete velocity case, under Assump-
tion (A2). In this case, the auxiliary function Y(¢) is not continuous with respect to ¢,
but it has jumps each time ¢ crosses some discrete velocity v;. By analysing carefully the
sign of the jumps, we are able to exhibit some set of parameters for which there is no
uniqueness of the travelling wave. Interestingly, we can also find some set of parameters
for which there is no travelling wave satisfying the natural ansatz (3.1).

The careful analysis of the discrete velocity case is based on the spectral decomposition
of kinetic operators in Case’s elementary modes (see [19, 18] and references therein).

The extremal speeds c.,c* are defined as in Section 3.1, see (3.8)-(3.12). There, the
LP boundedness of the velocity measure v is used. However, the auxiliary function R is
still decreasing, and Lipschitz continuous in the discrete velocity case (A2). The following
computation resolves the case when c crosses one of the discrete velocities v;. There, we
have for ,&’ > 0 sufficiently small,

e+¢ - ¢
R(vj+¢e)-R(v Wj————— ——-—1<0
(v €) )T o772
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Notice that the second contribution does not vanish here, on the contrary to the continuous
velocity case (A1)(3.9), but it has the good sign to come up with the same conclusion since
T, >0.

From now on, we suppose that c € (c.,c*), and that ¢ ¢ V = {v; }1<i<n-

7.1. Spectral decomposition of kinetic transport operators. We develop in this
section quantitative spectral analysis of the discrete velocity case (A2). Recall that we are
seeking solutions of the linear equation

(7.1) (Vz) (Vi) (vz‘—C)@zfl(ZFlejT(Zavj—C)f”(Z)—T(Z,vi—C)fz(Z)-

We decompose the solution on each side (resp. z < 0 and z > 0) along special Case’s
solutions, which have the form
(2<0) §(z,0) =" FF @), or (2>0) fi(z,0)=e M FEv).
The total number of modes is N. They are distributed on each side according to the
position of ¢ relatively to the discrete velocities (v;)1<i<n-
Definition 7.1. Assume that ¢ is such that
(7.2) V1 <+ <V <C< VK41 < - <UN.

(i) There are K negative modes defined for z < 0, {¥(z,v), where F*, and ¥ are given
by the following expressions,

1

(Vi<k<K) (Vi) Ff(vi):T_(v‘—c)+/\’3(fu‘—0)7

Each exponent \¥ >0 is a root of the following dispersion relation,

(7.3) ﬁw- (vizc) -0
i-1 ZT—(Uz‘ —c) + Mi(v; - ¢)

(ii) Similarly, there are N — K negative modes defined for z > 0, f’j(z,v), where Ff, and
)\]j are given by the following expressions,
1
Ti(vi—c) = Ne(v;—c¢)

(VK+1<k<N) (Vi) FFy)-=
Each exponent )\]j >0 is a root of the following dispersion relation,

(7.4) % wi (vi=c) - 0.
i=1 zT+(Uz‘ —c) = Mi(vi-¢)

The following couple of propositions investigates the relation between the number of
roots of the dispersion relations (7.3)-(7.4), and the degrees of freedom on the kinetic
transport problems to be solved on each side. This discussion justifies a posteriori notations
in the previous definition.
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Proposition 7.2. (i) There are exactly K distinct positive roots (\¥)1<p<rc of the dis-
persion relation (7.3). They are localized as follows,

T
(7.5) D<A« — < Xc<
c—v1 Cc— V2 C—VK

Any root \F (1 <k < K) is decreasing with respect to ¢ under condition (7.2).

(ii) There are exactly N — K distinct positive roots (\¥) gr1<ren of the dispersion relation
(7.4). They are localized as follows,

T _ T T
(7.6) 0<AY « XNVl 5 o\l
UN —C UN_1—C VK4l —C

Any root N (K +1 <k < N-K) is increasing with respect to ¢ under condition (7.2).

Proof. Let Q_(\) be defined as in (7.3) for A > 0,

A 3 1 0
Q-( )_;MT(W—C)JFA_ .

(vi—c)

It is decreasing with respect to A on each interval of definition. Moreover, we have @_(0) >0
since ¢ < ¢* and Q_(A\) - 0 as A > +oo. We argue analogously for z > 0, by introducing Q.
as follows

A 3 —1 0
Q+( )_;wiTJr(vi—c)_)\_ .

(vi—c)

Monotonicity of A; is a simple consequence of the implicit dispersion relations (7.3)-(7.4),
namely we have
(7.7)

%C ] Nw. —(v; - ¢)? )
dc ©) (121 (To(vi =)+ A-(e)(vi —©))?

&(c) = ( 3 wi (vi = )" )
) i=1 ' (T (vi = c) = Ar(c)(vi = ¢))?

g T (v; —c)

2 T o) s a (@ (o) <

(3

=1
-1 T (v; - c)
L

7

>0.

O

Proposition 7.3. (i) Bounded solutions of the kinetic stationary problem (7.1) restricted
to z < 0 have exactly K degrees of freedom. Any such solution can be decomposed
uniquely as

K
(7.8) (Vz2<0) f-(z,v)= kz_:lakf]f(z,v) .
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(i) Bounded solutions of the kinetic stationary problem (7.1) restricted to z > 0 have
exactly N — K degrees of freedom. Any such solution can be decomposed uniquely as

N
(7.9) (V2>0) fi(zv)= > bfi(z,0).
k=K+1
Proof. The number of degrees of freedom on R_ is determined by the number of negative
velocities (relatively to c), here K. Indeed, analysis in Section 3.1 reveals that bounded
solutions are entirely determined by the incoming velocity profile, corresponding to v < c.
A similar argument holds true for z > 0. g

In order to reconstruct an entire solution on R x V', we shall solve a transfer eigenvalue
problem. The continuity of f at 2 =0, f-(0,v) = f,(0,v), writes equivalently as follows,

K N
(7.10) (Vi) Y aFFu)= Y b FF(v).
k=1 k=K+1

This writes in matrix block form as follows

o))

We realize immediately that a non-trivial solution (a,b) exists, since the square matrix
(—F, F+) has a left eigenvector associated with eigenvalue zero:

(wv=0))(-F- F)=(-ZN wi(vi—e)F-(v;) YN wi(vi—c)Fi(v;)) =(0 0),

where we have used both dispersion relations (7.3)-(7.4). We can characterize (a,b) in a
unique way, by prescribing a unit total mass (1.5),

K af k N bk k
/ff(z,v)du(v)dz: > F<F_>+ Y. V(FJr) =1.
k=1 A= E=K+1 "+
Monotonicity of both p, and p_ can be deduced from the results obtained in the con-

tinuous velocity case (A1), by approximation of the discrete measure v by a sequence of
absolutely continuous measures. Indeed, under the crucial assumption (Vi) ¢ # v;, regu-
larity of the approximating sequence is guaranteed, provided it is chosen so as to avoid ¢
in its support. We are not aware of any direct argument based on the decomposition in
Case’s modes (7.8)-(7.9).

7.2. Exchange of modes as ¢ crosses some discrete velocity. We investigate care-
fully the case where ¢ crosses one of the velocities (v;), say vi.1, with increasing values.
According to Section 7.1, there is a swap: one mode will disappear on the right side (z > 0),
this is mode fff *1 and one mode will appear on the left side, the new mode ff{”. The
other modes will be essentially unchanged. During the swap, we expect a singular transition
around the origin, as the largest exponents become arbitrarily large on both sides.
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FIGURE 8. Tllustration of the swapping behaviour when ¢ crosses one of the dis-
crete velocities, say vi,1. The spatial density profile p (blue line) experiences a
strong shape discontinuity. (Left) As ¢ # vk41, the profile becomes arbitrarily
narrow on the right side (see Proposition 7.4). Moreover, during the exchange of
modes, the amplitude of the mode that disappears on the right is bounded below
explicitly (red line), see Proposition 7.5. (Right) The same behaviour occurs on
the right side as ¢ \ vg 1. This shape discontinuity has dramatic consequences on
the determination of travelling waves (Section 7.3)

Proposition 7.4. Assume c crosses vi.1 with increasing values. Then, for ¢ < vi,1, we
have

lim A(e) = +o00.
C/VK+1

On the other hand, for ¢ > vk 1, we have
lim A1) = +00.
CNVK+1
The other roots have finite limits, denoted by N\ (vy1) (k # K +1), which are roots of the

function Q., obtained from Q. by removing the term i = K + 1 from the summation, and
evaluating at ¢ = Vi 41-

Proof. Limits exist by monotonicity of )\’i. For any k # K + 1, the limit is clearly finite by
(7.5)-(7.6). Assume for instance that AM*1(c) has finite limit A*! as ¢ # vg 1. Then, it
should satisfy the relation

1
(7.11) wj
i¢;+1 T (i — VK1) _ K+
o
(Ui - UKH)

:O’

and so should the limits A\¥ (vg,1) for K +2 < k < N. However, we deduce from Proposition
7.2 that relation (7.11) has only N — K — 1 roots. Moreover, it cannot have a root larger

than by

——+_ This is a contradiction. We argue similarly for ¢ N\ vg,1. ]
VK+2~VK+1

The next result concerns the limit of the weights (ak,br) as ¢ > vi,1. More precisely,
we aim at describing the higher order contribution in the following decomposition of the
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spatial density in exponential modes (given here for ¢ < vg41),

N
(Vz>0) pe(z)= ), bke_)‘ﬁz (Ff) ,
k=K+1

(7.12) -
(Vz<0) p-(2) = kzlake/\ﬁz (Ff) ,

where we have opted for the notation (F) = ¥V, w;F(v;). Interestingly, the contribution of
the higher mode, here mode K + 1, has a non trivial contribution as ¢ # vg,1. The same

behaviour happens as ¢ \ vk 1. This emphasizes the dramatic discontinuity in the shape
of the spatial profile p as ¢ crosses the discrete velocity vg.1, as illustrated in Figure 8.

Proposition 7.5. The weights (ax)1<k<xi, (bx) k+2<k<n have finite limits (ag)1<k<rc, (br) K+2<ken
as ¢ 7 Vie1, resp. (@) 1<k<ic (bk) K+o<ken @S ¢ Vie1. The limits coincide up to a con-

stant factor. In addition, by i1 (Ffﬂl) has a finite limit which satisfies,
(7.13) lim b (FF) >0,

C/VK+1

Similarly, a1 (FK+1> has a finite limit which satisfies,

lim AK+1 (F_K+1> >0.
CNUK 41

Proof. Step #1. Firstly, we prove the existence of limits. For that purpose, we pass to
the limit in the transfer matrix (—F_ F+). We have

—F_l(vl) —F_K(Ul) Ffﬂ'l(’ul) Ff(+2(’l)1) F*J_V(Ul)
(-F- F.)=|-Flogs1) ... -FE(oga) FEWoga) FE?(oga) ..o FN(uga) |
~Fl(oy) ... -FEuy) FEoy)  FE?(uy) ... FN(uy)
therefore,
—F_l(’Ul) —F_K(’Ul) 0 F5+2(’U1) Fi\](vl)
1 1T o
i - = -— -— ? — —
(714) lim (-F. F.) T+ T+ T: T: |’
—F}(UN) —F,K(UN) 0 F5+2(UN) FJ{V(UN)

where the question mark ? accounts for some undetermined limit. The left eigenvector
associated with eigenvalue zero becomes

w(v - VK1)

= (wi(v1 —vg+1) - wir(vk —vke1) 0 wiea(Vke2 —vke1) - wn(UN = VK1)
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We deduce that the matrix (—F- F+)(1¢K+1 ke 41 obtained from (7.14) by eliminating

row K +1 and column K +1 also possesses an eigenvector ((a)1<x<ic, (b) k+2<k<n )’ . Finally,
the missing term bg 1 can be recovered using the identity (7.10) for i = K + 1. In the limit
c /7 Vg4, it becomes

L
Z%F: lim  (bgar B (vkan)) + Z bk
o1 17

CrVK+1 k-Ki2~ L4

We argue in a similar way in the case ¢ \ vg 1. Interestingly, the matrix (—F_ F+)(i¢K+1 Ke+1)

is the same as when taking the limit from below ¢ # vk 1. Therefore, the weights coincide
up to a constant factor.

Step #2. Secondly, we prove that the limit (7.13) is positive. We consider the case where
¢ 7 vi+1. We argue by computing the derivative of p(z) at z = 0" in two different manners.
Differentiating (7.12) with respect to z, we obtain,

(7.15) d”*(o* - Z Aoy, (FF)
k=K+1

On the one hand, we notice that (Ff(“) ~wi 1 FE Y (vg41) as ¢ 2 vg,1. Indeed, we have

Ffﬁ—l(vi) _ T+(UK+1 - C) - >\{.<+1(UK+1 - C)
FE (vgeir) T, (v; —c) = A& (v; - ¢)
T+(UK+1 - C) VK+1 —C

~ = + - 0.
K+l
A (v —vR41) V- VK4

(Vi K+1)

As a consequence, bg 1 (F f( *1) has a finite limit too. On the other hand, we learn from
Section 4 that p, is decreasing. Dividing (7.15) by A1 then taking limit as ¢ 7 vg,1,
we get immediately
: K+1
> - .
02— Tim (bw (F))

Furthermore, we can separate the respective contributions of positive relative velocities,
and negative relative velocities, py = pI + p;, as in the proof of Lemma 4.8. In particular,
we have:

dp} iy
T = Y wi— (1(0) - (0, v1))
v; — ¢
{v;>c}
~ WK+1; 1.(0) - T—+I (0) as ¢ /' VK41 -
VK+1 —C

Recall the following identity from the proof of Lemma 4.9 (4.24),
T I,.(0) =T/ 1-(0) = -4xsp (0).
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We get eventually,
1 dp,
{_{ +1 >

. dp¥
>— lim —g P+
CAVEK 41 )\+ +odz

lim (bge (FF)) =~ lim

CAVK+1 CAVKHT A

0")

(07)
. 1 4xsp™(0)
> 1
c/'ng(lﬂ WK+ )\5+1(1}K+1 - C) T

To conclude, recall from (7.6) that A" (v 1 —¢) < TF. This yields the following bound
from below,

lim (b (FX1)) 2w 2520 .

C/VK+1 T:Tj

0

7.3. Positive jumps in the function T and consequences. In this section, we examine
the matching condition on ¢, namely

T(c) = 0.5(0) =0.

Our main objective is to investigate existence, and possible uniqueness of ¢. As a matter
of fact, we shall answer negatively to these questions, because the situation is by far more
complicated than in the macroscopic diffusive limit discussed in Section 2.1.

In the following proposition, we establish that variations of YT(c¢) can be deduced from
some monotonicity of the macroscopic profile p, with respect to ¢. We include the depen-
dency with respect to ¢ in the notations to resolve any possible ambiguity.

Proposition 7.6. Suppose the profile p(z;c) has the following monotonicity,

(Vz<0) %(z;c)>0
(7.16) (Ve) Oc

(Vz>0) Op+ (z;¢) <0
dc

then the function Y is decreasing.

Proof. Recall that T is given by the following integral representation formula,

0 +00
(T17) T =0.50:0) = [ (@O pzeydzs [ (e O plze)d.

where the reaction-diffusion exponents p.(c) are defined as in (6.2). For our purpose, we
compute

ar 9 dus @)z e pe(0)2 9P
(@) == [T 1+ pa () P p(zie)di [ (e Lz dz

ey SRCEN e (0290 (.
+/(; I (e)(1-p-(c)z)e p(z,c)dz+/0 p—(c)e 6C(z,c)dz.
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We integrate by parts the first contribution in each line of the r.h.s., in order to get the
following expression,

0 0
ﬂ(c) = [ A (c)ze‘“(c)z@(z; c)dz - / u+(c)e“+(c)z@(z; c)dz
dc —oo dc 0z —o0 Oc

+00 +oo
(7.18) —_[0 %(c)ze‘“‘(c)z%(z;c)der_/o ,u_(c)e_“‘(c)z%(z;c)dz.

To conclude it is sufficient to notice that

d,u+(c)__1 14— |50
de 2Dg V2 +4Dgsa

dp— (c) = 1 14 c

de 2Dg V2 +4Dga

Therefore, all signs in (7.18) coincide to give

<0

dY
%(C) <0.
]

Remark 7.7. There is some ambiguity when we study the variation with respect to c.
Indeed, the profile p(z;c) is defined up to a constant factor. To resolve this ambiguity,
notice that any smooth normalization of the type p(z;c) = R(c)p(z;¢), R(c) > 0, can be
handled in the following way,

d ~ d dR
7 (0:8(0:0)) = R(¢) - (9:8(05¢)) + () 2:5(0; ).

In particular, we see that % (GZS(O; ¢)) <0 when 9.5(0;c) vanishes, so zeros of Y(c) and
Y (c) do coincide.

Note that monotonicity condition (7.16) is exactly what is expected in the case of two
velocities only V' = {£v(}. There, the spatial density is given by

p(0)er (9% for <0
p(2) = o
p(0)e™ ()= for 2 >0

where the exponents \; have the appropriate monotonicity with respect to ¢ (7.16), as in
(7.7).

However, the situation is more tricky for a larger number of velocities, due to the su-
perposition of modes, and in particular the breaking of monotonicity during exchange of
modes, as in Figure 8. It can be seen in the latter that p has exactly the reverse monotonic-
ity with respect to ¢, close to the origin z = 0 (compare (7.16) and Figure 8). Of course,
monotonicity (7.16) is recovered far from the origin, as the shape of p is dominated by the
lower mode.

The objective of the following calculation is to estimate the variations of T (¢) as ¢ crosses
some discrete velocity, following Section 7.2.
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Firstly, we suppose that ¢ < vg,1. We opt for the alternative formulation of Y(c¢) after
integration by parts in (7.17), and using the continuity of p at z =0,

0 +00
T(c) = f e+ (D29, p(z;¢) dz — fo e (929, p(z;¢) dz

RS ) k\ al M (e) &
R CETRC R U r R R

Taking the limit ¢ / vk 41, we obtain

K )\k N k
lim Y(c)=3 — o) F*) - - A (01) by, (FF)
C/VK+1 o1 AB(vkcer) + s (VEce1) p-rr2 M (Via1) + - (VEcer)
— lim (bt (FE)) .
C/VK+1
Similarly, we obtain after taking the limit ¢ N vg .1,
K k N k -
lim Y(c¢)= Z k AZ(v) ag <Ff> - 7 Ar (VK1) by Ff)
ENVK+1 i1 AD(vicen) + pe (V1) ek s2 A5 (V1) + p-(VKe)

*dm (e (F2)

By taking the difference, we should pay attention to the fact that the averages (Ff) and

(Ff ) do not coincide, because there is one term changing in the sum, due to the disconti-
nuity of T'. More precisely, we have

(Vk < K) (F’“)—W:w;ﬂl(

(Vh > K +2) (Ff)—(Ff):wK+1(
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FIGURE 9. Coexistence of multiple travelling waves, when the function T crosses
the zero level several times. Here, V = {-1,-0.5,0.5,1}, with uniform weights w.
Other parameters are yg =0.48, xy =0.44, a =50 and Dg =0.5.

As a conclusion, we can decompose the jump in T at ¢ = vi,1 into three different contri-
butions,

K k(vges
r<v;<+1>—r<v;<+1>=(2 elra:) )“K”(l 1)

a o
k=1 )\IE(UK+1) + /,L+(/UK+1) T_ Tj
N M (v 11
+( Z % +(vrce) bk)wK+1 (—+——_
porr2 AT (VK1) + p- (VK1) v TY
+ lm (ager (FF) + lim (bger ()

CNVK+1 CAVK 41
K k
A -2
> ( . "(vK+1) ak) WK +1 (Xf ++XN)
21 A2 (vkes) + pr(VRA1) T-7T7
. ( N )\]i(UK+1) bk)w 2(xn — xs)
+ -
pgeio N (vger1) + - (viee1) T+T;
4xsp*(0) 4xsp”(0)
+ WK1 —T;T_‘ + WKH—T:T_*

Interestingly, the last line does not depend on the reaction-diffusion coefficients («, Dg).
On the other hand, the remainder is arbitrarily small as p, > A¥, for instance as a — oo, all
other parameters being unchanged. In the latter case, the jump is positive as a consequence
of Proposition 7.5 (see Figure 9).
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FI1GURE 10. Variations around Figure 9, with {—1, =Viin, Vimin, 1}. Interestingly,
we observe a transition between coexistence of two travelling waves — a slow wave
(¢ » 0.2) and a fast wave (¢ ~ 0.6) — and existence of a unique wave (¢ » 0.4 for
both v = 0.1 and vy, = 0.8, by pure coincidence). There is some apparent
paradox here: by increasing the minimal speed v,;, from 0.5 to 0.8, the fast wave
disappears (observe the behaviour of the ”fast” branches on the right side). On the
other hand, by decreasing the minimal speed, the slow wave disappears (observe
the behaviour of the ”slow” branches on the left side). In particular, decreasing
Vmin results in increasing the wave speed.

7.4. Numerical investigation. We conclude this section by some numerical illustrations.

Firstly, we investigate the case of four velocities, say V = {-1, =Vyin, Vinin, 1 }. Figure 9
exhibits one particular case for which there is seemingly two roots of the matching equation
T (c) = 0. This is the exact counter-part of the exchange of modes happening when ¢ crosses
the discrete velocity vimin. There is a positive jump discontinuity in T as ¢ - vi,. This
corresponds precisely to the non-zero amplitude which is transferred instantaneously from
the left to the right side of the origin as ¢ crosses v, We believe that both travelling
waves are stable (see [9] for more thorough discussion based on numerical experiments).
This yields some interesting paradox (see Figure 10).

Secondly, we exhibit another intriguing case, with a larger number of velocities (an
idealization of the continuous case) for which there is seemingly no solution to the matching

equation Y(c) = 0 (Figure 11). The long time behaviour of the Cauchy problem is very
difficult to conceive in the mind.

8. PERSPECTIVES

8.1. Moderate signal integration. It would be interesting to include more functions
than the sign function ¢ = —sign in (1.2) during the course of analysis. Indeed, a more
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FIGURE 11. Non existence of the travelling wave. Here, V = (-1,1), and dv(v) =
1+5exp(—4|v|)dv. Other parameters are xs = 0.48, yn = 0.44, o = 50 and Dg = 0.5.
(Left) The function Y(¢) = 9,5(0) is plotted for admissible values of ¢ € (0,c*).
It is always negative, so that the peak of S is always located on the left side
of the origin. Hence, there is no solution to the travelling wave problem with
basic monotonicity assumptions (S uni modal, and N increasing). The velocity
set is discretized for numerical purposes, with a step Av = 0.01. The smallness of
increments in speed ¢ (Ac = dv/3) enables to catch small irregular structure of Y.
(Right) The macroscopic density profile p(z) is shown for the specific value ¢ = 0 to
illustrate the following paradox: despite the global tendency to move to the right
(xn is relatively large), the profile p is locally sharper on the right side of the origin,
rather than on the left side. Of course, the global shift of the density is recovered
at large scale (exponential decay is sharper on the left side), but only small scales
matter here, because chemical parameters are chosen so that the typical length
scale of the chemical signal transmission is \/a/Dg = 0.1. The stationary signal
concentration S is superimposed in green line.

appropriate choice would be a decreasing sigmoidal function with a stiffness parameter
7 >0 that is a typical time-scale [28],
v’) .

(22
Time 7 can be related to the adaptation time-scale of individual cells [25].

There are two important differences with the analysis performed here: first, the tumbling
rate cannot be reduced to an elementary rule of signs. Also, the confinement effect is more
involved, as the rate of confinement A strongly depends on the asymptotic decay of chemical
concentrations.

Dlog S
= —tanh
U,) an (7- Dt

8.2. Delay effects during signal processing. Clearly, the assumption of instantaneous
signal integration is very reductive. A way to relax this strong assumption consists in
including more variables in the kinetic model, accounting for signal processing at the level
of individual cells [13, 34, 16, 33, 25]. However, this makes the analysis much more com-
plicated. Reduced model different from (1.1) could be investigated first.
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8.3. Angular persistence. By relaxing the specific choice (1.4), angular persistence dur-
ing tumbling can be taken into account. In fact pre- and post-tumbling velocities (v',v)
are correlated. The mean value of the directional change is approx. 68° [6, 28]. This can
be encoded in the model using a Gaussian p.d.f. to distribute the post-tumbling velocity,
namely

2
In [28], it has been further evidenced that the standard deviation ¥ itself is modulated
by the chemical gradients, as predicted in [32]. This can be put into the model via the

dependency ¥ = (¢, z,v"), where X is an increasing function of the tumbling rate A: more
likely is the tumble, larger the deviation between v and v’ is expected.

1 -0
K(v,v’)zzexp(v Y ),

8.4. Two-species concentration waves. In [2, 12], the authors investigate a two-species
model for the interaction of two populations of bacteria with different intrinsic wave speeds.
The analogue of the diffusive limit system (2.1) is analysed by seeking travelling wave
solutions. As far as we know, the corresponding kinetic system has not been studied yet.
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