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Abstract: 

Distributed computing (DC) system is widely implemented due to its low setup cost and high 

computational capability. However, it might be vulnerable to malicious attacks like computer 

virus due to its network structure. The service reliability, defined as the probability of fulfilling a 

task before a specified time, is an important metric of the quality of DC system. This paper 

attempts to model and compute the service reliability for the DC system under virus epidemics. 

Firstly, the DC system architecture is modeled by an undirected graph whose nodes (i.e. 

computers) have a continuous-state model representing its computational capability. Then a set 

of epidemic differential equations are formulated and solved to obtain the state dynamics of each 

node under the virus epidemics. A universal generating function (UGF) based approach is 

proposed to calculate the service reliability of DC system. Numerical results show the 

effectiveness of the proposed method. The sensitivity analysis on the model parameters, the 

comparison with centralized computing system and the optimization of defense level parameter 

are also conducted.  

Keywords: service reliability, distributed computing system; virus epidemics; continuous-

state model; differential equations; universal generating function 

 

I. Introduction 

Distributed computing (DC) system [1] is a collection of multiple autonomous computers that 

can communicate through a computer network to solve a large computational task. The purpose 

of the DC system is to coordinate the use of shared resources and provide communication 
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services to the users [2]. Comparing to the centralized computing system, the DC system 

possesses many advantages, such as high performance, low setup cost, and potential for 

enhanced reliability [3-5]. Therefore, DC system has gained increasing popularity in many 

application fields such as distributed software/hardware system [4, 6], distributed power 

generation [7], distributed sensor system [8], and etc.  

Like many other computing systems, the service quality of DC system is of high concern to the 

majority of practitioners. Service reliability, which measures the capability of a system to 

accomplish its tasks on time, is a very important metric of DC system service quality [9]. Many 

research works have been devoted to modeling and analysis of the reliability (including service 

reliability) of DC systems [9-13]. However, most of the previous research works have focused on 

the failures caused by the ‘unintentional’ defects embedded in the DC hardware infrastructure 

and the installed software. In practice, external factors such as infective computer virus become 

widely spread in the current computer networks [14]. In this paper, we focus on the type of virus 

which can reproduce themselves and infect other computers in the network. If the virus 

successfully parasitizes one computer, it will rapidly copy itself, consume the computing 

resources (e.g. CPU and memory) of the host, and attempt to infect other healthy computers via 

network connections (e.g. email, FTP transfer, message exchange, etc). This process will repeat 

on other infected computers and may eventually lead to a great loss of computational capability 

of the whole DC system if the situation is not attended to.  

Protecting the DC system against the virus attacks becomes an increasingly important issue [6] 

and this type of protection is clearly different from the protection against ‘acts of nature’ or 

‘accidents’ [15]. For example, the CPU breakdown in a computer usually will not affect the 

operations of other computers connected in the same network. In the literature of reliability 

research, many studies have been devoted to intentional attack protections by designing 

protection strategies for different systems (e.g. power substations, defense systems, etc) [16-20], 

but few have investigated the attacks with epidemic characteristics, such as computer virus [21]. 

In the field of epidemiology modeling, some research works have addressed the virus spreading 

issue in computer networks, but the emphasis is on the speed and range of the spreading [21-23]. 
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To bridge the gap, in this work the service reliability of the DC system is modeled and computed 

under the virus epidemics with the consideration of possible system noises. 

The rest of this paper is organized as follows. In Section II, the general model of virus epidemics 

is proposed: the continuous-state model is used to describe the computational capability of each 

node in the DC system and the epidemic differential equations are set and solved to obtain the 

time-dependent state index. In Section III, service reliability is defined based on the virus 

epidemic model and the universal generating function (UGF) technique is adopted for computing 

service reliability. Section IV illustrates the proposed model on a numerical example with 1) the 

sensitivity analysis on the defense level parameter and the processing speed coefficient, 2) the 

comparison with centralized computing system and 3) the optimization of defense level 

parameter. Section V concludes this study with some possible future research directions. 

 

II. Modelling of Virus Spreading in Distributed Computing Systems 

Notations 


 

Range of continuous state ]1,0[ , where 0 indicates the perfect 

functioning state and 1 indicates the complete failure state. 

T System time 

N Total number of nodes in the computer network 

G The undirected graph representing the computer network 

V The set of nodes in the computer network 

vi 
Node i in the computer network 

L The set of communication channels in the computer network 

lij The communication channel that links node vi and vj 
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)(ti  
The state index of node i at time t 

i  
The neighborhood set of node vi 

Ei 
The set of subtasks distributed to node i 

i  
Defense parameter at node vi 

k  
Percentage of the raw data in sub-task k 

dk The amount of data related to subtask k 

)(tki
 

Data processing speed of subtask k by node vi at time t 

ki  
Processing speed coefficient which links the processing speed to the node 

state 

)(TRki  
Probability that all the transmission and processing operations of subtask k 

assigned to node i can be finished by time T 

K Total number of subtasks 

 

In this work, the DC system is modeled as an undirected graph ),( LVG  , where 

}1|{ NivV i   is the set of computers (nodes), and },1|{ NjiNilL ij   is the set of 

communication channels (links) connecting the nodes. It is noted that many authors have 

assumed homogeneous elements (no difference between nodes and links) in DC system [9, 10]. 

However, for the virus epidemic modeling, nodes are usually treated as infectious components 

while the links are treated as the noninfectious channels for virus spreading [12, 23]. 

  

2.1 A continuous-state reliability model of individual nodes 

Markov chain model is one of the conventional approaches for modeling DC system reliability 

with a number of discrete states [13], where each node has two states: online (functioning state) 
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or offline (failure state) and the transition diagram is established to model the system state 

changes. However, the size of Markov state space grows exponentially with the increase of the 

number of nodes and the degradation states [24]. Moreover, when a node is under virus infection, 

it will not completely lose its computational capability in short time. Once a virus successfully 

resides onto a node, it attaches itself to some executable files. Its code will be executed when one 

user attempts to launch an infected program. After the execution of its code, the virus may 

replicate itself into other programs. Progressively, more and more programs will be infected and 

the running virus codes will consume greater amount of computing resources and slower down 

the entire computer. Therefore, a two-state model is not sufficient to describe the degradation 

phenomena of individual nodes.  

A feasible alternative is the continuous-state model, which has been considered by many studies 

on computer virus epidemiology [21-23] where the state of each node takes real values to 

represent the degradation condition of the computational capability. In addition, continuous state 

models have already been considered by a number of reliability researchers, since many real-

world systems and components exhibit the continuous type of degradation [25-28]. 

The continuous-state model defines a state space ]1,0[  representing all possible 

intermediate real-valued levels between the two extremes: ‘0’ is perfect functioning state and ‘1’ 

is the complete failure state. In addition, )(ti  
denotes the state index of node i at time t. In the 

next section, we will apply the epidemic functions to solve )(ti . 

 

2.2 Virus Epidemic Model 

In this section, we describe the epidemic differential equations for the virus spreading in our 

model. From the assumptions made in section 2.1, if a node vi is at healthy state, then 0)( ti . 

The deviation from the normal state represents the level of damage to the node. The strength of 

interactions between node vi and its neighbor vj is defined by the weight wij attributed to the edge 

eij. In this study, the weight is set to be proportional to the speed of the communication channel 

between two nodes. For node vi, its state is dependent on the cumulative impacts from all its 
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neighbors ijv   each proportional to the connection strength wij with some time delay tij, and  

its own ability to defend virus infection. Taking all the above factors into consideration, the 

status change of node vi can be represented using the following epidemic differential equation: 

ii

j

ijjiji tttwt
dt

d

i

 )()()( 


                                         (1) 

where i  is the set of neighboring nodes that have direct connections to node i and i is the time 

independent parameter that represents the ability of node vi to defend virus infection. i  is an 

important parameter with physical meanings. For example, the anti-virus software such as 

McAfee usually offers different levels of protections ranging from basic to total protections. The 

more protections the anti-virus offers the higher price it has. Based on the single epidemic 

equation in (1), we establish the following equation system to model the combined effects of 

virus spreading and anti-virus mechanism in the entire DC system.  
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There are many methods to solve such differential equation systems like (2). The Laplace 

transform   



0

)()( dtettL st
 
is an effective approach with the property that 

    )0()()('   tsLtL . After taking the Laplace transform on the both sides of eq. (2), the 

transformed equation system can be solved via linear algebra given the initial conditions

),,...,1(0)0(,1)0( ijNjji   . Then the inverse Laplace transform is applied on the 

obtained solutions to finally derive the solutions to (2). In Section 2.3, an illustrative example is 

presented to obtain the node state index 
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2.3 An Illustrative Example 

Fig 1 shows a 5-node DC system with the node 1 infected by a certain type of virus. The edge 

weight and node virus defending parameters are assigned with some preset values, as shown in 

Table 1. The edge weight is determined by the speed of data transmission, e.g. megabyte per 

second (mbps), between two nodes, whereas the virus defense parameter can be determined by 

the protection level of the anti-virus software installed in each node. 

 

Fig.1 A 5-node DC system with the node 1 infected 

 

Table.1 Weight of edges and virus defense parameter 

Edge 12e  
13e  

15e  
23e  

34e  
35e  

45e  

Weight 0.04 0.09 0.03 0.01 0.06 0.02 0.05 

Node 1 2 3 4 5   

 0.2 0.05 0.2 0.125 0.1   

 

The initial conditions imply that 0)0(,0)0(,0)0(,0)0(,1)0( 54321   . Since the 

size of virus (about few Kbits) is often very small comparing to the bandwidth of the 

communication channel, the time delay caused by network traffic is assumed negligible. Based 

on the conditions mentioned above, the virus epidemics equations are written as follows. 
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  (3) 

The eigenvalue method is used to solve (3).  The solutions are as follows: 
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       (4)  

It can be derived from (4) that  

0)(lim 


ti
t

                                                             (5) 

which implies that the DC system would end up in a totally healthy state in the long run.  Such a 

conclusion can be attributed to the continuous efforts of virus defending mechanism. The plot of 

)(ti over time shows the trend of the expected behaviors of each node. 
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Fig.2 Plot of )(ti over time 

As can be seen from Fig.2, the state index of node 1 first drops steeply from 1 with time and then 

it begins to reduce more smoothly. This phenomenon is due to the virus defending mechanism. 

The curves of node 2, 3, 4 and 5 are similar. They all start from 0 and gradually increase. The 

node which has larger weighted edge connecting with node 1 is expected to be infected faster 

than the others at the beginning. This situation is validated in the form of a steeper increasing 

curve of )(2 t . It is also worth noting that the state index of each node becomes relatively stable 

as time increases. 

In the next Section, the service reliability is modeled and computed. 

 

III. Service Reliability Modeling of Distributed System Under Virus Epidemics 

Based on the epidemic model of virus spreading presented in Section II, this section derives the 

service reliability of the DC system. Suppose that the entire task is divided into K sub-tasks 

which are distributed to the N nodes for processing. One node can process multiple subtasks and 

a subtask can be distributed onto multiple nodes for processing. The service reliability is usually 
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considered as the probability of successfully completing a target task within a predefined period 

of time [9, 29]. In this work, we adopt this definition into the context of virus epidemic and 

regard the service as successful if it is finished within time T.  Prior to the reliability model, the 

assumptions for the task processing and transmission are presented as follows: 

1. Each node can execute multiple subtasks simultaneously. A node starts to execute an 

assigned subtask immediately after it gets all necessary inputs, and the data processing 

speed depends on its state and the type of subtask. 

2. Each link has a data transmission speed (bandwidth), of which a stable portion is 

occupied by one subtask throughout the entire task transmission and processing period. 

This assumption is in line with the multiplexing technique for computer communications. 

3. The data transmission time within each node is negligible. 

4. For each sub-task at one node, the data is transmitted through a same set of links before 

and after the execution.  

5. The hardware failures due to natural causes are not considered because these failure 

probabilities are usually very low and the focus of our study is on virus spreading. 

 

3.1 Service reliability of one subtask distributed to one node 

Let kd  denote the amount of data related to sub-task k. It is noted that kd  contains two different 

sets of data: 1) the raw data forwarded to the processing node for processing; 2) the output data 

of the processing node which has to be sent back to the initiating node. Let k  denote the 

percentage of the raw data in sub-task k, then kk d  is the amount of raw data to be processed on 

certain node and kk d )1(   is the amount of result data to be returned to the initiating node. The 

data is transmitted between node vi and the node that initiates the subtask, through a same set of 

links kiL  before and after the execution of the sub-task at one node. Thus the data transmission 

speed for sub-task k transmitted to resource vi is  

)(min j
Ll

ki ls
kij

      (6) 
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where jl  is the transmission speed (or bandwidth) of the jth link in kiL  occupied by the sub-task k 

executed by node i. Hence the transmission time of the sub-task k is obtained as follows: 

ki

k

ki
s

d
T       (7) 

      Let Ei denote the set of subtasks distributed to node i. It can be obtained from (7) that it takes 

kikki Tt 
 
units of time for node i to start processing subtask k. Similarly the time needed for 

node i to send back the results of subtask k can be obtained as .)1( kikki T   

     The processing speed of subtask k by node vi: )(tki
 
is negatively related to the state index 

)(ti  of node i at time t . In practice, the relationship between )(tki  and )(ti  can be estimated 

from real data as follows  

)())(()( ttft kiikiki  
                                                   (8) 

where 
)(kif

 is a decreasing function defined on [0,1] and 
)(tki

 is the noise of the processing 

speed  following a Gaussian process with mean 0. To judge whether node i can finish processing 

subtask k before time t, we need to calculate the amount of data of subtask k that can be 

processed by node i from tki to kiT 
, which can be expressed as 
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     The probability that node i can finish processing subtask k can be calculated as 

   )Pr()( kkkiki dYTR                                              (10) 
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     Denote dttZ
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t
kiki )(






 . According to the property of Gaussian process, Zki itself is a 

normal random variable with mean 0. The variance of Zki and thus of kiY  can be obtained as 

follows: 
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It can be seen that the variance of Yki is determined by the covariance function of the Gaussian 

process, which describes the covariance of noises at any pair of time points. Different covariance 

functions need to be used depending on the mechanism of the noises associated with the subtask 

processing speed. Specifically, if the covariance of the noises at different time points is 0 and the 

noise variance at any time t is a constant 
22

)( kiki t   , we have 
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Furthermore, we have 
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                                          (13) 

where )(  represents the cumulative probability function of standard normal distribution.  

 

3.2 Total service reliability 

In this section, we utilize the UGF approach to derive the total service reliability based on the 

reliability index obtained in the section above for individual subtask on one single node. UGF 

was first introduced by Ushakov in 1986 [30] and it proves to be very effective in evaluating 
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reliability of complex multi-state systems. Much research has been done on incorporating UGF 

into reliability analysis of various k-out-of-n systems, series-parallel systems, weighted voting 

systems, acyclic information networks, and manufacturing systems [31-34]. The UGF of a 

discrete random value X is defined as a polynomial, 

,)(
1

0







W

w

x

w
wzpzu                                                       (14) 

where the variable X has W possible values and pw is the probability that X takes the value xw.   

      In our case, the UGF of each subtask k distributed to node i is defined as  

zRzRzu ki

k

kiki  )1()( }{                                              (15) 

where φ denotes the empty set. The UGF representing two different subtasks distributed to node 

i can be obtained as  
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where Sk and Bl represent the sets of subtasks, and 
union
  is the proposed union composition 

operator. By iteratively combining the UGF representing all the subtasks distributed on node i, 

the UGF of the node i can be obtained as  

hQ
H

h

hi zPzU 
0

)(                                                     (17) 

The UGF of the DC system can be obtained by combining the UGF of all the nodes together as 
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N
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The service reliability can be obtained as 
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where )(  is the redistributive operator designed to obtain the system service reliability.  

 

IV. A Numerical Example 

 To illustrate the proposed method for DC service reliability computation, the example in 

Section 2.3 is extended. Suppose that a task needs to be processed within T=5.5 seconds. The 

resource management server (RSM) has divided the task into three subtasks and dispatched them 

as E1={1,2}, E2={1}, E3={2}, E4={2,3}, E5={3}, as shown in Fig.3. In real industrial practice, 

the algorithm for determining task dispatching is very complicated and interested readers are 

encouraged to refer to [1]. The size and the percentage of raw data for each subtask are given as 

mbitsdmbitsdmbitsd 20,30,20 321 
 
and 5.0321   . For simplicity, let the relationship 

of processing speed and the node state have the following form: 

)())(1()( ttt kiikiki  
      

where 
ki  is the processing speed coefficient that links the processing speed to the node state. It 

is assumed that 4ki  and )(1))()(( 2121 ttttE kiki   for k=1,2,3 and i=1,…,5, where 

1(TRUE)=1 and 1(FALSE)=0. Subtasks 1 and 2 need to get their inputs from and send back the 

results to node 1. Subtask 3 needs to get inputs from and send back results to node 5. 
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Fig.3 The 5-node DC system with distributed subtasks 

The bandwidths of the edges are provided in the Table 4. 

Table.4 Bandwidths of the edges  

Edge 12e  
13e  

15e  
23e  34e  35e  45e  

bandwidth 40mbps 90mbps 30mbps 10mbps 60mbps 20mbps 50mbps 

 

It is assumed that L12={e12}, L23={e13}, L24= {e13, e34}, L34= {e45}. Note that e13 is in 

both L23 and L24. In this study, we assume that 50% bandwidth of e13 is occupied by the 

transmission of sub-task 2 executed by node 3, and the other 50% bandwidth of e13 is occupied 

by the transmission of sub-task 2 executed by node 4.  

A. Reliability calculation 

According to (6), we have 

mbpss 4012  , mbpss 4523  , mbpss 4524  , mbpss 5034   

Furthermore, from (7) we have 

sT 5.012  , sT 67.023  , sT 67.024  , sT 4.034   

1 

2 

3 

4 

5 

{1} 

{1,2} 

{3} 

{2} 

{2,3} 
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Thus, it follows 

st 25.01212   , st 33.02323   , st 33.02424   , st 2.03434    

According to (9), we have 

0790.8)(422)(
5.5

0
111   dttYE  , 0790.8)(422)(

5.5

0
121   dttYE  , 

4662.18)(420)(
25.5

25.0
212   dttYE  , 7281.16)(436.19)(

17.5

33.0
323   dttYE  , 

9785.18)(436.19)(
17.5

33.0
424   dttYE  , 0227.20)(44.20)(

3.5

2.0
434   dttYE  , 

7666.20)(422)(
5.5

0
535   dttYE   

where  

4802.3)(
5.5

0
1  dtt , 3834.0)(

25.5

25.0
2  dtt , 6513.0)(

17.5

33.0
3  t , 

0887.0)(
17.5

33.0
4  dtt

,
0943.0)(

3.5

2.0
4  dtt

,
3084.0)(

5.5

0
5  dtt

,  

 
are obtained from (4). 

From (12) and )(1))()(( 2121 ttttE kiki  ,  we have 

)()( kiikki tTYV    

From (13), we have  

2064.0)
5.5

9210.1
(1)10Pr()( 1111  YTR

,
0016.0)

5.5

9210.6
(1)15Pr()( 2121  YTR

, 
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9999.0)
5

4662.8
(1)10Pr()( 1212 


 YTR
,

7842.0)
83.4

7281.1
(1)15Pr()( 2323 


 YTR
, 

9649.0)
83.4

9785.3
(1)15Pr()( 2424 


 YTR
,

0000.1)
1.5

0227.10
(1)10Pr()( 3434 


 YTR
, 

0000.1)
5.5

7666.10
(1)10Pr()( 3535 


 YTR

. 

(The probability of finishing subtask 1 is .9999.0)(1))((1(1)( 12111  TRTRTR  The 

probability of finishing subtask 2 is .9924.0)(1)((1))((1(1)( 2423212  TRTRTRTR  The 

probability of finishing subtask 3 is .0000.1)(1))((1(1)( 35343  TRTRTR  Thus 

R(T)=0.9999*0.9924*1=0.9924. The complete UGF procedures are listed below. The UGF result 

includes more information than just a reliability value.) 

From (15), we have 

zzzu 7936.02064.0)( }1{

11 
,

zzzu 9984.00016.0)( }2{

21 
,

zzzu 0001.09999.0)( }1{

12 
,

zzzu 2158.07842.0)( }2{

23 
,

zzzu 0351.09649.0)( }2{

24 
,

}3{

34 )( zzu 
,

}3{

35 )( zzu 
 

From (16), we have 

zzzzzU 7933.00013.02061.00003.0)( }2{}1{}2,1{

1 
, 

zzzU 0001.09999.0)( }1{

2 
, 

zzzU 2158.07842.0)( }2{

3 
, 

}3{}3,2{

4 0351.09649.0)( zzzU 
 

}3{

5 )( zzU 
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Furthermore, we have 

zzzzUzU
union

0001.09983.00016.0)()( }1{}2,1{

21 

 
}2{}1{}2,1{

321 0001.02154.07845.0)()()( zzzzUzUzU
unionunion



 
}3,2{}3,1{}3,2,1{

4321 0001.00076.09923.0)()()()( zzzzUzUzUzU
unionunionunion


 

}3,2{}3,1{}3,2,1{

54321 0001.00076.09923.0)()()()()()( zzzzUzUzUzUzUzU
unionunionunionunion



 

According to (19), the service reliability is 0.9923. 

B. Sensitivity Analysis 

In this Section, the sensitivity analysis is performed on two model parameters, namely the 

defense level and the processing speed coefficient, that are influential to the computation of DC 

system service reliability.  

In order to investigate the effects of defense level on the node states, Fig 4 (a) and 4 (b) shows 

the expected node states when the defense parameter of each node is as four times/twice bigger 

as the defense parameter shown in Table 1. With comparison to the curves in Figure 2, it clearly 

reflects the fact that the nodes are generally much healthier and the infected nodes return to 

healthy states more rapidly when stronger defense is available. 
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Fig.4a Plot of )(ti over time with the defense parameters being 4 times larger than those in 

Table 1 
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Fig.4b Plot of )(ti over time with the defense parameters being twice larger than those in Table 

1 

Fig.5 shows the curves of service reliability as a function of processing speed coefficient for 

different levels of defense. It is assumed that the processing speed coefficient 
ki   is the same for 

every k and i. It can be seen that the service reliability has a S-shaped increase when the 

processing speed coefficient increases and the higher service reliability is associated with the 

higher defense level. The S-shaped curve is attributed to the reason that the pdf of a normal 

distribution is higher nearer the center so that the reliability of a subtask distributed to a node 

increases faster when the absolute difference between kiY  and kk d  in (13) is smaller.  
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Fig.5 Service reliability versus processing speed coefficient for different levels of defense 

C. Comparison with centralized computing system 

Consider the situation that there is only node 1 in the computing system and all the subtasks 

are assigned to it. As the cost for constructing and defending other nodes are saved, the defense 

parameter for node 1 has changed from 2.01   to .
~

1  The initial state of node 1 is 1)0(1  . 

The state equation of node 1 can be expressed as

 
)()( 1

~

11 tt
dt

d
 

 

It is easy to know that .)(
~

1

1

t
et

 
  For a fair comparison, it is still assumed that 

)())(1(4)( ttt kiiki    and )(1))()(( 212111 ttttE kk 
  
for k=1,2,3.  

     Similarly, we can obtain  

~

1

5.5
5.5

0
1312111

)1(4
22)(422)()()(

~
1







 
e

dttYEYEYE
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5.5)( 1 kYV  

Furthermore we have 

)
5.5

12
.)1(4

(1)10Pr()(

~

1
1111

~
1










 T
e

YTR
, 

)
5.5

7
.)1(4

(1)15Pr()(

~

1
2121

~
1










 T
e

YTR

, 

)
5.5

12
.)1(4

(1)10Pr()(

~

1
3131

~
1










 T
e

YTR
 

Thus the reliability of the centralized system is better if  

9923.0)()()()( 3121111  TRTRTRTR . 

When T=5.5, the reliability of the centralized system is as shown in Fig. 6. The system reliability 

is greater than 0.9923 when the defense parameter is greater than 3.05.  
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Fig. 6 Reliability of centralized system as a function of the defense parameter 

Note that our comparison between centralized computing system and distributed computing 

system is based on the assumption that the infected node is curable regardless of the severity of 

the infection. In some other cases, the defense may become invalid when the infected node is 

overly damaged, i.e., its state index is above some threshold. In such cases, it is more reasonable 

to use distributed system structure. If some nodes in a distributed computing system have already 

become incurable, the defense mechanism can still prevent other nodes from infection and they 

may be able to complete the system mission. However, for the centralized computing system, it 

fails as long as the single node has become incurable. 

 

D. Optimal allocation of defense level 

In case the defense level of one individual node can be controlled by the amount of defense 

resource allocated to the node, the optimal allocation of defense level can be studied. For a DC 

system with N nodes, the optimal defense level allocation problem which maximizes the system 

reliability subject to a given cost can be formulated as 
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Maximize ),...,( 1 NR 
 

Subject to 01 ),...,( CC N 
 

where ),...,( 1 NR   and ),...,( 1 NC   are respectively the system reliability and the total cost 

when the defense levels of the nodes are N ,...,1 , and 0C  is the maximum allowable cost. For 

illustration, consider the optimal allocation of defense level for the system presented in part A of 

this section. Without loss of generality, it is assumed that  

5432151 ),...,(  C
 

and 
0.575.0.10.1250.20.050.20 C  

The optimal defense levels of the nodes are found to be )0,0,0,0,575.0(),...,( 51  . The 

corresponding system reliability is 0.9968. 

      Note that our model is readily adapted to more general case where the defense parameters 

take stepwise values instead of constant ones throughout the system mission time. To fulfil this, 

we need to divide the system mission time into certain periods such that the defense parameters 

are constant within each but can change in different periods. In this case, we need to first solve 

equation (2) to obtain the node state index in the first period given the initial condition at mission 

time 0. Then, we can solve (2) for the node state index in the second period given the node state 

index value at the end of the first period as the initial condition. Iteratively, the node state index 

throughout the whole system mission can be solved as a piecewise function of time. With the 

state indices of all the nodes, the system reliability can be calculated in similar procedures. The 

optimal defense resource allocation will be formulated as  

Maximize )),...,(),...,,...,(( 1111 NMNMR 
 

Subject to 01111 )),...,(),...,,...,(( CC NMNM 
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where M is the number of periods, )),...,(,...,),,...,(( 1111 NMNMR   and 

)),...,(,...,),,...,(( 1111 NMNMC   are respectively the system reliability and the total cost when 

the defense levels of the nodes are Nkk
 ,...,1  

for each period Mk 1 , and 0C  is the maximum 

allowable cost. 

V. Conclusions and Future Works 

 DC system is popular in industry because of its low setup and maintenance cost as well as 

high computational capability. However, due to the network nature of DC system, it might be 

vulnerable to virus attacks. This paper focuses on the computation of the service reliability of DC 

system under virus epidemics. The computational capability of individual node is modeled by a 

continuous-state model. The network topology of DC system is explicitly modeled as an 

undirected graph. A set of differential equations are formulated to describe the node state 

dynamics due to virus spreading. A universal generating function based approach is proposed to 

calculate the service reliability of the DC system. A numerical example is presented for 

illustration. The sensitivity analysis on the model parameters, the comparison with centralized 

computing system and the optimization of defense level parameter are also conducted.  

 The results show that enhancing the virus defense of each node i is an effective way of 

recovering the system from virus attacks but it may be costly if every node has to be attended to. 

In future research, we will attempt to implement the developed methods onto larger scale DC 

systems. In addition, it is an essential issue to evaluate the risk in different fields [35-37]. Thus 

another direction is to conduct risk analysis on our continuous state epidemic model. 
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