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Our technological civilization has had to confront numerous
technological challenges such as finding the optimal solution
of various problems including control technologies, power
sources construction, and energy distribution amongst oth-
ers. Analysis and prediction of complex system behavior such
as stock exchange or other complex engineering structures
and devices. Technology development of those and related
areas has had and continues to have a profound impact on
our civilization and lifestyle.

The topics discussed in this special issue belong to these
mentioned areas and are mutually joined into a comprehen-
sive text, which while discussing the specific selected topics
gives a deeper insight to the interdisciplinary fusion of those
modern and promising areas of emerging algorithms and
technologies.This special issue discusses themutual intersec-
tion of interesting fields of research, as artificial intelligence,
unconventional algorithm, complex system behavior like
chaos, soft computing, simulators, and software engineering
amongst others. Novel techniques are also discussed in this
special issue, which are able to handle tasks such asmodel and
control of various systems, optimization by means standard
and novelmethods. Togetherwithmany interesting emerging
technologies, a readerwill also find in the special issue various
mathematical and algorithmical methods used for proposed
applications.

Therefore, this special issue is a timely volume to be
welcome by the community focused on above mentioned
techniques and beyond. This special issue is devoted to the

studies of common and related subjects in intensive research
fields of modern algorithms and their applications. For these
reasons, we believe that this special issue will be interesting
to scientists and engineers working in the above mentioned
fields of research and applications.
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The impact of the classification method and features selection for the speech emotion recognition accuracy is discussed in this
paper. Selecting the correct parameters in combination with the classifier is an important part of reducing the complexity of
system computing. This step is necessary especially for systems that will be deployed in real-time applications. The reason for the
development and improvement of speech emotion recognition systems is wide usability in nowadays automatic voice controlled
systems. Berlin database of emotional recordings was used in this experiment. Classification accuracy of artificial neural networks,
k-nearest neighbours, and Gaussian mixture model is measured considering the selection of prosodic, spectral, and voice quality
features. The purpose was to find an optimal combination of methods and group of features for stress detection in human speech.
The research contribution lies in the design of the speech emotion recognition system due to its accuracy and efficiency.

1. Introduction

The development of applications and services is trying to
deploy natural interaction betweenman and computer. Spec-
ifying commands by voice and movements is very popular
nowadays. The majority of information is extracted from
human speechwith rather good accuracy.Human speech also
includes secondary information, which holds properties of
the speaker. Age, gender, emotional state, speech error, and
other features are contained in human speech.Thementioned
source characteristics are highly valuable, because speech
features can be simulated only by person with good acting
skills. As the title suggests, this paper describes a system
for classifying emotional state of human speech. Emotion
is one of the characteristics of human which describes
his mental condition affecting physiological changes in the
human body. These changes are also reflected in the human
speech. Information about the emotional state is requested
in many fields. Statistical evaluation of customer satisfaction
and his interest in the products is evaluated by affected
emotional state. This information is a direct response to any
stimulus. Call center agents can be evaluated with regard to

their work and access to the customer. There is a chance to
train new agents and teach them to correct the procedure of
communication with the customer. Human body influenced
by stronger emotions is getting stressed. Sectors such as
police, firemen, and especially military generate the greatest
emotional pressure on employees. Dispatching orders can
be directly influenced by information from speech emotion
recognition system. Speech signal can serve as an authoriza-
tion key in access systems. Speech is affected by physiological
changes caused by changing emotions. An authorized user
can be denied because authorization unit recognizes the stress
speech as a wrong key. These are just the first examples
of utilizations for speech emotion recognition systems. It
is obvious that the system will have great application in
human-machine interaction. Therefore it is appropriate to
identify a classification ability of different classifiers for
different emotional states. One of the related works, but
a more extensive research summary from Mr. El Ayadi et
al., is published in the article “survey on speech emotion
recognition: features, classification schemes, and databases,”
which is mentioned in [1–4].
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2. Speech Emotion Recognition System

System design consists of several blocks, which it distributed
to major functions. Input values are represented by audio
signals from created database and used for training and
testing. Block diagram of the system is shown in Figure 1.

The quality of the input data, the audio signal in this
case, has a direct impact on the classification accuracy.
For this reason, the Berlin database containing over 500
recordings of actors consisting of men and women is used.
The database contains 10 sentences in the seven emotional
states. This corpus of recordings is considered as a high-
quality database, because it was created by professional actors
in the sound studio. Blocks 𝑎, 𝑏, and 𝑐 represent point of
view for emotion recognition. The system can be designed
and used for detecting the stress of the speaker (option
𝑎), for recognition of all emotional states, as in the case
of the Berlin database in which they are seven (option 𝑏).
Other approaches to the problem are represented by block
𝑐. As mentioned, the speech signal has to be modified by
routine preprocessing operations such as removing the DC
component, preemphasis, and segmentation stochastic signal
into quasiperiodic frames.

Speech recognition system is context independent, that
is, taking into account only signal parameters, not content
information. These parameters are the training and testing
vectors for classifiers [5–7].

The calculation parameters are represented by the fea-
tures extraction block that extracts the following:

(i) 39 Mel-frequency cepstral coefficients (MFCC) and
dynamic parameters (first and second derivative of
MFCC),

(ii) 12 linear prediction coefficients (LPC),

(iii) 12 linear spectral pairs (LSP),

(iv) 8 prosodic features (RMS energy, log-energy, zero
crossing rate (ZCR), mean crossing rate (MCR),
position of maximum, maximum, minimum, and
harmonic-to-noise ratio (HNR) [8].

3. Classifiers

Individual research shows that it cannot be said which
classifier for emotion recognition is the best. Each classifier
or their combination achieved some results accuracy, which
depends on several factors.The success of classifier is directly
dependent on the data. This is derived from the fact that
the accuracy varies with the data character such as the
quantity, density distribution of each class (emotions), and
the language too. One classifier has different results with
acted database, where the density of each emotion is equitable
and different with real data from call center where normal
(calm) emotion state occupies 85 to 95 percent of all data.
Appropriate choice of parameters has a considerable effect
on the accuracy of these classifiers.The following subsections
describe the used classification methods.

Berlin EmoDB

a

b

c

Recognition
rate

Emotion

SERS

Preprocessing 
Features

extraction

Classification

Control

Figure 1: Block diagram of speech emotion recognition system
(SERS). The system consists of a database that is used for training
and testing and other blocks that describe functions of the algo-
rithm. Different views on the issue are represented by blocks. (𝑎)
Stress versus neutral state classification, (𝑏) each kind of emotion,
and (𝑐) other approaches. Scenario option is represented by control
block.
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Figure 2: Artificial neural network architecture with hidden layers
and output classes.

3.1. Artificial Neural Network. Our emotional state classi-
fication problem with high number of parameters can be
considered as a pattern-recognition problem. In this case,
two-layer feedforwardnetwork can be used.A two-layer feed-
forward network, with sigmoid hidden and output neurons,
can classify vectors arbitrarily well, given enough neurons in
its hidden layer.The network is trained with scaled conjugate
gradient (SCG) backpropagation.

We shall denote the input values to the network by 𝑥
𝑖

where 𝑖 = 1, . . . , 𝑑. The first layer of network forms 𝑀 linear
combinations of these inputs to give a set of intermediate
activation variables 𝑎(1)

𝑗
:

𝑎
(1)

𝑗
=

𝑑

∑

𝑖=1

𝑤
(1)

𝑖𝑗
𝑥
𝑖
+ 𝑏
(1)

𝑗
, 𝑗 = 1, . . . ,𝑀, (1)

with one variable 𝑎
(1)

𝑗
associated with each hidden unit. Here

𝑤
(1)

𝑖𝑗
represents the elements of first-layer weight matrix and

𝑏
(1)

𝑗
is the bias parameters associated with the hidden units.

Demonstration of such a network with speech features as an
input, 5 hidden layers, and two output classes is shown in
Figure 2.

SCG training implements mean squared error 𝐸(𝑤)

associated with gradient ∇𝐸 and avoids the line search per
learning iteration by using Levenberg-Marquardt approach
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in order to scale the step size. A weight in the network will
be expressed in vector notation:

𝑤 = (. . . , 𝑤
(1)

𝑖𝑗
, 𝑤
(1)

𝑖+1𝑗
, . . . , 𝑤

(1)

𝑁
1
𝑗
𝜃
(𝑙+1)

𝑗
, 𝑤
(1)

𝑖𝑗+1
, 𝑤
(1)

𝑖+1𝑗+1
, . . .) . (2)

The vector-delta 𝐸 points in the direction in which 𝐸(𝑤) will
decrease at the fastest possible rate. Weight update equation
is shown below, where 𝑐 is suitable constant:

𝑤 (𝑘 + 1) = 𝑤 (𝑘) − 𝑐∇𝐸. (3)

The gradient descent method for optimization is very simple
and general. Only local information, for estimating a gradi-
ent, is needed for finding the minimum of the error function
[9, 10].

3.2. 𝑘-Nearest Neighbour. The 𝑘-NN is a classification
method on the principle of analogies learning. Samples
from the training set are 𝑛 numeric attributes, and each
sample represents a point in 𝑁-dimensional space. This
space of training samples is scanned by the classifier due
to determining the shortest distance between training and
unknown samples. Euclidean and other distances can be
computed. In other words, an object is classified by amajority
vote of its neighbours, with the object being assigned to the
class most common amongst its 𝑘 nearest neighbours (𝑘 is
a positive integer, typically small). If 𝑘 = 1, then the object
is simply assigned to the class of its nearest neighbour. The
various distances between the vectors 𝑥

𝑖
and 𝑦
𝑖
are as follows:

𝑑 (𝑋, 𝑌) = √

𝑛

∑

𝑖=1

(𝑥
𝑖
− 𝑦
𝑖
)
2
. (4)

The neighbourhood distance is calculated through Euclidean
metric. Given an 𝑚-by-𝑛 data matrix 𝑋, it is treated as 𝑚 (1-
by-𝑛) row vectors 𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑚
.

3.3. Gaussian Mixture Model. A Gaussian mixture model is
a parametric probability density function represented as a
weighted sum of Gaussian component densities. GMMs are
commonly used as a parametric model of the probability
distribution of continuing measurements or features in bio-
metric system, such as vocal tract, in speaker recognition
systems as well. Probability distribution of the parameter
vectors derived from human speech can be described using
GMM:

𝑝 (𝑜 | 𝜆
𝑠
) =

𝑀
𝑠

∑

𝑖=1

𝑤
𝑠

𝑖
𝑝
𝑠

𝑖
(𝑜) , (5)

where 𝑀 is the number of components for 𝑠 class, 𝑤
𝑖
, 𝑖 =

1, . . . ,𝑀 are weights of components complying the condition
that sum of all weights is 1, and 𝑝 means the probability
density of the components represented by themean value and
covariance matrix 𝐶

𝑖
. Gaussian model for class “𝑠” is defined

by (6)

𝜆
𝑠
= {𝑤
𝑠

𝑖
, 𝜇
𝑠

𝑖
, 𝐶
𝑠

𝑖
} , 𝑖, . . . ,𝑀

𝑠
. (6)

The criterion of maximum likelihood depends on the proba-
bility density 𝑝 and sequence parameters𝑂 = (𝑜

1
, 𝑜
2
, . . . , 𝑜

𝑛
),

as seen bellow [11, 12]:

𝜆
𝑠
= argmax𝑝 (𝑜 | 𝜆

𝑠
) . (7)

4. Experiment

The aim of the experiment was to clarify the significance
of chosen groups of features, as well as classification abil-
ity of selected classification methods for speech emotion
recognition system. Samples of examination were formed
from recordings of human speech with various emotional
characters. The following settings and features were used in
the experiment:

(i) input samples—Berlin database of emotional utter-
ances:

(a) 10 different sentences recorded by 10 different
actors (both genders),

(b) over 530 samples consisting of 7 emotions:
anger, boredom, disgust, fear, happiness, sadness,
neutral state;

(ii) feature extraction—computing of input vectors
(speech parameters):

(a) 13 MFCC coefficients 𝑐
𝑚

= [𝑐
𝑚
(0), . . . , 𝑐

𝑚
(12)],

13 dynamic Δ𝑐
𝑚
, and 13 acceleration coefficients

of MFCC Δ
2
𝑐
𝑚
,

(b) 12 LPC coefficients,
(c) 12 LSP coefficients,
(d) 8 prosodic features;

(iii) emotion classification:

(a) GMM—64 mixture components,
(b) 𝑘-nearest neighbours (set up 5 neighbours);
(c) artificial neural network—feedforward back-

propagation.

5. Result

One of the points of view is recognizing the stressed-
out person, which means recognizing deviations from the
neutral state. This state is not defined in the Berlin database.
Therefore, it was necessary to assemble a set of data, the so-
called “stress cocktail” from defined emotional states.

The stress of a person can be assembled from emotional
states, other than neutral state. Emotions, anger and fear, were
used to compile the stress data set with 50/50 ratio that these
emotional states are reflected most often when a person is
exposed to stressful situations. Fear and anger were selected
because of the major sound differences from neutral state.
Confusion matrices for each set of features are shown in
Tables 2, 3, 4, and 5. The meaning of cells describes Table 1.
True positive (TP) represents correctly classified first class
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Figure 3: Receiver operating characteristic of GMM, 𝑘-NN, and ANN classifier in neutral state versus stress recognizing for LPC, LSP,
prosodic, and MFCC features.

Table 1: Confusion matrix: description of cells.

Classifier
Output
classes

True positive False positive Positive predictive value
False negative True negative Negative predictive value
Sensitivity Specificity Precision

Target classes

(neutral) and true negative (TN) correctly classified second
class (stress).

The GMM, 𝑘-NN, and the ANN were used to classify
the stress versus neutral state. Results for all three classifiers
are shown in Figure 3. The receiver operating characteristic
(ROC) is applied for better system understanding. ROC
curve is a tool for the evaluation and optimization of binary
classification system (test), which shows the relationship

between the sensitivity and specificity of the test or the
detector for all possible threshold values [13].

The results in Tables 6, 7, and 8 describe classification
accuracy for a particular type of classifier that has been
trained by best-scored MFCC features of emotion pair. The
classifier was trained by pair of emotions and values in the
tables show tested ability of recognizing emotional state (left
table header). All three classifiers showed the best recognition
ability for the emotional state of anger. Emotional state of
sadness was recognized with the evaluation very well. On the
other hand, the worst-recognition ability of the system was
the emotional state of fear (GMM and ANN) and disgust
(ANN).

6. Conclusion

Neutral state versus stress scenario has been used for evaluat-
ing the accuracy of classification methods and features. The
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Table 2: Performance results of classifiers for LPC features.

LPC ANN k-NN GMM

Neutral state 1718
5.1%

920
2.7% 65.1% 2233

6.6%
3241
9.6% 40.8% 5240

15.6%
6023
17.9% 46.5%

Stress 7542
22.5%

23410
69.7% 75.6% 7027

20.9%
21089
62.8% 75.0% 4020

12.0%
18307
54.5% 81.9%

18.6% 96.2% 74.8% 24.1% 86.7% 69.4% 56.6% 75.2% 73.4%
Neutral
state Stress Neutral

state Stress Neutral
state Stress

Table 3: Performance results of classifiers for LSP features.

LSP ANN k-NN GMM

Neutral state 3466
13.4%

1814
7.0% 66.1% 3409

13.2%
3369
13.0% 50.3% 5778

17.2%
5452
16.2% 51.5%

Stress 5794
22.4%

14820
57.2% 71.7% 5851

22.6%
13265
51.2% 69.4% 3482

10.4%
18818
56.2% 84.4%

37.4% 89.1% 70.6% 36.8% 79.7% 64.4% 62.4% 77.6% 73.4%
Neutral
state Stress Neutral

state Stress Neutral
state Stress

Table 4: Performance results of classifiers for prosodic features.

LSP ANN k-NN GMM

Neutral state 4470
13.3%

1699
5.1% 72.5% 3953

11.8%
2503
7.5% 61.2% 6483

19.3%
4774
14.2% 57.6%

Stress 4790
14.3%

22629
67.4% 82.5% 5307

15.8%
21825
65.0% 80.4% 2777

8.3%
19556
58.2% 87.6%

48.3% 93.0% 80.7% 42.7% 89.7 76.7% 70.0% 80.4% 70.1%
Neutral
state Stress Neutral

state Stress Neutral
state Stress

Table 5: Performance results of classifiers for MFCC (dynamic and acceleration coefficients too) features.

MFCC ANN k-NN GMM

Neutral state 7445
22.1%

1901
5.7% 79.7% 4919

14.6%
2209
6.6% 69.0% 6305

18.8%
3507
10.4% 63.3%

Stress 1684
5.0%

22587
67.2% 93.1% 4210

12.5%
22279
66.3% 84.1% 2824

8.4%
20981
62.4% 88.1%

81.6% 92.2% 89.3% 53.9% 91.0% 80.9% 69.1% 85.7% 81.2%
Neutral
state Stress Neutral

state Stress Neutral
state Stress

Table 6: Gaussian mixture model classification accuracy for different combinations of emotions [%].

Train 2/test Train 1
Anger Boredom Disgust Fear Happiness Sadness Neutral state

Anger — 91.7 85.7 83.4 70 96.4 90.8
Boredom 76.3 — 64.9 66.2 71.9 65.3 59
Disgust 59.1 64.3 — 62.5 56 78.5 64.7
Fear 52.4 72.6 59.7 — 47.2 81.8 70.4
Happiness 42.7 83.9 73.7 73.9 — 90.5 82.4
Sadness 87.1 67 75.5 73 85.5 — 75
Neutral state 78.6 53.3 69.1 63.9 74 65.7 —
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Table 7: 𝐾-nearest neighbours classification accuracy for different combinations of emotions [%].

Train 2/test Train 1
Anger Boredom Disgust Fear Happiness Sadness Neutral state

Anger — 91.2 90.3 89.8 81.1 94.7 92.4
Boredom 92 — 70.4 67.7 75.9 61.6 64.6
Disgust 49 55 — 59.7 51.8 71.2 56.6
Fear 46.9 60.3 56.5 — 47.8 75.1 68.2
Happiness 31.9 78 72.7 73.1 — 86.1 78.7
Sadness 89.2 70.5 84.8 79.7 89.6 — 81.1
Neutral state 79.8 40.5 70.6 66 77.4 65.7 —

Table 8: Feed forward backpropagation neural network classification accuracy for different combinations of emotions [%].

Train 2/test Train 1
Anger Boredom Disgust Fear Happiness Sadness Neutral state

Anger — 95.8 93.7 92.4 87.9 98.1 96.7
Boredom 92 — 87.6 83.4 91.2 75.1 77.1
Disgust 79.8 79.1 — 68.2 77.7 86.4 77.6
Fear 69.6 70.6 73.7 — 68.2 82.2 76.2
Happiness 32.3 88.3 79.8 83.9 — 95 88.9
Sadness 97.9 81.5 92.6 95.3 97.5 — 85.2
Neutral state 93 49.9 86 85.1 88.2 52.4 —

results show that the most precise method for recognizing
speech of the human stress state is an artificial neural net-
work, which achieved the best results for all sets of parameters
(90% for MFCC). The most significant feature for emotion
classification is MFCC. This fact demonstrates accuracies of
all the classifiers and the ratio of the sensitivity and specificity
of the ROC curve shown in Figure 3. One of the reasons is the
individuality of MFCC coefficients, which are not mutually
correlated.

This experiment shows that these classification methods
can be used on the recognition of emotional state. At the
same time, the question arises: what emotional states will
characterize stress. The answer will probably depend on
which system would be applied. Another fact is that we
cannot determine the intensity of emotionally stimulated
Berlin database. One of the main tasks will be to compare
these results with the emotional recordings of the realistic
environmental conditions.
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Initial errors inweather prediction grow in time and, as they become larger, their growth slows down and then stops at an asymptotic
value. Time of reaching this saturation point represents the limit of predictability. This paper studies the asymptotic values and
time limits in a chaotic atmospheric model for five initial errors, using ensemble prediction method (model’s data) as well as error
approximation by quadratic and logarithmic hypothesis and their modifications. We show that modified hypotheses approximate
the model’s time limits better, but not without serious disadvantages. We demonstrate how hypotheses can be further improved to
achieve better match of time limits with the model. We also show that quadratic hypothesis approximates the model’s asymptotic
value best and that, after improvement, it also approximates the model’s time limits better for almost all initial errors and time
lengths.

1. Introduction

Forecast errors in numerical weather prediction models
(NWPMs) grow in time because of the inaccuracy of the ini-
tial state, chaotic nature of the weather system itself, and the
model imperfections. Due to the nonlinear terms in the gov-
erning equations, the forecast error will saturate after some
time. Time of saturation or the limit of predictability of deter-
ministic forecast in NWPM is defined by [1] as time when the
prediction state diverges as much from the verifying state as
a randomly chosen but dynamically and statistically possible
state. Forecasters also use other time limits to measure the
error growth. Forecast-error doubling time 𝜏

𝑑
is timewhen ini-

tial error doubles its size. 𝜏
95%, 𝜏
71%, 𝜏
50%, and 𝜏

25% are times
when the forecast error reaches 95%, 71%, 50%, and 25% of
the limit of predictability.The time limit 𝜏

71% is the timewhen
the forecast error exceeds 1/√2 of the saturation or asymp-
totic value (AV) and, by [2], it corresponds to the level of
climatic variability. Lorenz [3] calculated forecast error
growth of NWPM by comparing the integrations of model,
starting from slightly different initial states. Present-day cal-
culations use the approach developed by Lorenz [4], wherewe
can obtain two types of error growth. The first is called lower
bound and is calculated as the root mean-square error
(RMSE) between forecast data of increasing lead times and

analysis data valid at the same time.The second is calledupper
bound and is calculated as the root mean-square (RMS) dif-
ference between pairs of forecasts, valid at the same time but
with times differing by some fixed time interval. For example,
if this interval is one day, the analysis for a given day is
compared with one day forecast valid for the same day, and
then this one day forecast is compared with two days forecast
valid for the same day and so on. This second method com-
pares onlymodel equations and therefore it represents growth
without model error. The innovation to upper bound, that is
also used, is calculated as the RMS difference between fore-
cast and control forecast with higher resolution of the model
(perfect model framework).

Quadratic hypothesis (QH) was the first attempt that was
made by Lorenz [3] to quantify the error growth. QH is based
on the assumption that, if the principal nonlinear terms in the
atmospheric equations are quadratic, then the nonlinear
terms in the equations governing the field of errors are also
quadratic. Dalcher and Kalney [5] added a model error to
Lorenz’s QH. A version that is used by recent researchers is
the Simmons’s et al. modification [6] of [5]. The Lorenz’s QH
is therefore suitable for upper bound of error growth and the
Simons’s et al. modification for lower bound. Trevisan et al.
[7] came out with idea that logarithmic term is more valid
than quadratic and linear term in the equations governing the
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field of errors, but this logarithmic hypothesis (LH) has never
been used in NWPM computations.

Ensemble prediction systems (EPS) are used in order to
estimate forecast uncertainties. They consist of a given num-
ber of deterministic forecasts where each individual forecast
starts from slightly different initial states. EPS also includes
a stochastic scheme designed to simulate the random model
errors due to parameterized physical processes. Recent stud-
ies of predictability and forecast error growth (e.g., [8–11])
are mostly done by models of European Centre for Medium
Range Weather Forecasts (ECMWF) and the Global Ensem-
ble Forecast System (GEFS) from the National Centers for
Environmental Prediction (NCEP).They include determinis-
tic and ensemble forecast with 1 to 70 members. Operational
model of ECMWF uses 50 members plus control forecast.
More detailed study [10] uses 5members plus control forecast.
The initial conditions of ensemble members are defined by
linear combination of the fastest singular vectors. Horizon-
tal resolution with spectral truncation varies from T95 to
T1279 and the number of vertical levels varies from 19 to
91 (analyses use higher resolution than forecasts). The output
data are interpolated to 1∘ latitude × 1∘ longitude or 2.5∘
latitude × 2.5∘ longitude resolution separately for the North-
ern Hemisphere (20∘, 90∘) and Southern Hemisphere (−90∘,
−20∘). Forecast is usually run for 90 days at winter (DJF) or
summer (JJA) season with 0 (analysis) to 10, 15 (ECMWF),
or 16 days (NCEP) of forecast length (FL) at 6 or 12 hours
intervals. The most often used variable for analyzing the
forecast error is geopotential height at 500 hPa level (Z500).
Others are geopotential height at 1000 hPa level (Z1000) and
the 850 hPa temperature (T850). To describe the forecast
error growth over the calculated forecast length, the Simmons
et al.’s modification [6] of Lorenz’s QH [3] is used.

Thequestions that have arisen from studies of predictabil-
ity and forecast error growth and that represent the key issues
addressed in this work are: Is the LH [7] better approximation
of initial error growth thanQH [3]? Is there a possiblemodifi-
cation of LH and QH that better approximates model data? If
so, howmuch difference it creates in time limits that measure
the forecast error growth? How precisely do the approxi-
mations describe forecast error growth over the FL (10, 15
or 16 days)?Howdo the approximations obtained frommodel
values with various number of ensemble members differ
from each other? Lorenz’s chaotic atmospheric model (L05II)
[12] will be used. For a more comprehensive introduction
to the problem of weather predictability, we refer reader to
the book by Palmer and Hagedorn [13]. After this intro-
duction, Section 2 describes the model and experimental
design, Section 3 describes ensemble prediction method,
Section 4 introduces quadratic and logarithmic hypotheses,
and Section 5 sets experimental designs. Section 6 presents
the results and their discussion and Section 7summarizes the
conclusions.

2. Model

Because of the limitations of NWPMs and because wewant to
derive the impact of initial error (perfect model framework),

we use modification [13] of low-dimensional atmospheric
model (L96). L96 [14] is a nonlinear model, with 𝑁 variables
𝑋
1
, . . . , 𝑋

𝑁
connected by governing equations:

𝑑𝑋
𝑛

𝑑𝑡

= −𝑋
𝑛−2

𝑋
𝑛−1

+ 𝑋
𝑛+1

𝑋
𝑛−1

− 𝑋
𝑛

+ 𝐹. (1)

𝑋
𝑛−2

, 𝑋
𝑛−1

, 𝑋
𝑛
, 𝑋
𝑛+1

are unspecified (i.e., unrelated to actual
physical variables) scalar meteorological quantities, 𝐹 is a
constant representing external forcing, and 𝑡 is time. The
index is cyclic so that 𝑋

𝑛−𝑁
= 𝑋
𝑛+𝑁

= 𝑋
𝑛
and variables can

be viewed as existing around a circle. Nonlinear terms of (1)
simulate advection. Linear terms represent mechanical and
thermal dissipation. The model quantitatively, to a certain
extent, describes weather systems, but, unlike thewell-known
Lorenz’s model of atmospheric convection [15], it cannot be
derived from any atmospheric dynamic equations.Themoti-
vationwas to formulate the simplest possible set of dissipative
chaotically behaving differential equations that share some
properties with the “real” atmosphere. NWPMs interpolate
the output data mostly to 1∘ latitude × 1∘ longitude grid.
In L96, itmeans𝑁 = 360. Such a high resolutionwould create
large number of waves with similar maxima “pressure highs”
and minima “pressure lows”; however, to share some prop-
erties with the “real” atmosphere, we would rather have 5 to
7 main highs and lows that correspond to planetary waves
(Rossby waves) and a number of smaller waves that corre-
spond to synoptic-scale waves. Therefore, we introduce spa-
tial continuity modification (L05II) [12] of L96. Equation (1)
is rewritten to the form:

𝑑𝑋
𝑛

𝑑𝑡

= [𝑋, 𝑋]𝐿,𝑛
− 𝑋
𝑛

+ 𝐹, (2)

where

[𝑋, 𝑋]𝐿,𝑛
=

𝐽

∑

𝑗=−𝐽

󸀠
𝐽

∑

𝑖=−𝐽

󸀠

(−𝑋
𝑛−2𝐿−𝑖

𝑋
𝑛−𝐿−𝑗

+ 𝑋
𝑛−𝐿+𝑗−𝑖

𝑋
𝑛+𝐿+𝑗

)

𝐿
2

.

(3)

If 𝐿 is even, ∑
󸀠 denotes a modified summation, in which

the first and last terms are to be divided by 2. If 𝐿 is odd, ∑
󸀠

denotes an ordinary summation. Generally,𝐿 ismuch smaller
than 𝑁 and 𝐽 = 𝐿/2 if 𝐾 is even and 𝐽 = (𝐿 − 1)/2 if 𝐿 is odd.
For our computation, we choose 𝑁 = 360, so each sector
covers 1∘ degrees of longitude. To keep a desirable number of
main pressure highs and lows, Lorenz suggested keeping ratio
𝑁/𝐿 = 30 and therefore 𝐿 = 12. Parameter 𝐹 = 15 is selected
as a compromise between too long doubling time (smaller 𝐹)
and undesirable shorter waves (larger 𝐹). We first choose
arbitrary values of the variables 𝑋, and, using a fourth order
Runge-Kuttamethodwith a time stepΔ𝑡 = 0.05 or 6 hours, we
integrate forward for 14400 steps, or 10 years. We then use the
final values, which should be free of transient effect. Figure 1
shows values ofmodel variables with selected parameters. For
this setting and by the method of numerical calculation pre-
sented in [16], the global largest Lyapunov exponent is 𝜆max =

0.32.The definition of a chaotic system according to [3] states,
that a bounded dynamical system with a positive Lyapunov
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Figure 1: An example of longitudinal structure of model variable𝑋.

exponent is chaotic. Because the value of the largest Lyapunov
exponent is positive and the system under study is bounded,
it is chaotic. Strictly speaking, we also need to exclude the
asymptotically periodic behavior, but such a task is impos-
sible to fulfill for the numerical simulation. The choice of
parameters 𝐹 and time unit = 5 days is made to obtain similar
value of the largest Lyapunov exponent as state of the art
NWPMs.

3. Ensemble Prediction Method

The ensemble prediction method (EPM) employed is similar
to [14] and is used to calculate average initial error growth.We
make an initial “run” by choosing error 𝑒

𝑛0
and letting 𝑋

󸀠

𝑛0
=

𝑋
𝑛0

+ 𝑒
𝑛0

be the “observed” initial value of 𝑁 variables. We
then integrate forward from the true and the observed initial
state, for between 25 and 37.5 days (𝐾 = 100 to𝐾 = 150 steps).
This time length covers initial error growth till the limit
of predictability. We obtain 𝑁 sequences 𝑋

𝑛0
, . . . , 𝑋

𝑛𝐾
and

𝑋
󸀠

𝑛0
, . . . , 𝑋

󸀠

𝑛𝐾
, after which we let 𝑒

𝑛𝑘
= 𝑋
󸀠

𝑛𝑘
−𝑋
𝑛𝑘
for all values

of 𝑘 and 𝑛. In NWPM, forecast error growth is obtained from
an average of values from90days and fromvarious number of
ensemblemembers. To simulate that, wemake a total of𝑀

1
=

100, 𝑀
2

= 250, and 𝑀
3

= 500 runs in the above described
manner. In each run, new values of 𝑋

𝑛0
are set as the old

values of𝑋
𝑛𝐾
. Finally, we let 𝑒

2
(𝜏) = 1/𝑁(𝑒

2

1𝑘
+⋅ ⋅ ⋅+𝑒

2

𝑁𝑘
) be the

average of the 𝑁 values, where 𝜏 = 𝑘Δ𝑡 is the predictable
range and log𝐸

2
(𝜏) = 1/𝑀(log 𝑒

2
(𝜏)
1
+⋅ ⋅ ⋅+ log 𝑒

2
(𝜏)
𝑀

) is the
average of 𝑀 values. Logarithmic average is chosen because
of its suitability for comparison with growth governed by the
largest Lyapunov exponent. For further information, see [17–
19].

4. Error Growth Hypotheses

According to Lorenz [14], there is an eventual cessation of
the exponential error growth due to processes represented by
nonlinear terms in the weather governing equations. Most
important are the quadratic terms, which represent the
advection of the temperature and velocity fields. Under the
assumption that the principal nonlinear terms in the atmo-
spheric equations are quadratic, nonlinear terms in equations

governing the field of errors are also quadratic. To describe
this, Lorenz [14] defined QH

𝑑𝐸 (𝑡)

𝑑𝑡

= 𝑎𝐸 (𝑡) − 𝑏𝐸 (𝑡)
2

, (4)

where 𝐸(𝑡) is a distance at time 𝑡 between two originally
nearby trajectories and 𝑎 and 𝑏 are constants. As an alterna-
tive, Trevisan et al. [7] introduced LH

𝑑𝐸 (𝑡)

𝑑𝑡

= −𝑐𝐸 (𝑡) ln (𝑔𝐸 (𝑡)) , (5)

where 𝑐 and 𝑔 are constants.The explanation follows, if we let
𝑄(𝑡) = ln(𝐸(𝑡)) and 𝐸 is the normalized 𝐸, then 𝑑𝑄(𝑡)/𝑑𝑡 =

𝑎(1 − 𝑒
𝑄(𝑡)

) represents the QH. In [7], it is assumed that linear
fit 𝑑𝑄(𝑡)/𝑑𝑡 = −𝑎𝑄(𝑡) is superior to the QH.

As modifications of QH (4), we use Simmons’s et al. [6]
version (QHM),

𝑑𝐸 (𝑡)

𝑑𝑡

= 𝑎
𝑚

𝐸 (𝑡) − 𝑏
𝑚

𝐸 (𝑡)
2

+ 𝑠
𝑚

, (6)

that is used for approximation of growth with combination of
initial andmodel error andwhere 𝑎

𝑚
, 𝑏
𝑚
and 𝑠
𝑚
are constants.

We also add the constant term to LH (5) (LHM)

𝑑𝐸 (𝑡)

𝑑𝑡

= −𝑐
𝑚

𝐸 (𝑡) ln (𝑔
𝑚

𝐸 (𝑡)) + 𝑙
𝑚

, (7)

where 𝑐
𝑚
, 𝑔
𝑚
, 𝑙
𝑚
are constants. The reason for choosing (6)

and (7) is based on assumption that, at 𝑡 = 0, 𝑑𝐸(𝑡)/𝑑𝑡 = 0

for ((6) and (7)) but 𝑑𝐸(𝑡)/𝑑𝑡 ̸= 0 for model data. By adding
the constant term, we may solve this difference.

In [7, 20, 21], it is shown on low-dimensional models
that if the initial error is sufficiently small and therefore the
early stages of error growth are exponential, QH is superior.
If the initial error is not small enough, it is better to use LH.
Generally, whether an error is small enough to guarantee the
exponential growth depends on specific meteorological con-
ditions and/or model under study.

5. Experimental Design

We want to achieve the conditions as similar to NWPM as
possible. The size of initial error for NWPM (perfect model
framework) is by [9] approximately between 2% and 0.01%
of AV of the forecast error for control forecast and between
10% and 3% of AV for ensemble members. Different values of
AV fraction are a result of varying resolution and because it is
calculated for different variables (Z500, Z1000, and T850). In
our case, theAV is𝐸asym = 8.4.This is calculated by four inde-
pendent methods with the same results. The first method is
numerical computation of ensemble prediction approach.
Second and third methods are based on formula:

𝐸asym = (𝑓
1

− 𝑋avr)
2

+ (𝑓
2

− 𝑋avr)
2

= 2(𝑓
1

− 𝑋avr)
2
,

(8)

where 𝑓
1
is “forecast” from 𝑋

𝑛0
, 𝑓
2
from 𝑋

󸀠

𝑛0
, and 𝑋avr is

average value of𝑋
𝑛
.Thebars above the (8)membersmean the
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average value.The explanation for (8) can be found in [6, 10].
The fourthmethod is based on assumption [2] that variability
of 𝑋
𝑛
is 71% of 𝐸asym.

Recalculation of initial errors to L05II model leads to the
sizes of 𝑋

𝑛
between 0.001 and 0.84. For initial error sizes 𝑒

𝑛0
,

we therefore choose randomly from five normal distributions
ND(𝜇; 𝜎). ND

1
= (0; 0.1), ND

2
= (0; 0.2), ND

3
= (0; 0.4),

ND
4

= (0; 0.6), ND
5

= (0; 1), where 𝜇 is mean and 𝜎 is
standard deviation. These choices of 𝑒

𝑛0
are made, because

[20, 21] shows that change over QH and LH takes place
between 𝑒

𝑛0
= 0.1 and 𝑒

𝑛0
= 1 for L96. NWPM routinely

defines initial conditions of ensemble members by the fastest
singular vectors. We do not adopt it, because, by [10, 22], it
affects early stages of forecast error growth and, in our case,
we want to have model data as close as possible to the
tested hypotheses. From these initial conditions, the average
initial error growth 𝐸 is calculated from ensemble prediction
method by the fourth order Runge-Kutta integration schema
with a time step Δ𝑡 = 0.05 or 6 hours for 𝑀

1
= 𝑀
2

= 100,
𝑀
3

= 𝑀
4

= 250, and 𝑀
5

= 500. Because we want to study
agreement of ((4)–(7)) with model data, we make differences
of model data 𝑦

𝑘
= (𝐸(𝜏 + Δ𝑡) − 𝐸(𝜏))/Δ𝑡 at points 𝑥

𝑘
=

(𝐸(𝜏) + 𝐸(𝜏 + Δ𝑡))/2, 𝑘 = 1, . . . , 𝐾 and 𝐾 = 56 (𝜏
1

= 14 days),
𝐾 = 76 (𝜏

2
= 19 days), 𝐾 = limit of predictability (𝜏

3
), and

we calculate parameters 𝑎, 𝑏, 𝑐, 𝑔, 𝑎
𝑚
, 𝑏
𝑚
, 𝑠
𝑚
, 𝑐
𝑚
, 𝑔
𝑚
and 𝑙
𝑚
.

The choice of the first two values of 𝐾 is made, because we
want to keep ratio 𝜏

95%/forecast length the same for NWPM
and L05II.

The solutions of ((4)–(6)) are

𝐸 (𝑡) =

𝑎

((𝑎/𝑒
0
) − 𝑏) exp (−𝑎𝑡) + 𝑏

, (9)

𝐸 (𝑡) =

(𝑔𝑒
0
)
exp(−𝑐𝑡)

𝑔

, (10)

𝐸 (𝑡) =

1

2𝑏
𝑚

(𝑎
𝑚

− √−𝑎
2

𝑚
+ 4𝑏
𝑚

𝑠
𝑚

)

× tan(

1

2

√−𝑎
2

𝑚
+ 4𝑏
𝑚

𝑠
𝑚

𝑡

− arctan(

−𝑎
𝑚

+ 2𝑏
𝑚

𝑒
0

√−𝑎
2

𝑚
+ 4𝑏
𝑚

𝑠
𝑚

)) .

(11)

LHM (7) cannot be solved analytically and therefore it is
solved numerically by the fourth order Runge-Kutta inte-
gration schema with a time step Δ𝑡

𝑚
= 0.25. We have five

types of normal distribution for reaching sizes of initial error
ND
1,...,5

, five settings for EPM 𝑀
1,...,5

, three FL 𝜏
1,...,3

, and five
ways of getting data of initial error growth: EPM, ((9)–(11))
and numerical solution of (NS (7)). To answer the key
questions, we compute time limits for all combinations. We
take 𝑀

1–5, 𝜏
3
, EPM as the most reliable dataset in our exper-

iment for all 𝑒
0
and we calculate differences with other com-

binations at the same time limits.

6. Results and Discussion

Tables 1 and 2 showwith darker grey rows the resulting values
(𝑀, 𝜏
3
, EPM) for all time limits and for all 𝑒

0
represented by

ND
1,...,5

. 𝑀 is average value of 𝑀
1,...,5

and we use it, because
the difference between 𝑀

1,...,5
is of the order of 0.1 and 𝑀

3

and 𝑀
4
do not show closer values to 𝑀

5
than 𝑀

1
and 𝑀

2
.

Lines in Tables 1 and 2 marked (𝑀, EPM, 𝜏
3
) − (𝑀, 𝛼, 𝛽)

where 𝛼 successively represents (9), (10), (11), and NS (7), and
𝛽 = 𝜏

1,...,3
show the difference between most reliable data

(𝑀, 𝜏
3
, EPM) and data from combinations of 𝛼, 𝛽. Columns

marked by 𝜀
𝑑
, 𝜀
25%, 𝜀

50%, 𝜀
71%, and 𝜀

95% display standard
deviation of𝑀. Last third of Table 2 shows average valuesND
of ND

1,...,5
with standard deviations 𝜎

𝑑
, 𝜎
25%, 𝜎50%, 𝜎

71%, and
𝜎
95%. From Tables 1 and 2, we can see that QH with solution

(9) has an almost constant difference (EPM, 𝜏
3
) − (𝛼, 𝛽) equal

on average ND to value between 2.3 and 2.5 days with 𝜎

between 0.1 and 0.3 days. The value of difference (EPM, 𝜏
3
)

− ((9), 𝜏
1
) is higher only for 𝜏

95%. LH with solution (10) does
not give good fit to model values and it is the worst choice
if we compare it with other approximations. QHM with
solution (11) has an almost constant difference (EPM, 𝜏

3
) −

(𝛼, 𝛽) equal on average ND to value between 1.5 and 1.9 days
with 𝜎 between 0 and 0.2 days. Different from these averages
are values of difference (EPM, 𝜏

3
) − ((11), 𝜏

2
) at 𝜏

95% and
values of difference (EPM, 𝜏

3
) − ((11), 𝜏

1
) at 𝜏
71%. Values of

difference (EPM, 𝜏
3
) − ((11), 𝜏

1
) at 𝜏
95% are not displayed,

because 𝐸asym,𝜏1 is smaller than model value at 𝜏
95% (Figures

2, 3, and 4). The solution NS (7) of LHM does not exist for
ND
1,2

and 𝜏
2,3

(Figure 2). For others ND and 𝜏, there is also
an almost constant difference (EPM, 𝜏

3
) − (𝛼, 𝛽) equal on

averageND to value between 1.3 and 1.5 dayswith𝜎 between 0
and 0.2 days. Different from these averages are values of
difference (EPM, 𝜏

3
) − (NS (7), 𝜏

2
) at 𝜏

95% and values of
difference (EPM, 𝜏

3
)− (NS (7), 𝜏

1
) at 𝜏
71% and 𝜏

95%. Let us first
take a look on constant differences and their source. Figures
2 to 4 display time variations of the average prediction error
𝐸 for ND

1,3,5
. In these figures, we can see that, in contrast to

approximations, the model values show negative growth rate
for the first day, but turning into increase thereafter. At
around two days, the model values reach the same value as it
had initially. NWPMs also show this type of behavior [23] and
approximation cannot capture that.

To summarize our findings, even though solutions (9)
and NS (7) give better approximations to model data than
(7) for all 𝜏

1,...,3
, they have major disadvantages. Solution

(9) underestimates the model data for 𝜏
2
, 𝜏
95%, and 𝜏

1
, 𝜏
95%

and therefore we cannot calculate the time when this approx-
imation reaches 95% of 𝐸asym. Solution NS (7) does not exist
for ND

1,2
and 𝜏

2,3
. If we subtract two days (time when the

model values reach the same value that they had initially)
from (𝑀, EPM, 𝜏

3
) − (𝑀, 𝛼, 𝛽), (7) would become superior,

becausewewould get similar result as (9) andNS (7) butwith-
out the above mentioned disadvantages. One may argue that,
because of subtraction of 2 days, we should recalculate the
approximations. We did that and the results are close to the
ones with subtraction. It is also good to mention that 𝜏

1
is

always higher than 𝜏
25% and lower than 𝜏

95% and 𝜏
2
is always
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Table 1: Average values over 𝑀
1,...,5

of time limits (in days) for model values (EPM), for normal distributions ND
1,...,3

, and for prediction time
length 𝜏

3
(bold rows). Difference between this model values and average values over𝑀

1,...,5
received from (9)–(11) and NS (7) with parameters

a, b, c, g, 𝑎
𝑚
, 𝑏
𝑚
, 𝑠
𝑚
, 𝑐
𝑚
, 𝑔
𝑚
, and 𝑙

𝑚
calculated from approximations of (4)–(7) for 𝜏

1
, 𝜏
2
, 𝜏
3
, and 𝑀

1,...,5
(columns 𝜏

𝑑
, 𝜏
25%, 𝜏

50%, 𝜏
71%, 𝜏

95%).
Standard deviation of 𝑀 (columns 𝜀

𝑑
, 𝜀
25%, 𝜀50%, 𝜀71%, 𝜀95%).

ND
1

(Days) 𝜏
𝑑

𝜀
𝑑

𝜏
25% 𝜀

25% 𝜏
50% 𝜀

50% 𝜏
71% 𝜀

71% 𝜏
95% 𝜀

95%

(EPM, 𝜏3) 4.8 0.1 12.9 0.1 16.3 0.1 19.2 0.2 25.8 0.2
(EPM, 𝜏

3
) − ((9), 𝜏

3
) 2.6 0 2.4 0.3 2.4 0.2 2.4 0.3 1.9 0.3

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3.8 0 6.4 0.3 6.2 0.2 5.6 0.3 5.1 0.9

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 2.2 0.2 2 0.4 1.9 0.3 1.9 0.3 1.4 0.6

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) — — — — — — — — — —

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.6 0 2.4 0.2 2.4 0.3 2.5 0.3 2.6 1.2

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 3.3 0 4.5 0.2 4.3 0.2 4.5 0.3 8.1 0.2

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 2.1 0.1 1.8 0.1 1.8 0.1 1.9 0.3 2.5 0.6

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) — — — — — — — — — —

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.5 0.1 2.5 0.1 2.6 0.2 2.8 0.6 5.1 2.9

(EPM, 𝜏
3
) − ((10), 𝜏

1
) — — — — — — — — — —

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.7 0.2 1.5 0.2 1.3 0.4 0.1 0.5 — —

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.3 0 1.1 0 1.3 0.1 2 0.3 6.6 0.4

ND
2

(Days) 𝜏
𝑑

𝜀
𝑑

𝜏
25% 𝜀

25% 𝜏
50% 𝜀

50% 𝜏
71% 𝜀

71% 𝜏
95% 𝜀

95%

(EPM, 𝜏3) 4.9 0.1 10.6 0.1 14 0.2 16.9 0.2 24.3 0.5
(EPM, 𝜏

3
) − ((9), 𝜏

3
) 2.6 0 2.5 0.3 2.6 0.4 2.7 0.4 3 0.4

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3.6 0 4.6 0.1 5.1 1.1 4.5 0.1 4.4 1

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 1.9 0.4 1.6 0.5 1.6 0.4 1.7 0.4 2.1 0.4

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) — — — — — — — — — —

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.6 0 2.5 0.2 2.6 0.3 2.6 0.3 2.2 1.4

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 3.5 0.1 4.3 0.2 4 0.3 3.8 0.3 7.2 0.4

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 1.9 0.3 1.6 0.3 1.6 0.3 1.6 0.3 −0.4 2.5

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) — — — — — — — — — —

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.5 0.1 2.4 0.3 2.5 0.3 2.7 0.3 4.1 3

(EPM, 𝜏
3
) − ((10), 𝜏

1
) 2.9 0.1 2.8 0.2 2.5 0.3 2.6 0.3 7 0.3

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.8 0.1 1.5 0.1 1.6 0.3 1.3 0.5 — —

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.5 0.2 1.5 0.1 1.5 0.2 1.9 0.4 6.5 0.7

ND
3

(Days) 𝜏
𝑑

𝜀
𝑑

𝜏
25% 𝜀

25% 𝜏
50% 𝜀

50% 𝜏
71% 𝜀

71% 𝜏
95% 𝜀

95%

(EPM, 𝜏3) 4.9 0.1 8.2 0.2 11.6 0.2 14.4 0.2 21.6 0.4
(EPM, 𝜏

3
) − ((9), 𝜏

3
) 2.6 0.1 2.3 0.1 2.4 0.1 2.1 0.1 2.7 0.2

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3.5 0.1 4 0.1 3.9 0 3.2 0.2 2.6 0.8

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 2.1 0.1 1.6 0.1 1.6 0.2 1.6 0.2 2.1 0.3

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) 1 0.2 1.1 0.2 1.3 0.2 1 0.3 1 0.6

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.6 0.1 2.4 0.1 2.3 0.1 2.2 0.2 2.4 0.9

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 3.4 0 3.6 0.1 3.3 0.2 2.8 0.2 5 0.2

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 2 0.1 1.5 0.2 1.6 0.2 1.6 0.2 1.2 1.4

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) 1.5 0.2 1.5 0.2 1.6 0.2 1.4 0.2 2.6 0.6

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.7 0 2.3 0.1 2.3 0.1 2.2 0.2 3.4 0.6

(EPM, 𝜏
3
) − ((10), 𝜏

1
) 2.9 0 2.8 0.1 2.5 0.1 2.6 0.1 7 0.2

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.8 0.1 1.4 0.2 1.6 0.2 1.4 0.3 — —

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.6 0.1 1.5 0.2 1.6 0.2 1.6 0.2 4.1 0.7
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Table 2: Average values over 𝑀
1,...,5

of time limits (in days) for model values (EPM), for normal distributions ND
4,5
, and for prediction time

length 𝜏
3
(bold rows), difference between this model values and average values over 𝑀

1,...,5
received from (9)–(11) and NS (7) with parameters

a, b, c, g, 𝑎
𝑚
, 𝑏
𝑚
, 𝑠
𝑚
, 𝑐
𝑚
, 𝑔
𝑚
, and 𝑙

𝑚
calculated from approximations of (4)–(7) for 𝜏

1
, 𝜏
2
, 𝜏
3
and 𝑀

1,...,5
(columns 𝜏

𝑑
, 𝜏
25%, 𝜏

50%, 𝜏
71%, 𝜏

95%).
Standard deviation of 𝑀

1,...,5
(columns 𝜀

𝑑
, 𝜀
25%, 𝜀
50%, 𝜀
71%, 𝜀
95%) and average value ND and standard deviation (columns 𝜎

𝑑
, 𝜎
25%, 𝜎

50%, 𝜎
71%,

𝜎
95%) of ND1,...,5.

ND
4

(Days) 𝜏
𝑑

𝜀
𝑑

𝜏
25% 𝜀

25% 𝜏
50% 𝜀

50% 𝜏
71% 𝜀

71% 𝜏
95% 𝜀

95%

(EPM, 𝜏3) 4.9 0.1 6.8 0.1 10.2 0.2 12.9 0.1 19.7 0.3
(EPM, 𝜏

3
) − ((9), 𝜏

3
) 2.4 0.1 2.3 0 2.3 0.1 2.3 0.1 2.4 0.3

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3.3 0.1 3.5 0.1 3.3 0.1 2.6 0.1 1.7 0.3

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 1.8 0.1 1.5 0.1 1.4 0.1 1.5 0.2 1.8 0.3

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) 1.3 0.1 1.3 0.2 1.5 0.2 1.5 0.2 1.2 0.4

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.5 0.1 2.4 0.1 2.3 0.1 2.3 0.1 2.1 0.6

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 3.1 0 3.2 0.1 2.8 0.1 2.3 0.1 3.4 0.1

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 1.6 0 1.3 0.1 1.4 0.2 1.5 0.2 0.4 0.8

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) 1.3 0.1 1.4 0.2 1.6 0.1 1.5 0.2 1.6 0.3

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.5 0.1 2.2 0.1 2.2 0.1 2.2 0.2 3.6 0.6

(EPM, 𝜏
3
) − ((10), 𝜏

1
) 2.7 0.1 2.6 0.2 2.2 0.2 2.1 0.2 5.6 0.1

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.6 0.1 1.5 0.2 1.6 0.2 1.6 0.2 — —

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.6 0.1 1.5 0.1 1.6 0.1 1.6 0.1 3.4 0.5

ND
5

(Days) 𝜏
𝑑

𝜀
𝑑

𝜏
25% 𝜀

25% 𝜏
50% 𝜀

50% 𝜏
71% 𝜀

71% 𝜏
95% 𝜀

95%

(EPM, 𝜏3) 5 0.1 5.2 0.2 8.2 0.2 10.9 0.3 18.2 0.3
(EPM, 𝜏

3
) − ((9), 𝜏

3
) 2.5 0 2.4 0 2.1 0.2 2.5 0.9 2.8 0.4

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3 0 2.9 0 2.5 0.1 1.6 0.2 1.4 0.3

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 1.7 0.1 1.6 0.1 1.2 0.1 1.3 0.2 1.3 0.4

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) 1.6 0.1 1.6 0.1 1.6 0.1 1.6 0.2 2 0.2

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.4 0.1 2.3 0.1 2 0.2 1.9 0.2 3.6 0.2

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 2.6 0.1 2.6 0.1 1.9 0.1 1.4 0.2 4.6 0.2

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 1.5 0.1 1.4 0.1 1.3 0.1 1.5 0.2 — 0.3

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) 1.6 0.1 1.6 0.1 1.6 0.1 1.6 0.2 1.9 0.2

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.4 0.1 2.5 0.1 2.1 0.1 2 0.2 2.6 0.6

(EPM, 𝜏
3
) − ((10), 𝜏

1
) 2.8 0.1 2.8 0.1 2.2 0.2 1.5 0.2 2.6 0.2

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.6 0 1.5 0 1.3 0.1 1.4 0.2 1.4 4.3

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.6 0.1 1.6 0.1 1.5 0.1 1.6 0.2 1.9 1.1

ND
(Days) 𝜏

𝑑
𝜎
𝑑

𝜏
25% 𝜎

25% 𝜏
50% 𝜎

50% 𝜏
71% 𝜎

71% 𝜏
95% 𝜎

95%

(EPM, 𝜏
3
) − ((9), 𝜏

3
) 2.5 0.1 2.4 0.1 2.3 0.1 2.4 0.2 2.5 0.3

(EPM, 𝜏
3
) − ((10), 𝜏

3
) 3.4 0.2 4.3 1 4.2 1.2 3.5 1.3 3 1.4

(EPM, 𝜏
3
) − ((11), 𝜏

3
) 1.9 0.2 1.6 0.1 1.5 0.2 1.6 0.2 1.9 0.3

(EPM, 𝜏
3
) − (NS (7), 𝜏

3
) 1.3 0.2 1.3 0.2 1.5 0.1 1.3 0.2 1.4 0.4

(EPM, 𝜏
3
) − ((9), 𝜏

2
) 2.5 0.1 2.4 0 2.3 0.1 2.3 0.2 2.4 0.2

(EPM, 𝜏
3
) − ((10), 𝜏

2
) 3.2 0.2 3.7 0.6 3.3 0.6 3 0.9 5.2 1.9

(EPM, 𝜏
3
) − ((11), 𝜏

2
) 1.8 0.2 1.5 0.1 1.5 0.2 1.6 0.1 1 0.8

(EPM, 𝜏
3
) − (NS (7), 𝜏

2
) 1.5 0.1 1.5 0.1 1.5 0.0 1.5 0.1 2 0.4

(EPM, 𝜏
3
) − ((9), 𝜏

1
) 2.5 0.1 2.3 0.1 2.3 0.2 2.3 0.3 3.9 0.5

(EPM, 𝜏
3
) − ((10), 𝜏

1
) 2.8 0.1 2.7 0.1 2.3 0.3 2.4 0.7 6.5 1.5

(EPM, 𝜏
3
) − ((11), 𝜏

1
) 1.6 0.1 1.5 0 1.5 0.1 1.2 0.4 — —

(EPM, 𝜏
3
) − (NS (7), 𝜏

1
) 1.5 0.1 1.4 0.1 1.5 0.1 1.7 0.2 4.5 1.6
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Figure 2: Time variations of the average prediction error𝐸 for ND
1
,

𝑀
5
. The thick line represents data from EPS, the thin lines from (9),

the dotdashed lines from (10), the dotted lines from (11), and dashed
lines from NS (7). The light grey lines represent the data extrapolate
from time length 𝜏

1
, the grey lines represent the data extrapolated

from time length 𝜏
2
and black lines represent the data in time length

𝜏
3
.
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Figure 3: As Figure 2 for ND
3
, 𝑀
5
.
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Figure 4: As Figure 2 for ND
5
, 𝑀
5
.

higher than 𝜏
71%. In the case of values at 𝜏

2
, 𝜏
95%, 𝜏1, 𝜏71% and

𝜏
1
, 𝜏
95%, the highest difference from almost constant values is

for 𝜏
1
, 𝜏
95% and the best results are given by QHwith solution

(9).
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Figure 5: The error growth rate 𝑑𝐸/𝑑𝑡 versus 𝐸 for ND
1
, 𝑀
5
. The

thick line represents data from EPS, the thin lines from (9), the
dotdashed lines from (10), the dotted lines from (11), and dashed
lines fromNS (7).The light grey lines represent the data extrapolated
from time length 𝜏

1
, the grey lines represent the data extrapolated

from time length 𝜏
2
, and black lines represent the data in time length

𝜏
3
.
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Figure 6: As Figure 5 for ND
3
, 𝑀
5
.
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Figure 7: As Figure 5 for ND
5
, 𝑀
5
.

Table 3 focuses on the average values over 𝑀
1,...,5

of
𝐸asym,𝜏1,...,3 forND1,...,5 and averageND.This value is for exam-
ple used to find out if the variability of the model is equal to
the variability of the atmosphere [10]. The differences 𝜀

1,...,3

frommodel values𝐸asym (Table 3, Figures 5, 6, and 7) indicate
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Table 3: Average values over 𝑀
1,...,5

of 𝐸asym,𝜏1,...,3, calculated from approximations (4)–(7) for all initial conditions ND
1,...,5

and for all
prediction time lengths 𝜏

1,...,3
(bold columns), average value ND over ND

1,...,5
for all prediction time lengths 𝜏

1,...,3
and difference 𝜀

1,...,3
of

𝐸asym,𝜏1,...,3 − 𝐸asym.

𝐸asym,𝜏3 𝜀
3

𝐸asym,𝜏2 𝜀
2

𝐸asym,𝜏1 𝜀
1

(ND1, (4)) 8.3 ± 0.1 −0.1 ± 0.1 8.4 ± 0.3 0.0 ± 0.3 8.1 ± 0.5 −0.3 ± 0.5
(ND1, (5)) 9.1 ± 0.4 0.7 ± 0.4 17.0 ± 1.4 8.6 ± 1.4 — —
(ND1, (6)) 8.3 ± 0.1 −0.1 ± 0.1 8.4 ± 0.9 0.0 ± 0.9 8.0 ± 2.1 −0.4 ± 2.1
(ND1, (7)) 8.8 ± 0.2 0.4 ± 0.2 12.7 ± 2.4 4.3 ± 2.4 26.8 ± 7.7 18.4 ± 7.7
(ND2, (4)) 8.3 ± 0.0 −0.1 ± 0.0 8.3 ± 0.2 −0.1 ± 0.2 8.8 ± 0.7 0.4 ± 0.7
(ND2, (5)) 8.9 ± 0 0.5 ± 0.0 10.9 ± 1.0 2.5 ± 1.0 63.4 ± 21.0 55.0 ± 21.0
(ND2, (6)) 8.3 ± 0.3 −0.1 ± 0.3 8.2 ± 0.2 −0.2 ± 0.2 7.8 ± 0.7 −0.6 ± 0.7
(ND2, (7)) 8.6 ± 0.3 0.2 ± 0.3 10.2 ± 1.0 1.8 ± 1.0 15.9 ± 2.9 7.5 ± 2.9
(ND3, (4)) 8.4 ± 0.0 0.0 ± 0.0 8.3 ± 0.1 −0.1 ± 0.1 8.3 ± 0.2 −0.1 ± 0.2
(ND3, (5)) 8.8 ± 0.2 0.4 ± 0.2 10.2 ± 0.2 1.8 ± 0.2 18.2 ± 1.7 9.8 ± 1.7
(ND3, (6)) 8.3 ± 0.0 −0.1 ± 0.0 8.2 ± 0.2 −0.2 ± 0.2 7.7 ± 0.2 −0.7 ± 0.2
(ND3, (7)) 8.5 ± 0.1 0.1 ± 0.1 8.9 ± 0.2 0.5 ± 0.2 9.8 ± 0.3 1.4 ± 0.3
(ND4, (4)) 8.4 ± 0.1 0.0 ± 0.1 8.3 ± 0.1 −0.1 ± 0.1 8.7 ± 0.3 0.3 ± 0.3
(ND4, (5)) 8.8 ± 0.1 0.4 ± 0.1 9.6 ± 0.2 1.2 ± 0.2 15.3 ± 1.6 6.9 ± 1.6
(ND4, (6)) 8.3 ± 0.1 −0.1 ± 0.1 8.2 ± 0.1 −0.2 ± 0.1 8.1 ± 0.2 −0.3 ± 0.2
(ND4, (7)) 8.4 ± 0.1 0.0 ± 0.1 8.5 ± 0.1 0.1 ± 0.1 9.3 ± 0.4 0.9 ± 0.4
(ND5, (4)) 8.3 ± 0.0 −0.1 ± 0.0 8.3 ± 0.1 −0.1 ± 0.1 8.5 ± 0.1 0.1 ± 0.1
(ND5, (5)) 8.7 ± 0.1 0.3 ± 0.1 9.3 ± 0.1 0.9 ± 0.1 11.7 ± 0.5 3.3 ± 0.5
(ND5, (6)) 8.3 ± 0.0 −0.1 ± 0.0 8.2 ± 0.1 −0.2 ± 0.1 7.9 ± 0.1 −0.5 ± 0.1
(ND5, (7)) 8.4 ± 0.0 0.0 ± 0.0 8.3 ± 0.1 −0.1 ± 0.1 8.4 ± 0.1 0.0 ± 0.1
(ND, (4)) 8.3 ± 0.0 −0.1 ± 0.0 8.3 ± 0.1 −0.1 ± 0.0 8.5 ± 0.2 0.1 ± 0.2
(ND, (5)) 8.9 ± 0.1 0.5 ± 0.1 11.4 ± 2.2 3.0 ± 2.2 27.2 ± 18.1 18.8 ± 18.1
(ND, (6)) 8.3 ± 0.0 −0.1 ± 0.0 8.2 ± 0.1 −0.2 ± 0.1 7.9 ± 0.1 −0.5 ± 0.1
(ND, (7)) 8.5 ± 0.1 0.1 ± 0.1 9.7 ± 1.4 1.3 ± 1.4 14.0 ± 5.9 5.6 ± 5.9

really poor approximation by (5) and (7) and usable approx-
imations by (4) and (6), but with the already mentioned
disadvantage of underestimations by (6). For (4), 𝜀

3
lies

between −0.1 and 0 (relatively against 𝐸asym it means between
−1.2% and 0%), 𝜀

2
between −0.1 and 0 (between −1.2% and

0%), and 𝜀
1
between −0.4 and 0.4. (−4.8% and 4.8%).

7. Conclusion

This paper studies errors of estimations of time limits and
asymptotic value of initial errors growth in chaotic atmo-
spheric model L05II introduced by Lorenz [12] with the
parameters as close toNWPMas possible. Five types of initial
conditions are represented by five normal distributions. Five
settings of EPM showed the differences of order 0.1 and there-
fore the average value was chosen as model data. Quadratic
hypothesis shows the best agreementwithmodel’s asymptotic
value 𝐸asym and good agreement with model time limits.
Approximation can be even improved by subtraction of
constant value and after that the quadratic hypothesis is
closest to model data from all hypotheses. Purpose and size
of this constant are explained. Logarithmic hypothesis has
the lowest agreement with the model data for time limits and
asymptotic value. Modified quadratic hypothesis is good in
approximating the model asymptotic value but it is not the

best. For time limits, it is the best choice for approximation
as long as we do not use the subtraction of the constant.
Disadvantage is that, for some cases, this hypothesis under-
estimates model data and therefore some time limits are
not available. Modified logarithmic hypothesis does not give
good agreement withmodel’s asymptotic value but gives sim-
ilar agreement with model’s time limit as modified quadratic
hypothesis. Disadvantage is that, for the first two initial
conditions, it is not solvable and therefore is usable only for
larger initial errors. Quadratic hypothesis after subtraction
of the constant value overestimates the model data for 0.5
days on average. Higher value is shown only for the shortest
prediction time length 𝜏

1
and time limit 𝜏

95%. The size is 1.9
days on average. Relative difference between model’s asymp-
totic value and asymptotic value calculated from quadratic
hypothesis is between 0 and 1.2% for prediction time 𝜏

3
and 𝜏
2

and between −4.8% and 4.8% for prediction time 𝜏
1
. So, only

for the lastly mentioned prediction time, we should calculate
with this difference.
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Usually, a hydrometeorological information system is faced with great data flows, but the data levels are often excessive, depending
on the observed region of the water. The paper presents advanced buoy communication technologies based on multiagent
interaction and data exchange between several monitoring system nodes. The proposed management of buoy communication is
based on a clustering algorithm, which enables the performance of the hydrometeorological information system to be enhanced.
The experiment is based on the design and analysis of the inexpensive but reliable Baltic Sea autonomous monitoring network
(buoys), which would be able to continuously monitor and collect temperature, waviness, and other required data. The proposed
approach of multiagent based buoy communication enables all the data from the costal-based station to be monitored with limited
transition speed by setting different tasks for the agent-based buoy system according to the clustering information.

1. Introduction

There are a variety of tools to monitor and evaluate Baltic Sea
hydrometeorological data, butmost received information has
low spatial coverage and low level of detail in time [1]. Sea
wave height, water temperature, and underwater noise data,
used for many practical applications, are usually obtained
from three sources: buoy measurements, model calculations,
and ship observations. Compared to other data acquisition
methods, buoy measurements are the most reliable and
readily data source available continuously for years [2].
Basically, the network of buoys is involved in mapping the
temperature, wave height, and underwater noise at a buoy
location using the data retrieved from other buoy locations
[3]. However, many hydrometeorological data measurements
using sea buoys can be lost due tomalfunctions,maintenance,
connection problems, or dubious data recorded by the buoy.

In order to ensure greater reliability of data collection, it is
necessary to develop a distributed information system, pre-
dicting complex situations and supporting decision-making
processes. Information provided from such system is impor-
tant for decision-makers and is needed to ensure the pro-
vision of information for decision-making institutions [4–
6]. An important feature of the buoy network is the ability
to monitor, collect, and evaluate wide spatial coverage and
real-time hydrometeorological data of the Baltic Sea [5]. A
hydrometeorological information system is faced with great
data flows, but the data levels are often excessive, depending
on the observed region of the water. Therefore, current
traditional methods are no longer sufficient to ensure the
rapid collection of data and valuable information extraction.

The purpose of this study is to show the possibilities
of developing a hydrometeorological data collection sys-
tem (HMDCS) involving advanced technologies such as
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multiagent based interaction and data collection between
several monitoring system nodes (i.e., buoys) based on self-
organizing maps (SOM). The experiment is based on the
design of the inexpensive but reliable Baltic Sea autonomous
monitoring network (buoys), which would be able to con-
tinuously monitor and collect temperature, waviness, and
other required data. Moreover, it has the ability to monitor all
the data from the coast-based station with limited transition
speed by setting different tasks for the agent-based buoy
system according to the SOM.

2. Sea Hydrometeorological Data Monitoring

Nowadays, there are numerous and varied designs for auton-
omous systems used for meteorological and oceanographic
monitoring with different integration degrees. The buoy
network system used in the Canary Islands is one of them
[7]. It has a control center that manages the transmission
communications and provides data in a useful form to diverse
socioeconomically important sectors which make exhaustive
use of the littoral, and data from the buoys are used to
manage the coastal environment. The buoys monitor water
temperature, salinity, dissolved oxygen, hydrocarbons, and
other characteristics, which they canmeasurewhen equipped
with other sensors such as a fluorometer and a turbidimeter,
and each buoy is also able to communicate via GSMmodem.
Following a programmed sampling rate (every hour), the
ECU sends to the central receiver unit a SMSmessage, which
includes a sensor data set, GPS position, and battery level.
However, deeper analysis of the data has shown that such
a sampling rate is not sufficient, which means that the data
transmit protocol must be reevaluated.

In order to provide greater hydrometeorological data
monitoring reliability and faster data retrieval, a variety of
sensory systems networks [8–10] have been proposed, such
as communication technologies that enable communication
between sensor nodes [10], systems for communication be-
tween maritime platforms like vessels, commercial ships, or
buoys [9], and real-time monitoring of the underwater envi-
ronment where an acoustic mesh network is located between
the underwater sensor networks and the central monitoring
system [8]. The proposed models can solve various problems
but require more flexible solutions for complex data transfer
problems.This problem can be solved by developing an active
autonomous sensormultiagent based system, which is able to
combine data processing methods according to the situation.

3. Hydrometeorological Data Sensory System

3.1. Temperature Data Collection. During the investigation
stage of the HMDCS development, several types of temper-
ature sensors were compared. The comparison possibilities
are made by analyzing their parameters according to the
technical specifications presented in datasheets.

After a comparative analysis of the temperature sensors,
we selected the DS18B20 digital sensor. This digital tempera-
ture sensor can measure temperatures within the range from
−55∘C to +125∘C at 12-bit precision, with accuracy −0.50∘C

[11]. However, after additional calculations, it is possible to
reduce the temperature measurement error down to 0.10∘C.
The most attractive feature is the fact that these sensors have
already been calibrated at the factory and their accuracy
error is ±0.5∘C in the range from −10∘C to +85∘C and ±2∘C
error over the operating range (55∘C to +125∘C). Sensor
supply voltage is in the range of +3 to +5.5 V. In standby
mode, current consumption is close to zero (less than 1 𝜇A),
while temperature conversion power use is about 1mA.
The measurement process lasts no more than 0.75 sec. The
DS18B20 communicates over a 1-Wire bus that by definition
requires only one data line (and ground) for communication
with a central microprocessor. In addition, the DS18B20 can
derive power directly from the data line (“parasite power”),
eliminating the need for an external power supply. Each
DS18B20 has a unique 64-bit serial code, which allows
multiple DS18B20s to function on the same 1-Wire bus.Thus,
it is simple to use one microprocessor to control many
DS18B20s distributed over an area of few square meters (in
our case they are used to measure temperature in different
depth of the sea). This part has already become the corner
stone of many data logging and temperature control projects.

3.2. Waviness Measurements. At present, sea and ocean wav-
iness measurements use a variety of methods, depending on
the geographic region, measuring accuracy, and general tasks
[12]. The main and most commonly used are as follows:

(i) ultrasound-based sensors:

(1) pros: suitable for measuring waves with a height
of over 5 meters,

(2) cons: significant measurement errors,

(ii) rheostat-type structures:

(1) pros: allow you to get fairly accurate data,
(2) cons: because of their design features they have

a short lifetime,

(iii) satellite image analysis:

(1) cons: due to the inherent large errors, this can
be used only for ocean waviness measurements,

(iv) GPS system:

(1) cons: not suitable for measuring waves with a
height of 0.5–2.0 meters,

(v) accelerometer and gyroscope design:

(1) pros: small measurement errors, easy imple-
mentation.

For our experiment the couple of accelerometer and gyro-
scope was used. Based on the experience of other scientists
[1], accelerometer data were processed by removing the
component of gravity, according to the following:

[
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Here, 𝑋
𝑆
, 𝑌
𝑆
, 𝑍
𝑆
represent the accelerations measured in the

sensor frame, 𝑋
𝐸
, 𝑌
𝐸
, 𝑍
𝐸
are the accelerations rotated into

the earth coordinate frame, and the direction cosines for the
above transformation are in terms of the Euler attitude angles.

The coefficients 𝑎, 𝑏, and 𝑐 are calculated using the follow-
ing formulas:

𝑎
1
= cos 𝜃 cos𝜓,

𝑏
1
= sin𝜑 sin 𝜃 cos𝜓 − cos𝜑 sin𝜓,

𝑐
1
= sin𝜑 sin 𝜃 cos𝜓 + cos𝜑 sin𝜓,

𝑎
2
= cos 𝜃 sin𝜓,

𝑏
2
= sin𝜑 sin 𝜃 cos𝜓 + cos𝜑 sin𝜓,

𝑐
2
= sin𝜑 sin 𝜃 cos𝜓 − cos𝜑 sin𝜓,

𝑎
3
= − sin 𝜃,

𝑏
3
= sin𝜑 cos 𝜃,

𝑐
3
= cos𝜑 cos 𝜃.

(2)

Here, 𝜃, 𝜓 and 𝜑 are data from the gyroscope. After the accel-
erations have been rotated into the earth frame, the earth-
referenced accelerations of the buoy are given by

𝐴
𝑋
= − 𝑔𝑋

𝐸
,

𝐴
𝑌
= − 𝑔𝑌

𝐸
,

𝐴
𝑍
=𝑔 (1 − 𝑍

𝐸
) ,

(3)

where 𝐴
𝑋
, 𝐴
𝑌
, and 𝐴

𝑍
are accelerations with eliminated

gravity force along the earth-oriented𝑋-, 𝑌-, and 𝑍-axes.

3.3. Data Transmissions. After comparing the most popular
data transmission protocols such as Bluetooth, UWB, ZigBee,
Wi-Fi, and others [5], it was decided that ZigBee is the
most suitable transmission protocol for such a task (low-
cost, low power, mesh network support). So, this mesh-type
network protocol was used for developing the HMDCS buoy
network. ZigBee is an open standard for short-range wireless
networks based on the Physical Layer and the Media Access
Control from IEEE 802.15.4, focusing on minimizing the
overall power consumption and at the same timemaximizing
network reliability [13].

The ZigBee protocol offers three kinds of devices to form
a PAN (personal area network):

(1) end-devices, which periodically collect data and
transmit it,

(2) routers: they collect data from end-devices and for-
ward it to the destination (like another router or to
the final coordinator),

(3) coordinator: one of the routers in a PAN is usually
configured as a coordinator.Themain function of the
coordinator is the parameterization andmanagement
of the PAN, and the collection of network data.

Costal
station

Full function device (buoy)

PAN coordinator and data getaway

ZigBee communication

GSM communication

Figure 1: Mesh network.

In our case, we used so-called “full function devices”
which collect data and work as a router and coordinator,
which manages the PAN network and sends collected data
via GSM to a coastal station (Figure 1). The following ZigBee
network configuration was used for transmitting data to the
coastal station.

3.4. Buoy Power Management. Power requirements for the
electronic buoy system are 5V DC at 76mA in active cycle
(active sensors and microcontroller are calculating data;
transmitter is sending information) and about 27mA at
passive cycle (microcontroller is in sleep mode, and only the
receiver is powered up for wake up using external interrupt).
Active cycle lengths is about 5 seconds in every 10 minutes,
so the duty cycle of the buoy is 0,0083. The buoy power
supply consists of a battery bank of 18AA typeNi-MHbattery
cells, arranged in 3 parallel groups of 6 cells connected in
series. The capacity of each battery used in our buoy system
is 2200mAh so the capacity of each group of 3 batteries
combined in parallel groups is 6600mAh at 7.2 V. Expected
lifetime of such configuration system at 25∘C temperature
would be about 10 days. Batteries placed in the bottom of the
buoy also serve as ballast.

4. Agent Action Distribution Using SOM

The proposed multiagent sensory system is based on the goal
of task distribution for agents according to action similari-
ties. This can be implemented applying self-organising map
neural networks (SOM). A SOM defines a two-dimensional
nonlinear manifold as a regular array of discrete points. In
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Input
layer

Competition
layer

Active
sensor agents

Agent target
parameters

· · ·

Figure 2: SOM for autonomous agents-based sensory system.

this way, the application of unsupervised learning allows
a multidimensional vector represented in two-dimensional
output space. The SOM output layer neurons retain a
topological structure according to internal data structure.
A typical SOM neural network architecture is shown in
Figure 2. The input nodes represent the parameter vector,
which according to the similarity is projected in the two-
dimensional output space—the competitive layer. The input
layer represents the parameters of the agents’ target selection,
and the competitive layer represents the autonomous agents-
based sensory system.

In order to get the topological structure of the SOM, a
training process should be applied. Each unit in the com-
petition layer array is associated with a parametric reference
vector weight of dimension 𝑛. Each input vector is compared
with the reference vector weight 𝑤

𝑗
of each unit. The best

match with the smallest Euclidean distance is defined as the
response, and the input ismapped onto this location. Initially,
all reference vector weights are assigned to small random
values and are updated as [14]

Δ𝑤
𝑗
= 𝛼
𝑛 (
𝑡) ℎ𝑗
(𝑔, 𝑡) (𝑥

𝑖
− 𝑤
𝑗 (
𝑡)) , (4)

where 𝛼(𝑡) is the learning rate at time 𝑡 and ℎ
𝑗
(𝑔, 𝑡) is the

neighborhood function fromwinner unit neuron𝑔 to neuron
𝑗 at time 𝑡. In general, the neighborhood function decreases
monotonically as a function of the distance from neuron 𝑔 to
neuron 𝑛. This decreasing property is a necessary condition
for convergence [14].

SOM competition layer nodes correspond to individual
agents as active sensory nodes, which are able to process
data at a different level (filtering, sampling, transfer, and
other). The capacity of the wireless network, the data capture
excess in the central database, and so on depend on these
characteristics. Assuming that each agent as an active buoy
sensor node performs different actions, the central unit
can distribute tasks for the agents in accordance with their
capabilities and the required information. In this case, we use

three parameters as the inputs for the SOM, which determine
the actions performed by the agents—the significance of
the measurement data, hydrometeorological characteristics
of interest, and the number of the sampling rate. These
parameters as appropriate capability are predefined for every
active sensor agent in the SOM’s competition layer. Under
these settings, the actions are distributed for the agents
according to the common goal and the capability of each
agent. For example, if we need raw data, the task will be
forwarded to agents that have a high data transfer bandwidth
but do not have filtering capabilities.

5. Multiagent System Model for
Hydrometeorological Sensory System

For proper buoy operation, a multiagent type system was
designed. The agent software was developed using a multi-
agent framework and works internally in the buoy. Figure 3
shows one buoy agent example. The buoy agent has one
main goal: measure data and different tasks given by posting
a newMeasurmentGoal message from coordinator (SOM
network). The buoy agent can read new data using capability
Measure (Figure 4). Once the sensor has read the data, the
messages onReadWTemper (for water temperature), oRead-
OTemper (for weather temperature), and onReadWaveHg
(for wave height) occur.

The buoy agent stores data in the local DB and if
necessary, it is able to post it to other agents via the ZigBee
network using the plan SendData.

6. Results and Discussion

For sea wave height, five different measurement methods
were analyzed: using an ultrasonic sensor, a rheostat-type
sensor, accelerometer and gyroscope sensors, satellite photos,
and GPS data [12]. For data transmission from buoys to the
main station different transmission methods and protocols
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Figure 5: Buoy electronic system prototype.

were analyzed, but most focused on mesh-type wireless
networks and agent-based communication methods [11, 15].

For testing purposes, an experimental buoy sensory sys-
tem was developed. The core component of the prototype is
the Arduino Mega platform with an ATmega2560 microcon-
troller which operates at 16MHz clock frequency (Figure 5-
(1)).The experimental buoy system is powered by solar power
supply, which also recharges the Ni-MH batteries, which
allow the buoy sensory system to operate at night (Figure 5-
(3), (9), and (10)). Buoy status is shown on an LCD display
(Figure 5-(2)). XBee Pro modules (Figure 5-(4)) implement
communication via the ZigBee protocol and have 10mW
transmission power and according to the specifications, an
expected distance of about 1–1.5 km outdoors. Temperature
measurements (underwater and weather) are implemented
using a DS18B20 sensors array connected to a 1-wire network
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Figure 6: The distributed sensory node priorities using the SOM
neural network.

(Figure 5-(5)). Data logging is to MMC (Figure 5-(7)). The
wave height is measured using an MPU6050 (Figure 5-
(6)) accelerometer/gyroscope and calculated by the provided
method.

The constructed prototype was placed in a hermetic
housing and tested offshore in the Baltic Sea. The construc-
tion design and electronics solutions look very promising:
one buoy’s electronics cost only about 100 EUR, and the
experimentally tested point to point network with 10mW
Xbee modules in open sea has a transmission distance of at
least 900m (it is enough to build amesh-type buoy network).

According to the Baltic Sea Monitoring Data Base [16]
a hydrometeorological mesh-type data collection network
was established, which enables the performance evaluation of
each sensor node. This evaluation allows the coastal central
station to distribute the agent performance according to the
amount of required data. Figure 6 shows the distribution of
sensory node priorities using the SOM neural network.

Each sensor node priority defines the importance of the
measurements and the amount of data transmitted; that is,
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a sensor node with higher priority requires the agent to
transmit larger amounts of data, which should allow a more
accurate assessment of the sea region of interest.

7. Conclusions

This paper presents the possibilities of developing a hydrom-
eteorological data collection system (HMDCS) involving
advanced technologies such as multiagent based interaction
and data collection between severalmonitoring system nodes
(i.e., buoys) based on self-organizing maps (SOM). The pro-
posed solutions of HMDCS look very promising because of
the inexpensive but reliable Baltic Sea autonomous monitor-
ing network (buoys), which is able to continuously monitor
and collect temperature, waviness, and other required data.
The multiagent type system was designed to monitor data
from a coastal-based station with limited transition speed
by setting different tasks for the agent-based buoy system
according to the SOM.
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Unfortunately, the major group of the systems in industry has nonlinear behavior and control of such processes with conventional
control approaches with fixed parameters causes problems and suboptimal or unstable control results. An adaptive control is one
way to how we can cope with nonlinearity of the system. This contribution compares classic adaptive control and its modification
withWiener system.This configuration divides nonlinear controller into the dynamic linear part and the static nonlinear part.The
dynamic linear part is constructed with the use of polynomial synthesis together with the pole-placement method and the spectral
factorization. The static nonlinear part uses static analysis of the controlled plant for introducing the mathematical nonlinear
description of the relation between the controlled output and the change of the control input. Proposed controller is tested by
the simulations on the mathematical model of the continuous stirred-tank reactor with cooling in the jacket as a typical nonlinear
system.

1. Introduction

Thecontrol of the chemical processes in the industry is always
challenging because of the nonlinearity of the major group of
systems. The continuous stirred-tank reactor (CSTR) is one
of the most common used types of chemical reactors because
of easy controllability [1].

The adaptive control [2] is a control technique with good
theoretical background and also practical implementations.
It uses idea of the living organisms that adopts their behavior
to the actual environmental conditions.There are also various
adaptation techniques and variations described, for example,
in [3].

The control method used here is based on the combina-
tion of the adaptive control and nonlinear control. Theory of
nonlinear control (NC) can be found, for example, in [4, 5].
The nonlinear adaptive controller is divided via Wiener’s
model [6] into two parts: the dynamic linear part (DLP)
and the static nonlinear part (SNP). The DLP uses polyno-
mial synthesis [7] with pole-placement method and spectral
factorization and all these methods satisfy basic control
requirements such as disturbance attenuation, stability, and

reference signal tracking. The second, nonlinear, part uses
measurements of the steady-state behavior of the system for
mathematical description of the dependence between the
controlled output variable and the control input variable.

The controlled system, CSTR, with originally nonlinear
behavior could be mathematically described for the control
purposes by the external linear model (ELM) [8], parameters
of which could vary because of the nonlinearity of the
system. This problem could be overcome with the use of
recursive identification which recomputes parameters of the
ELM according to the actual state and the behavior of the
system.There were used delta- (𝛿-)model [8] in this work as
a special type of discrete-time models parameters of which
approaches to the continuous ones for the small sampling
period as it is proofed, for example, in [9].

The results are also compared with classical adaptive
control which uses only ELM as a linear representation
of the originally nonlinear controller [10, 11] to show the
improvement of this nonlinear adaptive control strategy.

The proposed control strategies were verified by simula-
tions on themathematical model of CSTRwith cooling in the
jacket [12]. This mathematical model was studied also in [10]
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Figure 1: Continuous stirred-tank reactor with cooling in the jacket.

and classic adaptive controller was applied in [11]. All simula-
tions were done in themathematical softwareMatlab, version
7.0.1.

2. Controlled Plant

The system under the consideration is a continuous stirred-
tank reactor (CSTR)with the so-calledVan der Vusse reaction
𝐴 → 𝐵 → 𝐶, 2𝐴 → 𝐷 inside and cooling jacket—see the
scheme of the CSTR in Figure 1.

If we introduce common simplifications like the perfect
mixture of the reactant, all densities, transfer coefficients,
heat capacities, and the volume of the reactant are constant
throughout the reaction, and the mathematical model devel-
oped with the use of material and heat balances inside has
form of the set of ordinary differential equations (ODEs) [12]

𝑑𝑐
𝐴

𝑑𝑡

=

𝑞
𝑟

𝑉
𝑟

(𝑐
𝐴0
− 𝑐
𝐴
) − 𝑘
1
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𝐴
− 𝑘
3
𝑐
2

𝐴
,

𝑑𝑐
𝐵

𝑑𝑡

= −
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𝑑𝑡
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(𝑄
𝑐
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𝑟
𝑈(𝑇
𝑟
− 𝑇
𝑐
)) ,

(1)

where 𝑡 in (1) is the time, 𝑐 are concentrations, 𝑇 represents
temperatures, 𝑐

𝑝
is used for specific heat capacities, 𝑞

𝑟
means

the volumetric flow rate of the reactant,𝑄
𝑐
is the heat removal

of the cooling liquid, 𝑉
𝑟
is volume of the reactant, 𝜌 stands

for densities, 𝐴
𝑟
is the heat exchange surface, and 𝑈 is

the heat transfer coefficient. Indexes (⋅)
𝐴
and (⋅)

𝐵
belong to

compounds 𝐴 and 𝐵, respectively, (⋅)
𝑟
denotes the reactant

mixture, (⋅)
𝑐
denotes cooling liquid, and (⋅)

0
are feed (inlet)

values.

Table 1: Fixed parameters of the CSTR.

Name of the parameter Symbol and value of the
parameter

Volume of the reactant 𝑉
𝑟
= 0.01m−3

Density of the reactant 𝜌
𝑟
= 934.2 kg⋅m−3

Heat capacity of the reactant 𝑐
𝑝𝑟
= 3.01 kJ⋅kg−1⋅K−1

Weight of the coolant 𝑚
𝑐
= 5 kg

Heat capacity of the coolant 𝑐
𝑝𝑐
= 2.0 kJ⋅kg−1⋅K−1

Surface of the cooling jacket 𝐴
𝑟
= 0.215m2

Heat transfer coefficient 𝑈 = 67.2 kJ⋅min−1⋅m−2⋅K−1

Preexponential factor for
reaction 1 𝑘

01
= 2.145 ⋅ 10

10min−1

Preexponential factor for
reaction 2 𝑘

02
= 2.145 ⋅ 10

10min−1

Preexponential factor for
reaction 3 𝑘

03
= 1.5072 ⋅ 10

8min−1⋅kmol−1

Activation energy of reaction 1
to 𝑅 𝐸

1
/𝑅 = 9758.3 K

Activation energy of reaction 2
to 𝑅 𝐸

2
/𝑅 = 9758.3 K

Activation energy of reaction 3
to 𝑅 𝐸

3
/𝑅 = 8560K

Enthalpy of reaction 1 ℎ
1
= −4200 kJ⋅kmol−1

Enthalpy of reaction 2 ℎ
2
= 11000 kJ⋅kmol−1

Enthalpy of reaction 3 ℎ
3
= 41850 kJ⋅kmol−1

Input concentration of
compound 𝐴 𝑐

𝐴0
= 5.1 kmol⋅m−3

Input temperature of the
reactant 𝑇

𝑟0
= 387.05K

The variable ℎ
𝑟
and 𝑘

1−3
in (1) denote the reaction heat

and reaction rates which are computed from

ℎ
𝑟
= ℎ
1
⋅ 𝑘
1
⋅ 𝑐
𝐴
+ ℎ
2
⋅ 𝑘
2
⋅ 𝑐
𝐵
+ ℎ
3
⋅ 𝑘
3
⋅ 𝑐
2

𝐴
,

𝑘
𝑗
(𝑇
𝑟
) = 𝑘
0𝑗
⋅ exp(

−𝐸
𝑗

𝑅𝑇
𝑟

) , for 𝑗 = 1, 2, 3,
(2)

where ℎ
𝑖
stands for reaction enthalpies. Reaction rates 𝑘

1−3
in

the second equation are nonlinear functions of the reactants
temperature computed via Arrhenius law with 𝑘

0𝑗
as rate

constants, 𝐸
𝑗
are activation energies, and 𝑅 means gas

constant.
Equations (1) together with (2) construct the mathemat-

ical model of the plant used later for simulation studies. Due
to simplifications introduced above we can say that this type
of reactor is a nonlinear lumped-parameters system. We have
four state variables 𝑐

𝐴
, 𝑐
𝐵
, 𝑇
𝑟
, and 𝑇

𝑐
and four input variables:

the volumetric flow rate of the reactant, 𝑞
𝑟
, the heat removal

of the coolant, 𝑄
𝑐
, the input concentration, 𝑐

𝐴0
, and input

temperature of the reactant, 𝑇
𝑟0
. The fixed values of the

reactor are shown in Table 1 [12].
It is good to know behavior of the system before the

design of the controller. This behavior is usually obtained
from the steady-state and dynamic analyses of the system
which will be described in the next subchapters.
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Figure 2: Steady-state characteristics of the product’s concentration 𝑐𝑠
𝐵
(a) and reactant’s temperature 𝑇𝑠

𝑟
(b).

2.1. Steady-State Analysis. This analysis observes the behavior
of the system in the steady-state, that is, in time 𝑡 → ∞.
Mathematically speaking, derivatives with respect to time in
the set of ODEs (1) are equal to zero; that is,

𝑑 (⋅)

𝑑𝑡

= 0 (3)

which means that the set of ODEs (1) is transformed to the
set of nonlinear algebraic equations that can be solved, for
example, with the simple iterative method. This method is
easily programmable in common mathematical software.

Results of steady-state analyses for different volumetric
flow rate of the reactant 𝑞

𝑟
= ⟨0; 0.03⟩ m3 ⋅ min−1 and heat

removal of cooling 𝑄
𝑐
= ⟨−500; 500⟩ kJ ⋅ min−1 are shown

in Figures 2(a) and 2(b).
Both graphs show highly nonlinear steady-state behavior

of this system.

2.2. Dynamic Analysis. The second, dynamic, analysis shows
the response of the system to the step change of the input
quantity. Although there could be theoretically four input
quantities, the volumetric flow rate of the reactant, 𝑞

𝑟
, and

heat removal of the cooling,𝑄
𝑐
, were chosen as an input vari-

ables mainly from the practical point of view. Figures 3 and 4
show dynamic responses for various step changes of the input
quantities in the working point 𝑞𝑠

𝑟
= 2.365 ⋅ 10

−3m3 ⋅ min−1

and 𝑄𝑠
𝑐
= −18.56 kJ ⋅ min−1. Inputs 𝑢

1
and 𝑢

2
represent step

changes of the 𝑞
𝑟
and 𝑄

𝑐
, respectively, and outputs 𝑦

1
and 𝑦

2

show difference of the output products concentration, 𝑐
𝐵
, and

reactants temperature, 𝑇
𝑟
, from their initial, that is, steady-

state, value:

𝑢
1 (
𝑡) = 𝑄𝑐 (

𝑡) − 𝑄
𝑠

𝑐
[kJ ⋅min−1] ,

𝑢
2 (
𝑡) = 𝑞𝑟 (

𝑡) − 𝑞
𝑠

𝑟
[m3 ⋅min−1] ,

𝑦
1 (
𝑡) = 𝑐𝐵 (

𝑡) − 𝑐
𝑠

𝐵
[kmol ⋅m−3] ,

𝑦
2 (
𝑡) = 𝑇𝑟 (

𝑡) − 𝑇
𝑠

𝑟
[K] ,

(4)

where initial values of 𝑐
𝐵
and𝑇
𝑟
are 𝑐𝑠
𝐵
= 1.0903 kmol ⋅m−3 and

𝑇
𝑠

𝑟
= 387.34K.

3. Nonlinear Adaptive Control Strategy

The control strategy here is based on the factorization of
controller into the static nonlinear part (SNP) and the
dynamic linear part (DLP); see Figure 5.This control scheme
configuration is called aWiener system.

Aswritten in the previous part, there are theoretically four
input and four output variables. In this case, the change of the
output concentration, 𝑐

𝐵
, from its steady-state value, 𝑐𝑠

𝐵
, was

controlled with the change of the volumetric flow rate of the
reactant, 𝑞

𝑟
, from the working point, 𝑞𝑠

𝑟
; that is,

𝑢 (𝑡) = Δ𝑞𝑟
= 𝑞
𝑟 (
𝑡) − 𝑞
𝑠

𝑟
[m3 ⋅min−1] ,

𝑦 (𝑡) = Δ𝑐𝐵
= 𝑐
𝐵 (
𝑡) − 𝑐
𝑠

𝐵
[kmol ⋅m−3] .

(5)

The dynamic part DLP in Figure 5 represents linear
dynamic relation between the tracking error 𝑒(𝑡) and the
input to the nonlinear static part 𝑢

0
(𝑡) = Δ𝑐

𝐵𝑤
(𝑡) which

is difference between the concentration of the product,
𝑐
𝐵
(𝑡), and its desired value. The second static nonlinear part

then describes the relation between 𝑢
0
(𝑡) and corresponding

change of the input volumetric flow rate of the reactant
Δ𝑞
𝑟
(𝑡).
The schematic representation of the control system can be

found in Figure 6.

3.1. Static Nonlinear Part. The nonlinear part uses properties
of the system in the steady-state described above.
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If we do the steady-state characteristic for the volu-
metric flow rate of the reactant, 𝑞

𝑟
, from the range 𝑞

𝑟
=

⟨0.001; 0.04⟩ m3 ⋅min−1, results for the steady-state values of

the products concentration, 𝑐𝑠
𝐵
, are shown in Figure 7(a). The

operation of the controller was chosen in the interval where
𝑞
𝑟,min = 0.0055m3 ⋅ min−1 and 𝑞

𝑟,max = 0.03m3 ⋅ min−1.
Working point of the system was chosen in the middle of this
interval and includes also the nonlinearity of the system.This
point is defined by the volumetric flow rate 𝑞𝑠

𝑟
= 0.015m3 ⋅

min−1 and heat removal of the coolant𝑄𝑠
𝑐
= −18.56 kJ⋅min−1.

The steady-state value of the controlled concentration is in
this point 𝑐𝑠

𝐵
= 0.442 kmol ⋅m−3.

Due to later approximation and better unification of the
variables, the new 𝑥 and 𝑦 variables 𝜔 and 𝜓 are introduced
and

𝜔 =

𝑞
𝑠

𝑟
− 𝑞
𝑟𝐿

𝑞
𝑟𝐿

[—] ; 𝜓 = 𝑐
𝑠

𝐵
− 𝑐
𝐵𝐿

[kmol ⋅m−3] , (6)

where 𝑞
𝑟𝐿

is lower bound from the interval and 𝑐
𝐵𝐿

is
corresponding products concentration from the upper bound
𝑞
𝑟𝑈
; see Figure 7. It is recommended to choose this interval

slightly longer than those in 𝑞
𝑟,min ≤ 𝑞

𝑟
(𝑡) ≤ 𝑞

𝑟,max which
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means in this case that lower and upper bounds of the input
variable and equivalent values of the concentrations are

𝑞
𝑟𝐿
= 0.004m3 ⋅min−1,

𝑞
𝑟𝑈
= 0.035m3 ⋅min−1,

𝑐
𝐵𝐿
= 0.1953 kmol ⋅m−3,

𝑐
𝐵𝑈

= 1.0274 kmol ⋅m−3.

(7)

It is common that the measured data on the real system
are affected by the measurement errors—see Figure 7(b) for
new coordinates. To emulate these errors, the random white-
noise error on the output variable is introduced here and the
values for new coordinates with noised data are shown in
Figure 7(b).

The difference of the input volumetric flow rate of the
coolant is from (5) 𝑢(𝑡) = Δ𝑞

𝑟
(𝑡) and the nonlinear part can

be then computed from

𝑢 (𝑡) = Δ𝑞𝑟 (
𝑡) = 𝑞𝑟𝐿

(

𝑑𝜔

𝑑𝜓

)

𝜓(𝑐
𝐵
)

𝑢
0 (
𝑡) . (8)

The values of 𝑞
𝑟𝐿

and 𝑢
0
(𝑡) in (8) are known and the

derivative 𝑑𝜔/𝑑𝜓 is unknown.
The procedure for computing of the value of this deriva-

tive for the specific value of products concentration, 𝑐
𝐵
, is the

following.The inverse of coordinates𝜔 and𝜓 is done first; see
Figure 8(a).Then, the data are approximated, for example, by
the exponential, polynomial, and so forth, functions.

For example, the exponential function in the general form

𝜔 = 𝑓 (𝜓) = 𝑎 ⋅ 𝑒
−𝑏⋅𝜓

+ 𝑐 (9)

was used in this case. The course of this approximation is
shown in Figure 8(a) (red dashed line) with the identified
values of constants 𝑎 = 7.1601, 𝑏 = 4.1806, and 𝑐 = 0.1707.
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As there is the derivative 𝑑𝜔/𝑑𝜓 in (8), this derivative is
in this case

𝑑𝜔

𝑑𝜓

= −29.9335 ⋅ 𝑒
−4.1806⋅𝜓

. (10)

The course of this function is shown in Figure 8(b).

3.2. External Linear Model of CSTR. The dynamic behavior
of the controlled system, in our case CSTR, together with
the SNP derived above is observed for the step responses of
the input 𝑢

0
; see Figure 2. Five changes 𝑢

0
were done for the

working point defined by input values 𝑞𝑠
𝑟
= 0.015m3 ⋅min−1

and𝑄𝑠
𝑐
= −18.56 kJ ⋅min−1 and results are shown in Figure 9.

The gain of the system SNP+CSTR is computed as

𝑔
𝑠
= lim
𝑡→∞

𝑦 (𝑡)

𝑢
0

(11)

and the values of this gain, 𝑔
𝑠
, are shown also in Figure 9.

Although the system has nonlinear behavior, presented
output dynamic responses could be described by the first
order continuous-time transfer function

𝐺 (𝑠) =

𝑌 (𝑠)

𝑈 (𝑠)

=

𝑏 (𝑠)

𝑎 (𝑠)

=

𝑏
0

𝑠 + 𝑎
0

(12)

with 𝑠 as a complex variable and polynomials 𝑎(𝑠) and 𝑏(𝑠)
come from identification. This transfer function could be
then in the form of the differential equation

̇𝑦(𝑡) + 𝑎0
𝑦 (𝑡) = 𝑏0

𝑢 (𝑡) . (13)

3.3. Identification of the ELM. Theonline identification of the
continuous-time ELM (12) is not very simple. On the other
hand, 𝛿-identification models belong to the class of discrete
models but their parameters are close to the continuous ones
for very small sampling period.

The delta-model introduces a new complex variable 𝛾 as
an alternative to complex variables 𝑠 in continuous-time and
𝑧 in discrete-time. The so-called forward 𝛿-model for 𝛽 = 0

was used here with the 𝛾 operator:

𝛾 =

𝑧 − 1

𝑇V
, (14)

where 𝑇V is a sampling period and 𝑧 is a discrete-time
complex variable.

The continuous model (12) is then rewritten to the form

𝑎
𝛿
(𝛿) 𝑦 (𝑡

󸀠
) = 𝑏
𝛿
(𝛿) 𝑢 (𝑡

󸀠
) , (15)

where polynomials 𝑎𝛿(𝛿) and 𝑏𝛿(𝛿) are discrete polynomials
and their coefficients are different from those of the CT
models 𝑎(𝑠) and 𝑏(𝑠) in (12). Time 𝑡󸀠 denotes discrete-time.

Equation (13) could be then with the substitution and
simplifications rewritten to

𝑦
𝛿 (
𝑘) = −𝑎

𝛿

0
𝑦
𝛿 (
𝑘 − 1) + 𝑏

𝛿

0
𝑢
𝛿 (
𝑘 − 1) , (16)
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Figure 9: Results of dynamic analyses for the changes of input 𝑢
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where new, recomputed, values of input and output variables
are

𝑦
𝛿 (
𝑘) =

𝑦 (𝑘) − 𝑦 (𝑘 − 1)

𝑇V
;

𝑦
𝛿 (
𝑘 − 1) = 𝑦 (𝑘 − 1) ;

𝑢
𝛿 (
𝑘 − 1) = 𝑢 (𝑘 − 1) .

(17)

The regression vector, 𝜙
𝛿
, and vector of parameters, 𝜃

𝛿
, used

for identification are then

𝜑
𝛿 (
𝑘 − 1) = [−𝑦

𝛿
(𝑘 − 1), 𝑢

𝛿
(𝑘 − 1)]

𝑇
;

𝜃
𝛿 (
𝑘) = [𝑎

𝛿

0
, 𝑏
𝛿

0
]

𝑇
(18)

and the differential equation (16) could be rewritten to the
vector form:

𝑦
𝛿 (
𝑘) = 𝜃

𝑇

𝛿
(𝑘) ⋅ 𝜑𝛿 (

𝑘 − 1) + 𝑒 (𝑘) , (19)

where 𝑒(𝑘) is a general random immeasurable component.
The task of the recursive identification is to find unknown
vector of parameters, 𝜃

𝛿
, from the measured data vector

𝜙
𝛿
. The simple recursive least-squares (RLS) method was

used in this work. This method together with exponential
and directional forgetting modifications produces sufficient
results as it was proofed by the previous experiments.

3.4. Dynamic Linear Part. The last part from Figure 6 which
has not been discussed is the dynamic linear part (DLP). The
feedback controller with one degree-of-freedom (1DOF) is
designed with the use of polynomial approach [7].

The scheme of this control configuration is shown
in Figure 10, where 𝑤 represents reference signal (wanted
value), 𝑒 is control error (𝑒 = 𝑤 − 𝑦), 𝑢 is control signal, V
is immeasurable error, and 𝑦 is controlled output from the
system. The block 𝐺(𝑠) is controlled system described by the
transfer function (12) and 𝑄(𝑠) is feedback controller, the
transfer function of which has general polynomial form:

𝑄 (𝑠) =

𝑞 (𝑠)

𝑠 ⋅ 𝑝 (𝑠)

, (20)
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Figure 10: One degree-of-freedom (1DOF) control configuration.

where parameters of polynomials and 𝑞(𝑠) are computed from
Diophantine equation:

𝑎 (𝑠) ⋅ 𝑠 ⋅ 𝑝 (𝑠) + 𝑏 (𝑠) ⋅ 𝑞 (𝑠) = 𝑑 (𝑠) . (21)

On the other hand, polynomials of the ELM 𝑎(𝑠) and 𝑏(𝑠)
in (21) are known from the recursive identification and we
expect that parameters of this polynomial are very close to
parameters of correspondent 𝛿 polynomials 𝑎𝛿(𝛿) and 𝑏𝛿(𝛿)
in (16). The polynomial 𝑑(𝑠) on the right side of (21) is an
optional stable polynomial and the degree of this polynomial
is deg 𝑑(𝑠) = deg 𝑎(𝑠) + deg 𝑝(𝑠) + 1. Roots of this polynomial
are called poles of the closed-loop and their position affects
quality of the control.

There are several ways to construct this optional polyno-
mial, for example, the pole-placement method, LQ approach,
and so forth. The choice here combines the pole-placement
method with spectral factorization of the identified polyno-
mial 𝑎(𝑠). The polynomial 𝑑(𝑠) has then two parts:

𝑑 (𝑠) = 𝑛 (𝑠) ⋅ (𝑠 + 𝛼)
2
, (22)

where 𝛼 > 0 is an optional coefficient reflecting closed-loop
poles and stable polynomial 𝑛(𝑠) is obtained from the spectral
factorization of the polynomial 𝑎(𝑠)—𝑛

⋆
(𝑠)⋅𝑛(𝑠) = 𝑎

⋆
(𝑠)⋅𝑎(𝑠),

which is known from the recursive identification.The transfer
function of the controller (20) is for this concrete ELM (12):

𝑄 (𝑠) =

𝑞 (𝑠)

𝑠 ⋅ 𝑝 (𝑠)

=

𝑞
1
𝑠 + 𝑞
0

𝑝
0
⋅ 𝑠

(23)

and parameters 𝑞
1
, 𝑞
0
, and 𝑝

0
are computed from Diophan-

tine equation (21).
The control synthesis presented above is derived in the

continuous-time, but identification and recomputation of the
controllers parameters run in discrete-time (𝛿-models). That
is why we call this controller hybrid adaptive controller.

4. Classic Adaptive Control

It is good to show how the nonlinear adaptive control could
improve classic adaptive control described, for example, in
[10] or [11].

Let us consider the control configuration displayed in
Figure 11 without the SNP part.

This means that system is controlled only with the
use of adaptive controller based on the ELM without the
knowledge about static behavior of the system. The design
and computation of the controller are the same as what is
described in Sections 3.2–3.4. The only difference is that the
input variable to the ELM is here 𝑢(𝑡) unlike 𝑢

0
(𝑡) in the

nonlinear adaptive control described above.
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synthesis identification

ELM
DLP of CSTR

u

u

y

y

w e

q
s

r

q
r

c
B

c
s

B

−

Figure 11: Control scheme of the classic adaptive control.
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Results of this control are displayed and commented on
in the next section.

5. Simulation Experiment

The goal of this last section is to verify proposed classic
and nonlinear adaptive controllers by simulations on the
mathematical model (1) of the CSTR. The simulations were
done for three values of the 𝛼 from (22) which could be
understood as a tuning parameter. The sampling period was
𝑇V = 0.1min, the simulation time was 75min, and 5 step
changes of the reference signal 𝑤(𝑡) were done during this
time.

Figure 12 shows courses of the output variable, 𝑦(𝑡), for
various 𝛼 = 0.03, 0.15, and 0.3. It is clear that the increasing
value of this parameter results in the quicker output response
but overshoots especially for the negative step changes. On
the other hand, Figure 13 shows the course of the input
variable 𝑢

0
(Figure 13(a)) as an output from the DLP which

is also input to the SNP. Figure 13(b) is the course of the
volumetric flow rate 𝑞

𝑟
as an output from the SNP and the

input to the mathematical model of CSTR; see schematic
representation in Figure 6. We can say that decreasing value
of the parameter 𝛼 results in smoother course of both input
variables.

The course of identified parameters during the control
is shown in Figure 14. Graphs show usability of proposed
recursive least-squares method with exponential forgetting
that is used for online identification of the ELM. The only
problem could be found at the very beginning of the control
because it needs some initial time to stabilize the parameters
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for 𝛼 = 0.15.

as the identification starts from general values of the vector of
parameters 𝜃

𝛿
= [0.1 0.1]

𝑇.
The task of this contribution was also to show improve-

ment of the nonlinear adaptive approach compared with
the classic adaptive control described in Section 4. The
simulation studies were done for the same values of the root
position 𝛼 = 0.03, 0.15, and 0.3 and results are shown in
Figures 15 and 16.

Compared control results for 𝛼 = 0.15 are shown in
Figure 17. Results for both comparisons have shown that
nonlinear adaptive control produces better control results
especially for the positive changes of the reference signal
𝑤(𝑡). The improvement is evident also for the course of the
input value 𝑢(𝑡)which could be also very important from the
practical point of view.

6. Conclusion

The paper deals with the adaptive control of the CSTR as a
typical member of the nonlinear system with lumped param-
eters.Themathematical model of such system is described by
the set of four nonlinear ordinary differential equations and
simulation is in this case related to the numerical solution of
this set of ODEs.The static and dynamic analysis have shown
high nonlinearity of this systemwhichmeans that controlling
of such process with conventional control methods could
lead to suboptimal or even very bad control results. The
adaptive control is one way to how we can overcome this
problem.The adaptive approach here was based on the choice
of the delta external linear model of the originally nonlinear
system, parameters of which are identified recursively during
the control, and the parameters of the controller are also
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recomputed according to these identified ones. This method
satisfies appropriate reaction of the controller to the change
of the state of the system or the random disturbance. The
control synthesis employs polynomial theory together with
the pole-placement method and spectral factorization.These
methods satisfy basic control requirements such as stability,
reference signal tracking, and disturbance attenuation. The
contribution shows also the improvement of this so-called
classic adaptive control by the nonlinear theory which is
based on the Wiener system where the controller is divided
into the dynamic linear part and the static nonlinear part.The
dynamic linear part is the same as in classic adaptive control
but the static nonlinear part uses simulated or measured
steady-state characteristics of the mathematical model to
describe the relation between controlled concentration of the
product and the change of the reactants volumetric flow rate
as an input variable. Both controllers could be tuned by the
choice of the parameter 𝛼 as a position of the root in the
pole-placement method. Presented results have shown that
increasing value of this parameter results in quicker output
response butwith overshoots for both standard andnonlinear
adaptive controllers. Comparison of both controllers with the
same settings has shown better control results for nonlinear
adaptive control especially for the positive step changes of the
reference signal. Although the systemhas nonlinear behavior,
proposed control strategies cope with it well and it could be
used also for similar types of systems.
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The paper deals with ECG prediction based on neural networks classification of different types of time courses of ECG signals. The
main objective is to recognise normal cycles and arrhythmias and perform further diagnosis. We proposed two detection systems
that have been created with usage of neural networks. The experimental part makes it possible to load ECG signals, preprocess
them, and classify them into given classes. Outputs from the classifiers carry a predictive character. All experimental results from
both of the proposed classifiers aremutually compared in the conclusion.We also experimented with the newmethod of time series
transparent prediction based on fuzzy transform with linguistic IF-THEN rules. Preliminary results show interesting results based
on the unique capability of this approach bringing natural language interpretation of particular prediction, that is, the properties
of time series.

1. Background

Biometrical data is typically represented as an image or
a quantification of measured physiological or behavioural
characteristics. As this data should refer to very complex
human behaviour or describe very precisely physiological
characteristic (typically iris scan, fingerprint, palm vein
image, hand scan, voice, walk pattern, etc.), this data can
easily become very large and hard to process. For this reason,
modern ways of data processing and classification are applied
for biometrical data. The leading method is the usage of
neural networks [1].

For more than four decades, computers have been used
in the classification of the electrocardiogram (ECG) resulting
in a huge variety of techniques [2] all designed to enhance
the classification accuracy to levels comparable to that of a
“gold standard” of expert cardiology opinion. Included in
these techniques are multivariate statistics, decision trees,
fuzzy logic, expert systems, and hybrid approaches [3]. The
recent interest in neural networks coupled with their high
levels of performance has resulted in many instances of their
application in this field [4].

The electrocardiogram is a technique of recording bio-
electric currents generated by the heart. Clinicians can
evaluate the conditions of a patient’s heart from the ECG and
perform further diagnosis. ECG records are obtained by sam-
pling the bioelectric currents sensed by several electrodes,
known as leads. A typical one-cycle ECG tracing is shown in
Figure 3.

1.1. Backpropagation Neural Networks. A neural network
is a parallel, distributed information processing structure
consisting of processing elements (which can possess a local
memory and can carry out localized information process-
ing operations) interconnected together with unidirectional
signal channels called connections. Each processing element
has a single output connection which branches into as many
collateral connections as desired (each carrying the same
signal, the processing element output signal). The processing
element output signal can be of any mathematical type
desired. All of the processing that goes on within each
processing element must be completely local: that is, it must
depend only upon the current values of the input signals
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Figure 1: A backpropagation network architecture.

arriving at the processing element via impinging connections
and upon values stored in the processing element’s local
memory [5].

The backpropagation neural network architecture is a
hierarchical design consisting of fully interconnected layers
or rows of processing units (with each unit itself comprised
of several individual processing elements). Backpropagation
belongs to the class of mapping neural network architectures
and therefore the information processing function that it
carries out is the approximation of a bounded mapping
or function 𝑓 : 𝐴 ⊂ 𝑅

𝑛
→ 𝑅

𝑚, from a compact
subset A of n-dimensional Euclidean space to a bounded
subset 𝑓[A] of m-dimensional Euclidean space, by means
of training on examples (𝑥

1
, 𝑧
1
), (𝑥
2
, 𝑧
2
),. . .,(𝑥

𝑘
, 𝑧
𝑘
). . .. It

will always be assumed that such examples of a mapping 𝑓

are generated by selecting xk vectors randomly from A in
accordance with a fixed probability density function 𝑝(x).
The operational use to which the network is to be put after
training is also assumed to involve random selections of
input vectors x in accordancewith𝑝(x).The backpropagation
architecture described in this paper is the basic, classical
version (Figure 1). The backpropagation learning algorithm
is composed of two procedures: (a) forward propagation of
signals and (b) backpropagation weight training [5].

Feed-Forward. Assume that each input factor in the input
layer is denoted by 𝑥

𝑖
; the 𝑦

𝑗
and 𝑧

𝑘
represent the output in

the hidden layer and the output layer, respectively. And the 𝑦
𝑗

and 𝑧
𝑘
can be expressed as follows (1):

𝑦
𝑗
= 𝑓 (𝑋

𝑗
) = 𝑓(𝑤

𝑜𝑗
+

𝐼

∑

𝑖=1

𝑤
𝑖𝑗
𝑥
𝑖
) ,

𝑧
𝑘
= 𝑓 (𝑌

𝑘
) = 𝑓(𝑤

𝑜𝑘
+

𝐽

∑

𝑗=1

𝑤
𝑖𝑘
𝑦
𝑗
) ,

(1)

where the 𝑤
𝑜𝑗

and 𝑤
𝑜𝑘

are the bias weights for setting
threshold values, 𝑓 is the activation function used in both
hidden and output layers, and 𝑋

𝑗
and 𝑌

𝑘
are the temporarily

computing results before applying activation function 𝑓. In
this study, a sigmoid function is selected as the activation

function. Therefore, the actual outputs 𝑦
𝑗
and 𝑧

𝑘
in hidden

and output layers, respectively, can be also written as

𝑦
𝑗
= 𝑓 (𝑋

𝑗
) =

1

1 + 𝑒
−𝑋
𝑗

,

𝑧
𝑘
= 𝑓 (𝑌

𝑘
) =

1

1 + 𝑒
−𝑌
𝑘

.

(2)

The activation function 𝑓 introduces the nonlinear effect to
the network and maps the result of computation to a domain
(0, 1). This sigmoid function is differentiable. The derivative
of the sigmoid function in (2) can be easily derived as 𝑓

󸀠
=

𝑓(1 + −𝑓).

Backpropagation Weight Training. The error function is
defined as

𝐸 =

1

2

𝐾

∑

𝑘=1

𝑒
2

𝑘
=

𝐾

∑

𝑘=1

(𝑡
𝑘
− 𝑧
𝑘
)
2
, (3)

where 𝑡
𝑘
is a predefined network output (or desired output or

target value) and 𝑒
𝑘
is the error in each output node.The goal

is to minimize 𝐸 so that the weight in each link is accordingly
adjusted and the final output can match the desired output.
To get the weight adjustment, the gradient descent strategy
is employed. In the link between hidden and output layers,
computing the partial derivative of 𝐸 with respect to the
weight 𝑤

𝑗𝑘
produces

𝜕𝐸

𝜕𝑤
𝑗𝑘

= −𝑒
𝑘
𝑓
󸀠(𝑌𝑘)𝑦𝑗

= −𝛿
𝑘
𝑦
𝑗

where 𝛿
𝑘
= (𝑡
𝑘
− 𝑧
𝑘
) 𝑓
󸀠
(𝑌
𝑘
) .

(4)

Theweight adjustment in the link between hidden and output
layers is computed by Δ𝑤

𝑗𝑘
= 𝛼 × 𝑦

𝑗
× 𝛿
𝑘
, where 𝛼 is

the learning rate, a positive constant between 0 and 1. The
new weight herein can be updated by the following 𝑤

𝑗𝑘
(𝑛 +

1) = 𝑤
𝑗𝑘
(𝑛) + Δ𝑤

𝑗𝑘
(𝑛), where 𝑛 is the number of iterations.

Similarly, the error gradient in links between input and
hidden layers can be obtained by taking the partial derivative
with respect to 𝑤

𝑖𝑗
as

𝜕𝐸

𝜕𝑤
𝑖𝑗

= −Δ
𝑗
𝑥
𝑗
= 𝑓
󸀠
(𝑋
𝑗
)

𝐾

∑

𝑘=1

𝜕
𝑘
𝑤
𝑗𝑘
. (5)

The new weight in the hidden-input links can be now
corrected as Δ𝑤

𝑖𝑗
= 𝛼 × 𝑥

𝑖
× Δ
𝑗
and 𝑤

𝑖𝑗
(𝑛 + 1) = 𝑤

𝑖𝑗
(𝑛) + Δ

𝑗
.

Training the BP-networks with many samples is sometimes
a time-consuming task. The learning speed can be improved
by introducing the momentum term 𝜂. Usually, 𝜂 falls in the
range ⟨0, 1⟩. For the iteration 𝑛, the weight change Δ𝑤 can be
expressed. The backpropagation learning algorithm used in
artificial neural networks is shown in many text books [3–6].

1.2. Fuzzy Logic. Fuzzy logics form heterogeneous family of
formalisms capable of successful modelling of uncertain and
vague information processing [7]. The usage of fuzzy logic
for analysis and prediction of time series can be perceived
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as a complement method to neural network based methods.
The symbolic background of fuzzy logic brings an advantage
of human readable symbolic representation of prediction
interpretation. It does not necessarily mean that fuzzy logic
based time series analysis is more accurate and more efficient
but its power lies in transparent and interpretable results that
it gives [8–11].

Time series analysis and prediction are an important
task that can be used in many areas of practice. The task of
getting the best prediction to given series may bring inter-
esting engineering applications in wide number of areas like
economics, geography, or industry. Solution to the problem
of obtaining best results in prediction of time series can be
based on well-known and simple methods like Winters or
Linear method. In this paper, we use a method based on two
methods originally developed by members of Institute for
Research andApplications of FuzzyModeling, which is a part
ofUniversity ofOstrava.The aimof the paper is not to present
the details of the methods already published but to present
a tool implementing them. The first method is based on the
notion of F-transform (fuzzy transform) devised by the group
of Professor Perfilieva et al. [12]. The second approach uses
the linguistic rules utilizing fuzzy logic and deduction that is
a well-known formalism with very good results in variety of
practical applications like industrial ones.

The idea of the fuzzy transform is to transform a given
function defined in one space into another, usually simpler
space, and then to transform it back. The simpler space
consists of a finite vector of numbers. The reverse transform
then leads to a function, which approximates the original one.
More details can be found in [12].

The fuzzy transform is defined with respect to a fuzzy
partition, which consists of basic functions. Let 𝑐

1
< ⋅ ⋅ ⋅ < 𝑐

𝑛

be fixed nodes within [𝑎, 𝑏] such that 𝑐
1

= 𝑎, 𝑐
𝑛

= 𝑏, and
𝑛 ≥ 2. We say that fuzzy sets 𝐴

1
, . . . , 𝐴

𝑛
∈ 𝐹([𝑎, 𝑏]) are basic

functions forming a fuzzy partition of [𝑎, 𝑏] if they fulfill the
following conditions for 𝑖 = 1, . . . , 𝑛:

(1) 𝐴
𝑖
(𝑐
𝑖
) = 1;

(2) 𝐴
𝑖
(𝑥) = 0 for 𝑥/ ∈ (𝑐

𝑖−1
, 𝑐
𝑖+1

), where for uniformity of
notation we put 𝑐

0
= 𝑐
1
= 𝑎 and 𝑐

𝑛+1
= 𝑐
𝑛
= 𝑏;

(3) 𝐴
𝑖
is continuous;

(4) 𝐴
𝑖
strictly increases on [𝑐

𝑖−1
, 𝑐
𝑖
] and strictly decreases

on [𝑐
𝑖
, 𝑐
𝑖+1

];
(5) for all 𝑥 ∈ [𝑎, 𝑏],

𝑛

∑

𝑖=1

𝐴
𝑖 (
𝑥) = 1. (6)

Let a fuzzy partition of [𝑎, 𝑏] be given by basic functions
𝐴
1
, . . . , 𝐴

𝑛
, 𝑛 ≥ 2 and let 𝑓: [𝑎, 𝑏] → 𝑅 be a function that is

known on a set {𝑥
1
, . . . , 𝑥

𝑇
} of points.

The n-tuple of real numbers [𝐹
1
, . . . , 𝐹

𝑛
] given by

𝐹
𝑖
=

∑
𝑇

𝑡=1
𝑓 (𝑥
𝑡
) 𝐴
𝑖
(𝑥
𝑡
)

∑
𝑇

𝑡=1
𝐴
𝑖
(𝑥
𝑡
)

, 𝑖 = 1, . . . , 𝑛, (7)

is a fuzzy transform of 𝑓 with respect to the given fuzzy
partition.

The numbers 𝐹
1
, . . . , 𝐹

𝑛
are called the components of the

fuzzy transform of 𝑓.
Let 𝐹
𝑛
[𝑓] be the fuzzy transform of 𝑓 with respect to

𝐴
1
, . . . , 𝐴

𝑛
∈ 𝐹([𝑎, 𝑏]).

Then the function 𝑓
𝐹,𝑛

given on [𝑎, 𝑏] by

𝑓
𝐹,𝑛 (

𝑥) =

𝑛

∑

𝑖=1

𝐹
𝑖
𝐴
𝑖 (
𝑥) (8)

is called the inverse fuzzy transform of 𝑓.
Fuzzy IF-THEN rules can be understood as a specific

conditional sentence of natural language of the form IF𝑋
1
is

𝐴
1
AND ⋅ ⋅ ⋅ AND 𝑋

𝑛
is 𝐴
𝑛
THEN 𝑌 is 𝐵, where 𝐴

1
, . . . , 𝐴

𝑛

and 𝐵 are evaluative expressions (very small, roughly big,
etc.). An example fuzzy IF-THEN rule is as follows.

IF the number of cars sold in the current year is more or less
small and the half-year sales increment is medium, THEN the
upcoming half-year increment will be medium.

The part of the rule before THEN is called the antecedent
and the part after it is consequent. Fuzzy IF-THEN rules are
usually gathered in a linguistic description:

𝑅
1
:= IF 𝑋

1
is 𝐴
11

AND ⋅ ⋅ ⋅AND 𝑋
𝑛

is 𝐴
1𝑛

THEN 𝑌 is 𝐵
1
,

.

.

.

𝑅
𝑚

:= IF 𝑋
1
is 𝐴
𝑚1

AND ⋅ ⋅ ⋅AND 𝑋
𝑛

is 𝐴
𝑚𝑛

THEN 𝑌 is 𝐵
𝑚
.

(9)

Time series prediction based on these two main
approaches works as follows. Let time series 𝑥

𝑡
, 𝑡 = 1, . . . , 𝑇

be viewed as a discrete function 𝑥 on a time axis 𝑡. Then
𝐹
𝑛
[𝑥] = [𝑋

1
, . . . , 𝑋

𝑛
] is the fuzzy transform of the function

𝑥 with respect to a given fuzzy partition. The inverse fuzzy
transform then serves us as a model of the trend-cycle of
a given time series. By subtracting the trend-cycle (inverse
fuzzy transform) values from the time series lags, we get pure
seasonal components. This is how the fuzzy transform helps
us to model and decompose a given time series.

Logical dependencies between components𝑋
1
, . . . , 𝑋

𝑛
of

the fuzzy transform may be described by the fuzzy rules.
These rules are generated automatically from the given data
and are used for forecasting the next components. Fuzzy
transform components as well as their first and second order
differences are used as antecedent variables. For forecasting
future fuzzy transform components based on the generated
fuzzy rules, a special inference method—perception-based
logical deduction is used. The seasonal components are fore-
casted autoregressively. Finally, both forecasted components,
trend-cycle and seasonal, are composed together to obtain
the forecast of time series lags. These methods are integrated
into an implementation, PC application called linguistic fuzzy
logic forecaster (LFLF), which enables as to produce linguistic
descriptions that describe properties of data treated like a
time series.
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Figure 2: The cardiac action potentials.

2. Basic Principles of ECG Evaluation

ECG scanning has its own rules, which are in accordance
with the laws of physics. The heart irritation spreads in
all directions. In the case that the depolarisation spreads
towards the electrode, which is placed on the body surface,
a positive deflection is recorded on an ECG monitor. A
negative deflection is recorded at the opposite end of the
body. The ECG waveform is written with a chart speed of
25mm⋅s−1. An algorithm describing the curve goes in the
following steps. First, we evaluate the shape and rhythm of
ventricular complexes or atrial, which can be either regular
or irregular. Then we evaluate the frequency of ventricular
complexes and atrial fibrillations. Contraction of eachmuscle
of the human body (and thus the heart as well) is associated
with electrical changes called depolarization, which can be
detected by electrodes. The heart contains two basic types of
cells: myocardial cells, which are responsible for generating
the pressure necessary to pump blood throughout the body,
and conduction cells, which are responsible for rapidly
spreading electrical signals to the myocardial cells in order
to coordinate pumping. A graph of an action potential of a
muscle of cardiac cells is shown in Figure 2.

A normal electrocardiogram is illustrated in Figure 3.
The figure also includes definitions for various segments
and intervals in the ECG. The deflections in this signal
are denoted in alphabetic order starting with the letter
P, which represents atrial depolarization. The ventricular
depolarization causes the QRS complex, and repolarization
is responsible for the T-wave. Atrial repolarization occurs
during the QRS complex and produces such a low signal
amplitude that it cannot be seen apart from the normal ECG.

3. Signal Processing Using Neural
Networks and Fuzzy Logic

In practice, a relatively reliable diagnostic program stored
in ECG monitors has been used, which is a guideline for
determining the final diagnosis of heart disorders. This pro-
gramworks according to the principle of IF-THEN rules.The
values of the electrical signal are discretized and uploaded

P
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interval interval
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S
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Figure 3: A typical one-cycle ECG tracing (adapted from
http://www.ni.com/white-paper/app/largeimage?lang=cs&
imageurl=%2Fcms%2Fimages%2Fdevzone%2Ftut%2F2007-07-09
141618.jpg).
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Figure 4: Comparison of mean values of ECG waveforms for
healthy/sick persons.

into expert systems in the form of thousand rules. The aim of
this paper is to use a different approach based on the principle
of neural networks. The proposed methodology of solution
could be summarized into the following steps:

(1) a conversion of analog signal from the ECG monitor
to a computer,

(2) using multilayer networks that are fully connected,
(3) obtaining ECG waveforms in collaboration with the

University Hospital in Poruba, specifically at the
DepartmentCardiac Surgery from sick patients and at
the Department Traumatology from healthy patients
(i.e., “healthy” with regard to heart diseases),

(4) ECG waveforms built training/test sets,
(5) neural network adaptation,
(6) testing phases.

3.1. Technical Equipment. ECG measurements were per-
formed using ADDA Junior with converter ADDA Junior,
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which was connected to a computer via bidirectional parallel
cable (CETRONICS). Technical parameters of the A/D con-
verter (8-bit conversion) were the following:

(i) 3 measuring ranges,
(ii) measuring of a frequency of AC voltage at any

channel,
(iii) autoranging for measuring the frequency of 100Hz,

1 kHz, and 10 kHz,
(iv) input resistance of 300 kΩ,
(v) measurement accuracy 1%.

Technical parameters of the /D/A converter (a pro-
grammable voltage source ±10V) were the following:

(i) maximum current consumption of 15mA (after opti-
mizing 4A at the output),

(ii) power of the converter ±15 V (stabilized).

4. Experimental Results

4.1. Time Series Classification and Prediction via Neural
Networks. The training set consisted of modified ECG wave-
forms. We used a backpropagation neural network with
topology 101-10-1. The output unit represents a diagnose 0/1,
a healthy/sick person. A smaller number of inputs would
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Figure 7: Patterns representing sick persons.
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Figure 8: Some recognized patterns that occur in ECG time series.

not be appropriate due to the nature of the ECG waveform.
We use 34 ECG time series associated with sick persons
and 36 ECG time series associated with healthy persons.
25 time series of each group were used as a training set
and the rest as a test set. Figure 4 shows a comparison of
mean values of ECG waveforms for healthy/sick persons. We
used the backpropagation method [5, 6] for the adaptation
with the following parameters: the learning rate value is 0.1
and momentum is 0. The conducted experimental studies
also showed that training patterns are mixed randomly in
each cycle of adaptation. This ensures their greater diversity
which acts as a measure of system stability. Uniform system
in a crisis usually collapses entirely, while system with such
diversity of trained patterns remains functional despite of
crisis of its individual parts. The condition of end of the
adaptation algorithm specified the limit value of the overall
network error, 𝐸 < 0.1.

The test set consisted of 20 samples (11 health and 9
sick persons) that were not included in the training set. The
summary results for this type of experiment are shown in a
graph in Figure 5. For clarity, the results of testing are given
in percentage. The average test error was 0.194. A healthy
population was detected with an average error of 0.263 and
sick population with an average error of 0.109.

4.1.1. Pattern Recognition Classifier Leading to Prediction. For
the purpose of adaptation of the pattern recognition classifier,
it is necessary to remark that determination of training
patterns is one of the key tasks. Improperly chosen patterns
can lead to confusion of neural networks. During our exper-
imental work, we made some study which included ECG
pattern recognition. When creating appropriate patterns of
the training set, we used characteristic curves shown as mean
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Figure 9: Training patterns, their representation in used test sets.

values from ECG waveforms for healthy and sick persons
(Figure 4). We use two different groups of patterns. Patterns
H1–H4 (Figure 6) represent healthy persons and patterns S1–
S4 (Figure 7) represent sick persons.The whole training set is
shown in Table 1.

Pattern recognition classifier is based on backpropagation
neural network and is able to recognise wave structures in
given time series [13, 14]. Artificial neural networks need
training sets for their adaptation. In our experimental work,
the training set consisted of 8 patterns representing the
basic structure of the various waves in ECG graphs; see
Figures 6 and 7. Input data is sequences always including
𝑛 consecutive numbers, which are transformed into interval
⟨0, 1⟩ by formula (10). Samples are adjusted for the needs of
backpropagation networks with sigmoid activation function
in this way [5, 6]:

𝑥
󸀠

𝑗
=

𝑥
𝑗
−min (𝑥

𝑖
, . . . , 𝑥

𝑖+𝑛−1
)

max (𝑥
𝑖
, . . . , 𝑥

𝑖+𝑛−1
) −min (𝑥

𝑖
, . . . , 𝑥

𝑖+𝑛−1
)

,

(𝑗 = 𝑖, . . . , 𝑖 + 𝑛 − 1) ,

(10)

where 𝑥
󸀠

𝑗
is normalized output value of the 𝑗th neuron (𝑗 =

𝑖, . . . , 𝑖 + 𝑛−1) and (𝑥
𝑖
, . . . 𝑥
𝑖+𝑛−1

) are 𝑛−1 consecutive output
values that specify sequences (patterns) from the training
set (e.g., training pars of input and corresponding output
vectors). Input vector contains 10 components. Output vector
has got 8 components and each output unit represents one
of 8 different types of ECG wave samples. A neural network
architecture is 10-10-8 (e.g., 10 units in the input layer, 10 units
in the hidden layer, and 8 units in the output layer).The net is
fully connected. Adaptation of the neural network starts with
randomly generated weight values.

We used the backpropagation method for the adaptation
with the following parameters: the learning rate value is 0.1
and momentum is 0. We have utilized our experience from
earlier times; that is, training patterns were mixed randomly
in each cycle of adaptation. The condition of end of the
adaptation algorithm specified the limit value of the overall
network error, 𝐸 < 0.1.

In order to test the efficiency of the method, we applied
the same set of data that we used in the previous experimental
part. Outputs from the classifier produce sets of values that
are assigned to each recognized training pattern in the given
test time series. It is important to appreciate what can be
considered as an effective criterion related to consensus
of similarity. The proposed threshold resulting from our
experimental study was determined at least 𝑝 = 70%.
Figure 9 shows a comparison of patterns, how were learned
(S2, S3, H3 train) and how were recognized in test time series
(S2, S3, H3 test). The neural network is able to discover some
connections, which are almost imperceptible. Illustration of
some recognized patterns that occur in ECG time series
is shown in Figure 8. Outputs from the classifier carry a
predictive character. The neural network determines if the
time series belongs to a healthy or sick person on the basis of
the recognised ECG patterns which appear in the time series
history.

The methodology of testing is shown in Figure 10. This
means that if the test pattern S1, S2, S3, or S4 appeared
in ECG waveform with probability 𝑝S ≥ 𝑝 (𝑝 = 70%),
thus it was predicted to be “a sick person.” Then we work
only with the remaining time series. If the test pattern H1,
H2, H3, or H4 appeared in ECG waveform with probability
𝑝H ≥ 𝑝 (𝑝 = 70%), thus it was predicted to be “a
healthy person.” In all other cases, the ECG time series was
unspecified.We examined a total of 20 data sets. Each of them
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Table 1: The training set.

Patterns Inputs Outputs
H1 1.000 0.672 0.155 0.000 0.045 0.057 0.049 0.049 0.053 0.055 1 0 0 0 0 0 0 0
H2 0.000 0.273 0.600 0.782 1.000 0.945 0.945 0.799 0.618 0.418 0 1 0 0 0 0 0 0
H3 0.485 0.449 0.147 0.007 0.007 0.000 0.169 0.632 1.000 0.757 0 0 1 0 0 0 0 0
H4 0.035 0.000 0.170 0.338 0.356 0.309 0.430 0.719 1.000 0.946 0 0 0 1 0 0 0 0
S1 1.000 0.740 0.228 0.000 0.045 0.091 0.098 0.101 0.104 0.107 0 0 0 0 1 0 0 0
S2 0.000 0.123 0.304 0.495 0.536 0.883 0.851 1.000 0.796 0.761 0 0 0 0 0 1 0 0
S3 0.044 0.000 0.045 0.319 0.748 1.000 0.868 0.440 0.154 0.050 0 0 0 0 0 0 1 0
S4 0.033 0.000 0.000 0.085 0.360 0.779 1.000 0.820 0.399 0.079 0 0 0 0 0 0 0 1

ECG time series

A sick person

A healthy person

Unspecified

Yes

Yes

No

No

Is the occurrence PS of

Is the occurrence PH of

S1, S2, S3, or S4 ≥ P?

H1, H2, H3 ,or H4 ≥ P?

Figure 10: The methodology of testing.
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Figure 11: Experimental results, test error.

contains 101 values that assign 92 possible patterns.Thewhole
number of examined patterns is 1840. The graph in Figure 11
demonstrates a summary of results, where “sick persons”
represent patterns S1–S4 and “healthy persons” represent
patterns H1–H4. The resulting prediction is based on the
methodology; see Figure 10.

Figure 12: LFLF application.

Figure 13: Winning predictor linguistic description (trend-cycle
model).

4.2. Time Series Classification and Prediction via Linguistic
Fuzzy Logic Forecaster. We tried also to utilize above pre-
sentedmethod of time series analysis through linguistic fuzzy
logic forecaster (LFLF) [15]; see Figure 12.

Basic usage of the application is to analyse given time
series and find best predictor with respect to validation part
of time series given. We evaluate efficiency of predictors
by SMAPE (symmetric mean absolute percentage error). It
enables us to make analysis of trend-cycle of a time series
and also seasonal part. The main advantage lies in prediction
based on transparent linguistic descriptions that provide the
model of a time series behaviour. Linguistic variables are of
the following types:

(i) value: we directly mean the components of the fuzzy
transform,

(ii) difference, first order differences of fuzzy transform
components that are given as follows: differences
between components Δ𝑋

𝑖
= 𝑋
𝑖
− 𝑋
𝑖−1

,
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Figure 14: Recognition by linguistic fuzzy logic predictors for typical learning series.

(iii) second difference: these are values of second order
differences of components of the fuzzy transform as
follows: Δ2𝑋

𝑖
= Δ𝑋

𝑖
− Δ𝑋
𝑖−1

.

LFLF application enables us to define minimal and
maximal number of these particular variables in a rule
of linguistic description as well as the total number of
antecedent variables.

A rule consisting of these variables has the following
structure and can be described as a signature (fuzzy rules
describing the trend-cycle model). Particularly, 𝑆 denotes the

trend-cycle components, 𝑑𝑆 their differences, and 𝑑2𝑆 their
second order differences. The argument (𝑡), (𝑡 − 1), and so
forth, denotes the time lag of the component.

For example, taking signature 𝑆(𝑡)&𝑑𝑆(𝑡) → 𝑑𝑆(𝑡 + 1)

denotes the fact that𝑋
𝑖
and Δ𝑋

𝑖
are the antecedent variables

and Δ𝑋
𝑖+1

is the consequent variable of the winning model
and hence, we deal with rules of the form

IF 𝑋
𝑖
is 𝐴
𝑖
AND Δ𝑋

𝑖
is 𝐴
Δ𝑖

THEN Δ𝑋
𝑖+1

is 𝐴Delta𝑖.
(11)
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Table 2: Example of algorithm evaluation on 10 “healthy” and 10 “sick” patients.

Patient SMAPE (HS + TS) SMAPE (SS + TS) Result Actual Match
H11 3.38232 3.30989 Sick Healthy NO
H12 1.33555 3.40168 Healthy Healthy YES
H13 2.73377 4.58243 Healthy Healthy YES
H14 3.44581 2.37995 Sick Healthy NO
H15 2.04677 2.30998 Healthy Healthy YES
H16 3.73377 3.98572 Healthy Healthy YES
H17 1.03658 2.20151 Healthy Healthy YES
H18 3.22689 2.38111 Sick Healthy NO
H19 2.43544 3.42159 Healthy Healthy YES
H20 2.63355 3.79940 Healthy Healthy YES
S11 1.72265 1.31922 Sick Sick YES
S12 2.04804 0.38562 Sick Sick YES
S13 2.99464 0.51305 Sick Sick YES
S14 2.52248 0.67941 Sick Sick YES
S15 2.65972 1.75233 Sick Sick YES
S16 2.63674 2.39694 Sick Sick YES
S17 2.57638 1.65941 Sick Sick YES
S18 4.24496 2.85006 Sick Sick YES
S19 2.96533 1.01009 Sick Sick YES
S20 3.23630 1.10960 Sick Sick YES

Every single fuzzy rule can be taken as a sentence of
natural language, for example, first rule from Figure 13.

IF 𝑋
𝑖
is ml sm AND Δ𝑋

𝑖
is qr sm, THEN Δ𝑋

𝑖+1
is −me

may be read as follows.
If the number of cars sold in the current year is more or

less small and the half-year sales increment is quite roughly
small then the upcoming half-year increment will be negative
medium.

4.2.1. Recognition of “Healthy” and “Sick” Patterns by LFLF.
Our method to use linguistic fuzzy logic forecasting is
based on simple idea that best predictor learning from both
“healthy” and “sick” pattern samples, respectively, can be used
for validation with tested pattern taken as validation part of
the series.Then we can evaluate SMAPE for both these cases:
compound series SMAPE (“healthy” + tested) and SMAPE
(“sick” + tested).

If SMAPE (“healthy” + tested) < SMAPE (“sick” + tested)
then the tested pattern is supposed to be “healthy”; otherwise,
the tested pattern is supposed to be “sick.”

The idea is schematically shown in Figure 14.
For testing purposes, we created two necessary typical

learning time series: “healthy” (HS) and “sick” (SS) according
to the algorithm above. They both consist of 1010 samples
made from 10 typical series of “healthy” and “sick” patients
with 101 measured ECG values. Then we have created 10
concatenated series according to the scheme in Figure 14
with 10 randomly selected patients with “healthy” ECG
measurement; that is, 20 files were produced (10x HS + TS
and 10x SS + TS). The same concatenated series were also
made from 10 “sick” patients measurements. This made us
additional 20 files with concatenated series (10x HS + TS and
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Figure 15: Experimental results, LFLF.

10x SS + TS). For 20 patients (Table 2) tested ECG we have
2 concatenated series giving SMAPE (HS + TS) and SMAPE
(SS + TS).

Our method based on LFLF proved very good results for
right identification of sick patient records. Nevertheless, it
produces large amount of false positive identification of sick
pattern for healthy patients (Figure 15). This result is con-
sistent with our approach using neural networks. Of course,
our preliminary research has a limited extent and should be
perceived only as narrative result, which shows interesting
properties especially in complementation of neural network
results.
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5. Conclusion

In this paper, a short introduction into the field of ECG
waves recognition using backpropagation neural network has
been given. Main objective was to recognise the normal
cycles and arrhythmias and perform further diagnosis. We
proposed two detection systems that have been created with
usage of neural networks. One of them is adapted according
to the training set. Here, each pattern represents the whole
one ECG cycle. Then, an output unit represents a diagnose
0/1, a healthy/sick person. The second one approach uses
neural network, in which training set contains two different
groups of patterns for healthy/sick persons. According to the
results of experimental studies, it can be stated that ECG
waves patterns were successfully extracted in given time
series and recognised using suggestedmethod, as can be seen
from figures in Experimental Result section. It might result
in better mapping of the time series behaviour for better
prediction.

Both approaches were able to predict with high probabil-
ity if the ECG time series represents sick or healthy persons. It
is interesting that a sick diagnose was recognised with higher
accuracy in both experimental works.

The third approach based on LFLF is currently only in
the stage of preliminary experiments, but it conforms to the
former results based on neural networks. This approach is
novel and could be good supplement to other soft-computing
methods for this task.
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An adaptive control scheme is developed to study the generalized adaptive chaos synchronizationwith uncertain chaotic parameters
behavior between two identical chaotic dynamic systems. This generalized adaptive chaos synchronization controller is designed
based on Lyapunov stability theory and an analytic expression of the adaptive controller with its update laws of uncertain chaotic
parameters is shown. The generalized adaptive synchronization with uncertain parameters between two identical new Lorenz-
Stenflo systems is taken as three examples to show the effectiveness of the proposed method.The numerical simulations are shown
to verify the results.

1. Introduction

The chaos synchronization phenomenon has the following
feature: the trajectories of the master and the slave chaotic
system are identical in spite of starting from different
initial conditions or different nonlinear dynamic system.
However, slight differentiations of initial conditions, for
chaotic dynamical systems, will lead to completely different
trajectories [1–14]. The issue may be treated as the control
law design for observer of slave chaotic system using the
master chaotic system so as to ensure that the controlled
receiver synchronizes with the master chaotic system. Hence,
the slave chaotic system completely traces the dynamics
of the master chaotic system in the course of time [15–
19]. The key technique of chaos synchronization for secret
communication has been widely investigated. Until now, a
wide variety of approaches have been proposed for control
and synchronization of chaotic systems, such as adaptive
control [20, 21], backstepping control [22–25], sliding mode
control [26–28], and fuzzy control [29–31], just to name a few.
The forenamed strategies and many other existing skills of
synchronization mainly concern the chaos synchronization
of two identical chaotic systems with known parameters or
identical unknown parameters [32–38].

Among many kinds of chaos synchronizations, the gen-
eralized synchronization is widely studied. This means that
there exists a given functional relationship between the states
of the master system and that of the slave system 𝑦 = 𝑓(𝑥). In
this paper, a new generalized synchronization with uncertain
parameters,

̇𝑥 = 𝑓 (𝑡, 𝑥, 𝐴 (𝑡)) ,

𝑦 = 𝑥 + 𝐹 (𝑡) ,

(1)

is studied, where 𝑥, 𝑦 are the state vectors of the master and
slave system, respectively, and the 𝐴(𝑡) is uncertain chaotic
parameters in 𝑓. The 𝐹(𝑡) may be given a regular/chaotic
dynamical system.

The rest of the paper is organized as follows. In Section 2,
by the Lyapunov asymptotic stability theorem, the gener-
alized synchronization with uncertain chaotic parameters
by adaptive control scheme is given. In Section 3, various
adaptive controllers and update laws are designed for the
generalized synchronizationwith uncertain parameters of the
identical Lorenz-Stenflo systems. The numerical simulation
of three examples is also given in Section 3. Finally, some
concluding remarks are given in Section 4.
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2. Generalized Adaptive Synchronization with
Uncertain Parameters Scheme

Consider the master system

̇𝑥 = 𝑓 (𝑡, 𝑥, 𝐴 (𝑡)) (2)

and the slave system

̇𝑦 = 𝑓 (𝑡, 𝑦, 𝐴 (𝑡)) + 𝑢, (3)

where 𝑥 = [𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
]
𝑇
∈ 𝑅
𝑛, 𝑦 = [𝑦

1
, 𝑦
2
, . . . , 𝑦

𝑛
]
𝑇
∈ 𝑅
𝑛

denote themaster states vector and slave states vector, respec-
tively, the 𝑓 is nonlinear vector functions, the 𝐴(𝑡) is uncer-
tain chaotic parameters in𝑓, the𝐴(𝑡) is estimates of uncertain
chaotic parameters in 𝑓, and the 𝑢 = [𝑢

1
, 𝑢
2
, . . . , 𝑢

𝑛
]
𝑇
∈ 𝑅
𝑛 is

adaptive control vector.
Our goal is to design a controller 𝑢(𝑡) and an adaptive

law ̇
𝐴̃ so that the state vector of the slave system equation (3)

asymptotically approaches the state vector of the master sys-
tem equation (2) plus a given vector regular/chaotic function
𝐹(𝑡) = [𝐹

1
(𝑡), 𝐹
2
(𝑡), . . . , 𝐹

𝑛
(𝑡)]
𝑇, and finally the generalized

adaptive synchronization with uncertain parameters will be
accomplished in the sense that the limit of the states error
vector 𝑒(𝑡) = [𝑒

1
, 𝑒
2
, . . . , 𝑒

𝑛
]
𝑇 and parameters error vector

𝐴(𝑡) = [𝐴
1
, 𝐴
2
, . . . , 𝐴

𝑚
]
𝑇 approaches zero:

lim
𝑡→∞

𝑒 (𝑡) = 0, (4a)

lim
𝑡→∞

𝐴 (𝑡) = 0, (4b)

where 𝑒
𝑖
= 𝑥
𝑖
− 𝑦
𝑖
+ 𝐹
𝑖
(𝑡), (𝑖 = 1, 2, . . . , 𝑛) and 𝐴

𝑗
= 𝐴
𝑗
(𝑡) −

𝐴
𝑗
(𝑡), (𝑗 = 1, 2, . . . , 𝑚).
From (4a), we have

̇𝑒
𝑖
= ̇𝑥
𝑖
− ̇𝑦
𝑖
+ ̇𝐹
𝑖 (
𝑡) , 𝑖 = 1, 2, . . . , 𝑛. (5)

Introduce (2) and (3) in (5) as

̇𝑒 = 𝑓 (𝑡, 𝑥, 𝐴 (𝑡)) − 𝑓 (𝑡, 𝑦, 𝐴 (𝑡)) + ̇𝐹 (𝑡) − 𝑢 (𝑡) . (6)

A Lyapunov function candidate 𝑉(𝑒, 𝐴) is chosen as a
positive definite function as

𝑉(𝑒, 𝐴) =

1

2

𝑒
𝑇
𝑒 +

1

2

𝐴
𝑇
𝐴. (7)

Its derivative along the solution of (7) is

𝑉(𝑒, 𝐴) = 𝑒
𝑇
[𝑓 (𝑡, 𝑥, 𝐴 (𝑡)) − 𝑓 (𝑡, 𝑦, 𝐴 (𝑡)) + ̇𝐹 (𝑡) − 𝑢 (𝑡)]

+ 𝐴
𝑇 ̇
𝐴̃,

(8)

where 𝑢(𝑡) and ̇
𝐴̃ are chosen so that 𝑉 = 𝑒

𝑇
𝐶
1
𝑒 + 𝐴

𝑇
𝐶
2
𝐴,

𝐶
1
and 𝐶

2
are negative constants, and 𝑉 is a negative definite

function of 𝑒
1
, 𝑒
2
, . . . , 𝑒

𝑛
and 𝐴

1
, 𝐴
2
, . . . , 𝐴

𝑚
. When

lim
𝑡→∞

𝑒 = 0, lim
𝑡→∞

𝐴 = 0, (9)

the generalized adaptive synchronization with uncertain
parameters is obtained.

3. Results of Numerical Simulation

In this section, a mathematical proof is provided for the three
cases’ results of numerical, adaptive synchronization, gen-
eralized adaptive synchronization, and generalized adaptive
synchronization with uncertain parameters.

3.1. Case I Adaptive Synchronization. The master system is
new Lorenz-Stenflo system [39]:

̇𝑥
1
= 𝑎 (𝑥

2
− 𝑥
1
) ,

̇𝑥
2
= 𝑐𝑥
1
− 𝑥
1
𝑥
3
− 𝑥
2
,

̇𝑥
3
= 𝑏𝑥
4
− 𝑑𝑥
3
+ 𝑥
1
𝑥
2
,

̇𝑥
4
= − 𝑥

1
− 𝑎𝑥
4
,

(10)

where 𝑎 = 3.7, 𝑏 = 1.5, 𝑐 = 26, and 𝑑 = 0.7. The initial
conditions are 𝑥

1
(0) = 30, 𝑥

2
(0) = 30, 𝑥

3
(0) = 30, and

𝑥
4
(0) = 30. The phase portrait is shown in Figure 1.
The slave system is

̇𝑦
1
= 𝑎𝑦
2
− 𝑎𝑦
1
+ 𝑢
1
,

̇𝑦
2
= 𝑐𝑦
1
− 𝑦
1
𝑦
3
− 𝑦
2
+ 𝑢
2
,

̇𝑦
3
= 𝑦
1
𝑦
2
−

̂
𝑑𝑦
3
+
̂
𝑏𝑦
4
+ 𝑢
3
,

̇𝑦
4
= − 𝑦

1
− 𝑎𝑦
4
+ 𝑢
4
,

(11)

where 𝑎, ̂𝑏, 𝑐, ̂
𝑑, and 𝑟 are estimates of uncertain parameters

𝑎, 𝑏, 𝑐, 𝑑, and 𝑟, respectively. The initial conditions of salve
system are 𝑦

1
(0) = −50, 𝑦

2
(0) = −50, 𝑦

3
(0) = −50, and

𝑦
4
(0) = −50.
Our objective is to design the controllers such that the

trajectories, 𝑥(𝑡) and 𝑦(𝑡), of the master system and slave
system satisfy

lim
𝑡→∞

󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡) − 𝑦 (𝑡)

󵄩
󵄩
󵄩
󵄩
= 0. (12a)

Our objective is to design the controllers parameters esti-
mation update laws ̇

𝐴̃ = [
̇

𝑎̃,
̇

̃
𝑏,

̇
𝑐̃,

̇
̃
𝑑]
𝑇 such that the trajectories,

𝐴(𝑡) and 𝐴(𝑡), of the uncertain chaotic parameters and esti-
mates of uncertain chaotic parameters satisfy

lim
𝑡→∞

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴 (𝑡) − 𝐴 (𝑡)

󵄩
󵄩
󵄩
󵄩
󵄩
= 0, (12b)

where ‖ ⋅ ‖ denotes the Euclidean norm.
Define an error vector function

𝑒
𝑖
= 𝑥
𝑖
− 𝑦
𝑖
, (𝑖 = 1, 2, 3, 4) . (13)
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Figure 1: Three-dimension phase portrait of the four-dimensional Lorenz-Stenflo system and its projection.

From the error functions, we get the error dynamics

̇𝑒
1
= 𝑎𝑒
2
+ 𝑎𝑥
2
− 𝑎𝑒
1
− 𝑎𝑥
1
− 𝑢
1
,

̇𝑒
2
= 𝑐𝑒
1
+ 𝑐𝑥
1
+ 𝑒
1
𝑒
3
− 𝑥
1
𝑒
3
− 𝑥
3
𝑒
1
− 𝑒
2
− 𝑢
2
,

̇𝑒
3
= − 𝑒

1
𝑒
2
+ 𝑥
1
𝑒
2
+ 𝑥
2
𝑒
1
−

̂
𝑑𝑒
3
−

̃
𝑑𝑥
3
+
̂
𝑏𝑒
4
+
̃
𝑏𝑥
4
− 𝑢
3
,

̇𝑒
4
= − 𝑒

1
− 𝑎𝑒
4
− 𝑎𝑥
4
− 𝑢
4
,

(14)

where 𝑒
1
= 𝑥
1
− 𝑦
1
, 𝑒
2
= 𝑥
2
− 𝑦
2
, 𝑒
3
= 𝑥
3
− 𝑦
3
, 𝑒
4
= 𝑥
4
− 𝑦
4
,

𝑎 = 𝑎 − 𝑎, ̃𝑏 = 𝑏 −
̂
𝑏, 𝑐 = 𝑐 − 𝑐, and ̃

𝑑 = 𝑑 −
̂
𝑑.

Choose a Lyapunov function candidate in the form of a
positive definite function

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

=

1

2

(𝑒
2

1
+ 𝑒
2

2
+ 𝑒
2

3
+ 𝑒
2

4
+ 𝑎
2
+
̃
𝑏
2
+ 𝑐
2
+

̃
𝑑
2
) ,

(15)

and its time derivative is

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

= 𝑒
1

̇𝑒
1
+ 𝑒
2

̇𝑒
2
+ 𝑒
3

̇𝑒
3
+ 𝑒
4

̇𝑒
4
+ 𝑎

̇
𝑎̃ +

̃
𝑏

̇
̃
𝑏 + 𝑐

̇
𝑐̃ +

̃
𝑑

̇
̃
𝑑

= 𝑒
1
(𝑎𝑒
2
+ 𝑎𝑥
2
− 𝑎𝑒
1
− 𝑎𝑥
1
− 𝑢
1
)

+ 𝑒
2
(𝑐𝑒
1
+ 𝑐𝑥
1
+ 𝑒
1
𝑒
3
− 𝑥
1
𝑒
3
− 𝑥
3
𝑒
1
− 𝑒
2
− 𝑢
2
)

+ 𝑒
3
(−𝑒
1
𝑒
2
+ 𝑥
1
𝑒
2
+ 𝑥
2
𝑒
1
−

̂
𝑑𝑒
3
−

̃
𝑑𝑥
3

+
̂
𝑏𝑒
4
+
̃
𝑏𝑥
4
− 𝑢
3
)

+ 𝑒
4
(−𝑒
1
− 𝑎𝑒
4
− 𝑎𝑥
4
− 𝑢
4
) + 𝑎 (−

̇
𝑎̂) +

̃
𝑏 (−

̇
̂
𝑏)

+ 𝑐 (−
̇
𝑐̂) +

̃
𝑑 (−

̇
̂
𝑑) + 𝑟 (−

̇
𝑟̂) .

(16)

Choose the parameters estimation update laws as follows:

̇
𝑎̃ = −

̇
𝑎̂ = −𝑒

1
(𝑥
2
− 𝑥
1
) + 𝑒
4
𝑥
4
− 𝑎,

̇
̃
𝑏 = −

̇
̂
𝑏 = −𝑒

3
𝑥
4
−
̃
𝑏,

̇
𝑐̃ = −

̇
𝑐̂ = −𝑒

2
𝑥
1
− 𝑐,

̇
̃
𝑑 = −

̇
̂
𝑑 = 𝑒
3
𝑥
3
−

̃
𝑑.

(17)

The initial values of estimates for uncertain parameters
are 𝑎(0) = 0, ̂𝑏(0) = 0, 𝑐(0) = 0, and ̂

𝑑(0) = 0. Through (16)
and (17), the appropriate controllers can be designed as

𝑢
1
= 𝑎𝑒
2
− 𝑎𝑒
1
+ 𝑒
1
,

𝑢
2
= 𝑐𝑒
1
+ 𝑒
1
𝑒
3
− 𝑥
1
𝑒
3
− 𝑥
3
𝑒
1
− 𝑒
2
+ 𝑒
2
,

𝑢
3
= − 𝑒

1
𝑒
2
+ 𝑥
1
𝑒
2
+ 𝑥
2
𝑒
1
−

̂
𝑑𝑒
3
+
̂
𝑏𝑒
4
+ 𝑒
3
,

𝑢
4
= − 𝑒

1
− 𝑎𝑒
4
+ 𝑒
4
.

(18)

Substituting (18) and (17) into (16), we obtain

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

= −𝑒
1

2
− 𝑒
2

2
− 𝑒
3

2
− 𝑒
4

2
− 𝑎
2
−
̃
𝑏
2
− 𝑐
2
−

̃
𝑑
2
< 0.

(19)

Since the Lyapunov function 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is

positive definite and its derivative 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is
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Figure 2: Time histories of the master system and slave system for
Case I.
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Figure 3: Time histories of error states for Case I.

negative definite in the neighborhood of the zero solutions for
(12a) and (12b), according to the Lyapunov stability theory,
the zero solutions of error states dynamic and parameters
error vector are asymptotically stable; namely, the slave
system equation (11) can asymptotically converge to itsmaster
system equation (10) with the adaptive control law equation
(18) and the estimation parameter update law equation
(17). The adaptive synchronization concept proof had to be
completed. The numerical simulation results are shown in
Figures 2, 3, and 4.

3.2. Case II Generalized Adaptive Synchronization. The given
functional system for generalized synchronization is also a
new Lorenz-Stenflo system but with different initial condi-
tions: 𝑤

1
(0) = 25, 𝑤

2
(0) = 25, 𝑤

3
(0) = 25, and 𝑤

4
(0) = 25:

̇𝑤
1
= 𝑎 (𝑤

2
− 𝑤
1
) ,

̇𝑤
2
= 𝑐𝑤
1
− 𝑤
1
𝑤
3
− 𝑤
2
,
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Figure 4: Time histories of estimated parameters for Case I.

̇𝑤
3
= 𝑏𝑤
4
− 𝑑𝑤
3
+ 𝑤
1
𝑤
2
,

̇𝑤
4
= − 𝑎𝑤

4
− 𝑤
1
.

(20)

When the time approaches infinite, the error functions
approach zero.The generalized adaptive synchronization can
be accomplished as

lim
𝑡→∞

𝑒 = 0, (21)

where the error functions here can be defined as

𝑒
𝑖
= 𝑥
𝑖
+ 𝑤
𝑖
− 𝑦
𝑖
, (𝑖 = 1, 2, 3, 4) . (22)

From the error functions equation (22), we get the error
dynamics

̇𝑒
1
= 𝑎 (𝑒

2
− 𝑒
1
) + 𝑎 (𝑥

2
− 𝑥
1
+ 𝑤
2
− 𝑤
1
) − 𝑢
1
,

̇𝑒
2
= 𝑐𝑒
1
+ 𝑐 (𝑥

1
+ 𝑤
1
) − 𝑒
2
+ 𝑥
1
(𝑤
3
− 𝑒
3
) + 𝑤
1
(𝑥
3
− 𝑒
3
)

− 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) − 𝑢
2
,

̇𝑒
3
= −

̂
𝑑𝑒
3
−

̃
𝑑 (𝑥
3
+ 𝑤
3
) +

̂
𝑏𝑒
4
+
̃
𝑏 (𝑥
4
+ 𝑤
4
)

− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑒
2
) + (𝑥

2
+ 𝑤
2
− 𝑒
2
) − 𝑢
3
,

̇𝑒
4
= − 𝑒

1
− 𝑎𝑒
4
− 𝑎 (𝑥

4
+ 𝑤
4
) − 𝑢
4
,

(23)

where 𝑎 = 𝑎 − 𝑎, ̃𝑏 = 𝑏 −
̂
𝑏, 𝑐 = 𝑐 − 𝑐, and ̃

𝑑 = 𝑑 −
̂
𝑑.
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Choose a Lyapunov function in the form of a positive
definite function

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

=

1

2

(𝑒
2

1
+ 𝑒
2

2
+ 𝑒
2

3
+ 𝑒
2

4
+ 𝑎
2
+
̃
𝑏
2
+ 𝑐
2
+

̃
𝑑
2
) ,

(24)

and its time derivative is

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

= 𝑒
1

̇𝑒
1
+ 𝑒
2

̇𝑒
2
+ 𝑒
3

̇𝑒
3
+ 𝑒
4

̇𝑒
4
+ 𝑎

̇
𝑎̃ +

̃
𝑏

̇
̃
𝑏 + 𝑐

̇
𝑐̃ +

̃
𝑑

̇
̃
𝑑

= 𝑒
1
(𝑎 (𝑒
2
− 𝑒
1
) + 𝑎 (𝑥

2
− 𝑥
1
+ 𝑤
2
− 𝑤
1
) − 𝑢
1
)

+ 𝑒
2
(𝑐𝑒
1
+ 𝑐 (𝑥

1
+ 𝑤
1
) − 𝑒
2
+ 𝑥
1
(𝑤
3
− 𝑒
3
)

+𝑤
1
(𝑥
3
− 𝑒
3
) − 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) − 𝑢
2
)

+ 𝑒
3
(−

̂
𝑑𝑒
3
−

̃
𝑑 (𝑥
3
+ 𝑤
3
) +

̂
𝑏𝑒
4
+
̃
𝑏 (𝑥
4
+ 𝑤
4
)

− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑒
2
)

+𝑒
1
(𝑥
2
+ 𝑤
2
− 𝑒
2
) − 𝑢
3
)

+ 𝑒
4
(−𝑒
1
− 𝑎𝑒
4
− 𝑎 (𝑥

4
+ 𝑤
4
) − 𝑢
4
) + 𝑎 (−

̇
𝑎̂) +

̃
𝑏 (−

̇
̂
𝑏)

+ 𝑐 (−
̇
𝑐̂) +

̃
𝑑 (−

̇
̂
𝑑) + 𝑟 (−

̇
𝑟̂) .

(25)

Choose the parameters estimation update laws as follows:

̇
𝑎̃ = −

̇
𝑎̂ = −𝑒

1
(𝑥
2
− 𝑥
1
+ 𝑤
2
− 𝑤
1
) + 𝑒
4
(𝑥
4
+ 𝑤
4
) − 𝑎,

̇
̃
𝑏 = −

̇
̂
𝑏 = −𝑒

3
(𝑥
4
+ 𝑤
4
) −

̃
𝑏,

̇
𝑐̃ = −

̇
𝑐̂ = −𝑒

2
(𝑥
1
+ 𝑤
1
) − 𝑐,

̇
̃
𝑑 = −

̇
̂
𝑑 = 𝑒
3
(𝑥
3
+ 𝑤
3
) −

̃
𝑑.

(26)

The initial values of estimates for uncertain parameters
are 𝑎(0) = 0, ̂𝑏(0) = 0, 𝑐(0) = 0, and ̂

𝑑(0) = 0. Through (25)
and (26), the appropriate controllers can be designed as

𝑢
1
= 𝑎𝑒
2
− 𝑎𝑒
1
+ 𝑒
1
,

𝑢
2
= 𝑐𝑒
1
− 𝑒
2
+ 𝑥
1
(𝑤
3
− 𝑒
3
) + 𝑤
1
(𝑥
3
− 𝑒
3
)

− 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) + 𝑒
2
,

𝑢
3
= −

̂
𝑑𝑒
3
+
̂
𝑏𝑒
4
− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑤
2
)

+ 𝑒
1
(𝑥
2
+ 𝑤
2
− 𝑒
2
) + 𝑒
3
,

𝑢
4
= − 𝑒

1
− 𝑎𝑒
4
+ 𝑒
4
.

(27)
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Figure 5: Time histories of the generalized signal (master 𝑥 system
plus given function 𝑤) and slave system for Case II.

0 1 2 3 4 5 6 7 8 9 10
−50

0
50

0 1 2 3 4 5 6 7 8 9 10
−50

0
50

0 1 2 3 4 5 6 7 8 9 10
−50

0
50

0 1 2 3 4 5 6 7 8 9 10
−50

0
50

Time (s)

e
1

e
2

e
3

e
4

Figure 6: Time histories of error states for Case II.

Substituting (26) and (27) into (25), we obtain

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑)

= −𝑒
1

2
− 𝑒
2

2
− 𝑒
3

2
− 𝑒
4

2
− 𝑎
2
−
̃
𝑏
2
− 𝑐
2
−

̃
𝑑
2
< 0.

(28)

Since the Lyapunov function 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is

positive definite and its derivative 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is

negative definite in the neighborhood of the zero solutions for
(12a) and (12b), according to the Lyapunov stability theory,
the zero solutions of error states dynamic and parameters
error vector are asymptotically stable; namely, the slave
system equation (11) can asymptotically converge to itsmaster
system equation (10) with the adaptive control law equation
(27) and the estimation parameter update law equation (26).
The generalized adaptive synchronization concept proof had
to be completed. The numerical simulation results are shown
in Figures 5, 6, and 7.
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Figure 7: Time histories of estimated parameters for Case II.

3.3. Case III Generalized Adaptive Synchronization with
Uncertain Parameters. Consider that themaster system is the
new Lorenz-Stenflo system with uncertain chaotic parame-
ters

̇𝑥
1
= 𝐴
1 (

𝑡) (𝑥2
− 𝑥
1
) ,

̇𝑥
2
= 𝐴
3 (

𝑡) 𝑥1
− 𝑥
1
𝑥
3
− 𝑥
2
,

̇𝑥
3
= 𝐴
2 (

𝑡) 𝑥3
− 𝐴
4 (

𝑡) 𝑥3
+ 𝑥
1
𝑥
2
,

̇𝑥
4
= − 𝐴

1 (
𝑡) 𝑥4

− 𝑥
1
,

(29)

where 𝐴
1
(𝑡), 𝐴

2
(𝑡), 𝐴

3
(𝑡), and 𝐴

4
(𝑡) are uncertain chaotic

parameters. The uncertain parameters are given as

𝐴
1 (

𝑡) = 𝑎 (1 + 𝑓
1
𝑧
1
) ,

𝐴
2 (

𝑡) = 𝑏 (1 + 𝑓
2
𝑧
2
) ,

𝐴
3 (

𝑡) = 𝑐 (1 + 𝑓
3
𝑧
3
) ,

𝐴
4 (

𝑡) = 𝑑 (1 + 𝑓
4
𝑧
4
) ,

(30)

where 𝑓
1
, 𝑓
2
, 𝑓
3
, and 𝑓

4
are arbitrary positive constants.

Positive constants are 𝑓
1
= 𝑓
2
= 𝑓
3
= 𝑓
4
= 0.005. The chaotic

signals 𝑧
1
, 𝑧
2
, 𝑧
3
, and 𝑧

4
are given as the states of system as

follows:

̇𝑧
1
= 𝑎 (𝑧

2
− 𝑧
1
) ,

̇𝑧
2
= 𝑐𝑧
1
− 𝑧
1
𝑧
3
− 𝑧
2
,

̇𝑧
3
= 𝑏𝑧
4
+ −𝑑𝑧

3
+ 𝑧
1
𝑧
2
,

̇𝑧
4
= − 𝑎𝑧

4
− 𝑧
1
.

(31)

The initial constants of the chaotic signals are 𝑧
1
(0) = 0.7,

𝑧
2
(0) = 0.7, 𝑧

3
(0) = 0.7, and 𝑧

4
(0) = 0.7. The new Lorenz-

Stenflo system with uncertain chaotic parameters of master

system will exhibit a more complex dynamic behavior since
the parameters of the system change over time.

The generalized synchronization error functions can be
defined as

𝑒
𝑖
= 𝑥
𝑖
+ 𝑤
𝑖
− 𝑦
𝑖
, (𝑖 = 1, 2, 3, 4) . (32)

From the error functions equation (32), the error dynamics
becomes

̇𝑒
1
= 𝐴
1
(𝑒
2
− 𝑒
1
− 𝑤
2
+ 𝑤
1
) + 𝐴
1
(𝑥
2
− 𝑥
1
)

+ 𝑎 (𝑤
2
− 𝑤
1
) − 𝑢
1
,

̇𝑒
2
= 𝐴
3
(𝑒
1
− 𝑤
1
) + 𝐴
3
𝑥
1
+ 𝑐𝑤
1
+ 𝑥
1
(𝑤
3
− 𝑒
3
)

+ 𝑤
1
(𝑥
3
− 𝑒
3
) − 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) − 𝑒
2
− 𝑢
2
,

̇𝑒
3
= 𝐴
2
(𝑒
4
− 𝑤
4
) + 𝐴
2
𝑥
4
+ 𝑏𝑤
4
− 𝐴
4
(𝑒
3
− 𝑤
3
) − 𝐴
4
𝑥
3

− 𝑑𝑤
3
− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑒
2
)

+ 𝑒
1
(𝑥
2
+ 𝑤
2
− 𝑒
2
) − 𝑢
3
,

̇𝑒
4
= − 𝑒

1
− 𝐴
1
(𝑒
4
− 𝑤
4
) − 𝐴
1
𝑥
4
− 𝑎𝑤
4
− 𝑢
4
,

(33)

where 𝐴
𝑖
(𝑡) = 𝐴

𝑖
(𝑡) − 𝐴

𝑖
(𝑡) (𝑖 = 1, 2, 3, 4).

Choose a Lyapunov function in the form of a positive
definite function:

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝐴
1
, 𝐴
2
, 𝐴
3
, 𝐴
4
)

=

1

2

(𝑒
2

1
+ 𝑒
2

2
+ 𝑒
2

3
+ 𝑒
2

4
+ 𝐴
2

1
(𝑡) + 𝐴

2

2
(𝑡)

+𝐴
2

3
(𝑡) + 𝐴

2

4
(𝑡)) ,

(34)

and its time derivative is

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝐴
1
, 𝐴
2
, 𝐴
3
, 𝐴
4
)

= 𝑒
1

̇𝑒
1
+ 𝑒
2

̇𝑒
2
+ 𝑒
3

̇𝑒
3
+ 𝑒
4

̇𝑒
4
+ 𝐴
1

̇
𝐴̃
1
+ 𝐴
2

̇
𝐴̃
2

+ 𝐴
3

̇
𝐴̃
3
+ 𝐴
4

̇
𝐴̃
4

= 𝑒
1
(𝐴
1
(𝑒
2
− 𝑒
1
− 𝑤
2
+ 𝑤
1
) + 𝐴
1
(𝑥
2
− 𝑥
1
)

+ 𝑎 (𝑤
2
− 𝑤
1
) − 𝑢
1
)

+ 𝑒
2
(𝐴
3
(𝑒
1
− 𝑤
1
) + 𝐴
3
𝑥
1
+ 𝑐𝑤
1
+ 𝑥
1
(𝑤
3
− 𝑒
3
)

+ 𝑤
1
(𝑥
3
− 𝑒
3
) − 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) − 𝑒
2
− 𝑢
2
)

+ 𝑒
3
(𝐴
2
(𝑒
4
− 𝑤
4
) + 𝐴
2
𝑥
4
+ 𝑏𝑤
4
− 𝐴
4
(𝑒
3
− 𝑤
3
)

− 𝐴
4
𝑥
3
− 𝑑𝑤
3
− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑒
2
)

+ 𝑒
1
(𝑥
2
+ 𝑤
2
− 𝑒
2
) − 𝑢
3
)
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+ 𝑒
4
(−𝑒
1
− 𝐴
1
(𝑒
4
− 𝑤
4
) − 𝐴
1
𝑥
4
− 𝑎𝑤
4
− 𝑢
4
)

+ 𝐴
1
(−

̇
𝐴̂
1
) + 𝐴

2
(−

̇
𝐴̂
2
) + 𝐴

3
(−

̇
𝐴̂
3
) + 𝐴

4
(−

̇
𝐴̂
4
) .

(35)

Choose the parameters estimation update laws for those
uncertain parameters as follows:

̇
𝐴̃
1
= ̇𝐴
1
−

̇
𝐴̂
1
= −𝑒
1
(𝑥
2
− 𝑥
1
) + 𝑒
4
𝑥
4
− 𝐴
1
,

̇
𝐴̃
2
= ̇𝐴
2
−

̇
𝐴̂
2
= −𝑒
3
𝑥
4
− 𝐴
2
,

̇
𝐴̃
3
= ̇𝐴
3
−

̇
𝐴̂
3
= −𝑒
2
𝑥
1
− 𝐴
3
,

̇
𝐴̃
4
= ̇𝐴
4
−

̇
𝐴̂
4
= 𝑒
3
𝑥
3
− 𝐴
4
.

(36)

The initial values of estimates for uncertain parameters
are𝐴
1
(0) = 0,𝐴

2
(0) = 0,𝐴

3
(0) = 0, and𝐴

4
(0) = 0.Through

(35) and (36), the appropriate controllers can be designed as

𝑢
1
= 𝐴
1
(𝑒
2
− 𝑒
1
− 𝑤
2
+ 𝑤
1
) + 𝑎 (𝑤

2
− 𝑤
1
) + 𝑒
1
,

𝑢
2
= 𝐴
3
(𝑒
1
− 𝑤
1
) + 𝑐𝑤

1
+ 𝑥
1
(𝑤
3
− 𝑒
3
) + 𝑤
1
(𝑥
3
− 𝑒
3
)

− 𝑒
1
(𝑥
3
+ 𝑤
3
− 𝑒
3
) − 𝑒
2
+ 𝑒
2
,

𝑢
3
= 𝐴
2
(𝑒
4
− 𝑤
4
) + 𝑏𝑤

4
− 𝐴
4
(𝑒
3
− 𝑤
3
) − 𝑑𝑤

3

− 𝑥
1
(𝑤
2
− 𝑒
2
) − 𝑤
1
(𝑥
2
− 𝑤
2
)

+ 𝑒
1
(𝑥
2
+ 𝑤
2
− 𝑒
2
) + 𝑒
3
,

𝑢
4
= − 𝐴

1
(𝑒
4
− 𝑤
4
) − 𝑎𝑤

4
− 𝑒
1
+ 𝑒
4
.

(37)

Substituting (36) and (37) into (35), we obtain

𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝐴
1
, 𝐴
2
, 𝐴
3
, 𝐴
4
)

= −𝑒
2

1
− 𝑒
2

2
− 𝑒
2

3
− 𝑒
2

4
− 𝐴
2

1
(𝑡) − 𝐴

2

2
(𝑡) − 𝐴

2

3
(𝑡) − 𝐴

2

4
(𝑡)

< 0.

(38)

Since the Lyapunov function 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is

positive definite and its derivative 𝑉(𝑒
1
, 𝑒
2
, 𝑒
3
, 𝑒
4
, 𝑎,

̃
𝑏, 𝑐,

̃
𝑑) is

negative definite in the neighborhood of the zero solutions
for (12a) and (12b), according to the Lyapunov stability
theory, the zero solutions of error states dynamic and
parameters error vector are asymptotically stable; namely,
the slave system equation (11) can asymptotically converge
to its master system equation (10) with the adaptive control
law equation (36) and the estimation parameter update law
equation (37).The generalized adaptive synchronization with
uncertain parameters concept proof had to be completed.The
numerical simulation results are shown in Figures 8, 9, 10, and
11.

4. Conclusion

A generalized adaptive synchronization with uncertain
chaotic parameters is new chaos synchronization concept.
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Figure 8: Time histories of the generalized signal (master 𝑥 system
plus given function 𝑤) and slave system for Case III.
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Â
3

Â
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Figure 11: Time histories of different parameters for Case III.

The theoretical analysis and numerical simulation results of
three cases, adaptive synchronization, generalized adaptive
synchronization, and generalized adaptive synchronization
with uncertain parameters, are shown in the corresponding
figures which imply that the adaptive controllers and update
laws we designed are feasible and effective. In this paper, the
three examples can be used to increase the security of secret
communication system.
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Structured and complex data can be found in many applications in research and development, and also in industrial practice. We
developed a methodology for describing the structured data complexity and applied it in development and industrial practice.
The methodology uses fractal dimension together with statistical tools and with software modification is able to analyse data in a
form of sequence (signals, surface roughness), 2D images, and dividing lines. The methodology had not been tested for a relatively
large collection of data. For this reason, samples with structured surfaces produced with different technologies and properties were
measured and evaluated with many types of parameters. The paper intends to analyse data measured by a surface roughness tester.
Themethodology shown compares standard and nonstandard parameters, searches the optimal parameters for a complete analysis,
and specifies the sensitivity to directionality of samples for these types of surfaces.The text presents application of fractal geometry
(fractal dimension) for complex surface analysis in combination with standard roughness parameters (statistical tool).

1. Introduction

Due to continuously increasing pressure from competitors
to improve the quality of products, there is a demand for
objective measurement and control methods for materials,
processes, and production processes. However, it is almost
impossible to describe many structures using conventional
methods (e.g., defects, surfaces, cracks, and time series from
dynamic processes) because they are complex and irregular.
One approach is the application of fractal dimension which
is successfully used in science.

The fractal dimension is closely connected to fractals
that were defined by Mandelbrot [1], though scientists found
some geometric problems with specific objects (e.g., the
measurement of coast lines using different lengths of rulers
by Richardson). A potentially powerful property of the fractal
dimension is the ability to describe complexity by using a
single number that defines and quantifies structures [2, 3].
The number is mostly a noninteger value and the fractal
dimension is higher than the topological dimension. For

example, the Koch curve (one of the most famousmathemat-
ical deterministic fractals) has the topological dimension𝐷

𝑇

= 1, but the fractal dimension 𝐷
𝐹
= 1.2619. A smooth curve

as a line has the topological dimension𝐷
𝑇
= 1 and the fractal

dimension 𝐷
𝐹
= 1. The fractal dimension can be computed

for a set of points, curves, surfaces, topological 3D objects,
and so forth and if the fractal dimension is higher than the
topological dimension, we name the objects fractals.

Fractal dimension is part of a wider theory, fractal geom-
etry. Fractal geometry is closely connected to chaos theory.
Furthermore, the obtained structures were produced by real
dynamic systems and the obtained data was influenced by
these dynamic systems [2, 4, 5].The data can also be tested to
chaotic properties (future work) and also simulated. Chaotic
system can be identified by standard tools like Lyapunov
coefficient, Hurst coefficient, and also fractal dimension. An
alternative and promising way to identify chaotic system
is evolutionary reconstruction [6]. Application of chaotic
system reconstruction can be practically used for a chaotic
cryptosystem procedure [7].
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Table 1: List of analysed samples with their production properties.

Sample Technology of surfaces production
1 Polished surface to maximum gloss

2 Ballotini (glass beads) blasting, grain size F120 (mean
diameter 0.109mm)

3 Corundum blasting, grain size F36 (mean diameter
0.525mm)

4 Corundum blasting, grain size F12 (mean diameter
1.765mm)

5 Electro-erosion machining 29A
6 Electro-erosion machining 42A
7 Electro-erosion machining 54A
8 Sandpaper, K400
9 Emery cloth, 120
10 Emery cloth, 80

11 Vertical milling machine, milling cutter 20mm,
120 rpm, feed 30mm/min

12 Grinding wheel, 98A 60J 9V C40
13 Grinding wheel, 96A 36P 5V

14 Vertical milling machine, milling cutter 20mm,
120 rpm, feed 240mm/min

Even though applications of fractal dimension in industry
are quite rare and experimental [8], it is possible to find
a promising test and applications [9–14]. Fractal dimen-
sion in conjunction with statistics can be used as a useful
and powerful tool for an explicit, objective, and automatic
description of production process data (laboratory, off-line,
and potentially on-line). Fractal dimension does not sub-
stitute other tools like statistics and should be used with
other parameters for complete analysis. Here, we carry out
research into thementioned tools on amethodology that uses
standard and nonstandard parameters to evaluate complex
data from industrial practice [15, 16] and laboratories [17–19].
The methodology finds suitable parameters for a complete
analysis of the data from a set of parameters. Only the chosen
parameters should be used in order to reduce processing time
in industrial practice. The chosen parameters can also be
recalculated to one number and the number can be used in
quality assessment, for example, [16].

However, no research based on a deeper analysis of a
relatively large data set has been conducted yet. For reliable
usage of the methodology and analysis used, their properties
and limitations have to be defined. We also wanted to
analyse one source of data with different measured methods.
The given theoretical results will be used for improvement
of the methodology and finding relationships among the
parameters and results of various tests. The main motivation
is to answer whether parameters like fractal dimension are
useful and beneficial for a complex description of the data
from industrial practice.

For this purpose we analysed 14 surfaces produced by
5 different processes and in different conditions, Table 1.
Figure 1 shows 28 samples (with 14 surfaces). The analysed
structures were chosen so as to be different and to cover
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Figure 1: Analysed samples with machined surfaces.

the most common surfaces in industrial practice.The chosen
samples were made purposely from identical material. This
allows us to subsequently ignore material properties and
to analyse the change of technological parameters and the
influence of technology used.

The samples were measured using 3 methods: with a
surface roughness tester, by image-capturing with an elec-
tron microscope, and by image-capturing of metallographic
samples using an optical microscope, Figure 2. These three
methods generate three data types that are the most common
types in industrial practice (sequences, signals, 2D images,
and dividing lines). The measurements were analysed using
the developed methodology with 30 parameters. Results
comparison of a surface roughness description, 2D images,
and dividing lines seem to be interesting topics for future
work.

This paper presents the first results of conducted research
and it focuses on data from a surface roughness tester.
Nine parameters were chosen for detailed analysis. Further
measurements and comparison of the measurements will be
published later.

The aims of this phase of the presented research are

(i) to compare standard and nonstandard parameters;

(ii) to find the optimal parameters for a complete analysis;

(iii) to specify the sensitivity to directionality of samples
for these types of surfaces.

2. Methodology and Tools Used

The unfiltered reading (raw data) from a surface roughness
tester is called a profile (curve). The profile can be evaluated
using various methods. The parameters obtained can be
divided into three groups, as follows:

(i) parameters of amplitude, useful for depth character-
ization (Std: standard deviation, 𝑅

𝑎
: average rough-

ness, 𝑅
𝑡
: maximum roughness, 𝑅

𝑧
: mean roughness

depth, etc.);

(ii) parameters of frequency, used to describe surface pro-
file spacing parameters and for corrugation frequency
characterization (e.g., 𝑆

𝑚
: mean spacing);
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Figure 2: Measurement of samples, obtained data, and analyses.

(iii) parameters of complexity and deformation, estimation
of fractal dimension by compass dimension (DC) [1–
3], by EEEmethod [20], or by relative length (𝐿

𝑅
) and

proportional length (𝐿
𝑃
) of the profile.

The mentioned parameters of amplitude and frequency
are commonly used in industrial practice. These parameters
are based on statistics. Average roughness, maximum rough-
ness, mean roughness depth, and mean spacing are surface
profile parameters defined by standard ISO 4287-1997 [21].
The parameters of complexity and deformation were selected
based on previous experiences.

Average roughness (𝑅
𝑎
) is also known as the arithmetical

mean roughness. The Average roughness is the area between
the roughness profile and its mean line or the integral of
the absolute value of the roughness profile height over the
evaluation length:

𝑅
𝑎
=

1

𝑙

∫

𝑙

0

|𝑧 (𝑥)| 𝑑𝑥, (1)

where 𝑙 is the evaluation length and 𝑧 is the deviation from
the center line𝑚, Figure 3.When evaluated from digital data,

the integral is normally approximated by a trapezoidal rule, as
follows:

𝑅
𝑎
=

1

𝑛

𝑛

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑧
𝑖

󵄨
󵄨
󵄨
󵄨
, (2)

where 𝑛 is the number of measurements. Graphically, the
average roughness is the area (yellow in Figure 3) between
the roughness profile and its centre line 𝑚 divided by the
evaluation length. In this field of research, a filtered profile
is not being used. For this reason the average roughness is
called 𝑃

𝑎
.

Maximum roughness (𝑅
𝑡
), also maximum height, or total

roughness, is the vertical distance from the deepest trough
to the highest peak, Figure 3. For the unfiltered profile,
maximum roughness is denoted by 𝑃

𝑡
.

Mean roughness depth (𝑅
𝑧5
) is the arithmeticmean of the

single distance from the deepest trough to the highest peak
from 5 sampling lengths (𝑙

1
–𝑙
5
), Figure 3. For the unfiltered

profile, mean roughness depth is denoted by𝑃
𝑧5
.

𝑆
𝑚
is the mean spacing between peaks, now with a peak

defined relative to themean line. A peakmust cross above the
mean line and then cross back below it. If the width of each
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Figure 3: Parameters 𝑅
𝑎
, 𝑅
𝑡
, 𝑅
𝑧5
, 𝑆
𝑚
with the centre line𝑚.

peak is denoted as 𝑆
𝑖
, then the mean spacing is the average

width of a peak over the evaluation length, Figure 3:

𝑆
𝑚
=

1

𝑛

𝑛

∑

𝑖=1

𝑆
𝑖
. (3)

The estimated compass dimension expresses the degree of
complexity of the profile by means of a single number [1].
A compass method [1–3] is based on measuring the profile
(curve) using different ruler sizes (Figure 4(a)) according
to

𝐿
𝑖
(𝑟
𝑖
) = 𝑁

𝑖
(𝑟
𝑖
) ⋅ 𝑟
𝑖
, (4)

where 𝐿
𝑖
is the length in 𝑖-step of the measurement, 𝑟

𝑖
is

the ruler size, and 𝑁
𝑖
is the number of steps needed for the

measurement. If the profile is fractal, and hence the estimated
fractal dimension is larger than the topological dimension,
then the length measured increases as the ruler size is
reduced.The logarithmic dependence between log

2
𝑁(𝑟
𝑖
) and

log
2
𝑟
𝑖
is called the Richardson-Mandelbrot plot (Figure 4(b)).

The compass dimension is then determined from the slope 𝑠
of the regression line, as follows:

𝐷
𝐶
= 1 − 𝑠 = 1 −

Δlog
2
𝐿 (𝑟)

Δlog
2
𝑟

. (5)

For better comparison of the results, the dimension is
multiplied by 1000 (𝐷

𝐶1000
). The fractal dimension can also

be estimated using a different method [2, 3].
The rate of profile deformation can be evaluated from its

relative length 𝐿
𝑅
. This fast and reliable method measures

the ratio of the profile length 𝑙PIXEL (red curve in Figure 3)
using the smallest ruler (1 pixel) 𝑟PIXEL and the length of the
projection 𝑙 (Figure 3), as follws:

𝐿
𝑅
=

𝑙PIXEL
𝑙

. (6)

Another similar approach is to compute the proportional
length of the profile 𝐿

𝑃
. The proportional length is the ratio

of the profile length measured with a defined ruler 𝑙
𝑟
(e.g.,

green line in Figure 4(a)) and the length measured with the
maximum ruler 𝑙

𝑟max (the length between the first and the last
point of the profile):

𝐿
𝑃
=

𝑙
𝑟

𝑙
𝑟max
. (7)

The EEEmethod (evaluation of length changes with elimina-
tion of insignificant extremes) [20] stems from an estimation
of the fractal dimension, so it measures changes of lengths in
sequential steps. The method does not use a fixed “ruler” for
its measurement in every step, but the line is defined by local
extremes (maxima and minima).Themethod is based on the
length evaluation of a profile (curve or signal).

The profile is defined by measured values, which are iso-
lated points 𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑛
in the range 𝑧(𝑥

1
), 𝑧(𝑥
2
), . . . , 𝑧(𝑥

𝑛
).

The points represent local extremes (maxima and minima).
On the profile, unnecessary extremes are classified with a
defined ruler and a new simplified function is defined by the
remaining points. A relative length 𝐿

𝑅1
of the new function

is measured and the result is saved.
The procedure for the elimination of insignificant

extremes is applied to the simplified function (profile).
The function obtained is also measured and the process
is reiterated. The last function is formed from the global
maximum and minimum of all functions, at which point the
analysis is stopped. The steps 𝑖 of the analysis are plotted
against the computed relative lengths 𝐿

𝑅𝑖
of the functions.

The relation between the relative lengths 𝐿
𝑅𝑖

and the steps
of elimination 𝑖 is evaluated by a suitable regression function
that can be a regression line, a quadratic function, or a
hyperbolic function. In the case of using a regression line, the
dimension can be computed from the slope 𝑠 by the following
equation:

𝐷EEE = 1 + |𝑠| . (8)

For better comparison of the results the dimension is multi-
plied by 1000 (𝐷EEE 1000). More information can be found in
[20].

3. Measurement of Samples

The surface roughness tester Mitutoyo SV 2000 was used
for takingmeasurements (parameters: traverse range: 50mm;
linearity of traverse: 0.3 𝜇m/50mm; stylus speed measuring:
0.5mm/s; positioning: 2mm/s). A standard type of stylus
with a 60∘ angle was used with a measuring force: 0.75mN.

All samples (2 samples with the same surface) were
measured in 9 positions, each position in 3 directions, 𝑥, 𝑦,
and transverse. The length of measurement is 4800 𝜇m and
the sampling interval is 0.5 𝜇m. All data obtained is in
the form of unfiltered profiles. A software tool for a data
evaluation was developed in Matlab.

4. Results

The samples analysed have clearly different structural charac-
ters. In Figure 1, the samples are ordered from the smoothest
to the most structured surface (from left to right). The
two upper lines represent blasted and electroeroded surfaces
(random surfaces) and the two bottom lines represent the
classically machined surfaces. Graphs in Figures 5, 6, 7, 8, 9,
10, 11, 12, and 13 show the results of analysis for the surfaces
from the measurement of the profiles in one direction
(𝑥-axis). A correlation between the chosen parameters is
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clearly visible (𝑃
𝑎
, 𝐷EEE 1000, and 𝐿𝑅). The 𝐷

𝐶1000
parameter

correlates lower and the 𝑆
𝑚

parameter does not correlate.
To evaluate the parameters objectively, Pearson’s correlation
coefficients were computed, see Table 2 (the parameters are
normally distributed). The aim is to specify the appropriate
parameters for fast and reliable analysis for industrial data
evaluation [15] (e.g., production control or quality moni-
toring). Only the chosen parameters should be used for a
complete analysis of the data in order to reduce processing
time. Some parameters linearly correlate with others (they
provide similar information about the data), Table 2. If the
situation is simplified and a linear correlation is assumed,
we can specify suitable parameters for evaluation of these
types of data as follows: average roughness, 𝑃

𝑎
(parameter

of amplitude), Mean Spacing, 𝑆
𝑚
(parameter of frequency),

compass dimension, and𝐷
𝐶1000

(parameter of complexity and
deformation). These 3 parameters provide diverse informa-
tion about the data.

A decisive number (a testing number, a quality number) is
required in several applications. Typically, during a subjective
testing by an operator (mostly by human eyes), one tested
number is obtained, based on subjective comparison with
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Figure 6: Results of 𝑃
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parameter (𝑥-axis).

etalons [15, 16]. The demand for only one testing number
for quality evaluation comes from industrial practice. Three
parameters that fully describe the data can be used for
objective evaluation. In these cases the single number has to
be calculated from the 3 parameters by weight coefficients
and can be converted to a specified quality scale. The weight
coefficients for each of the three parameters have to be
specified using an appropriate methodology.

Measurements were taken at 9 different measurement
points in the 𝑥, 𝑦, and transverse direction for each of the 28
samples examined.Thiswas done for all 9 presentedmethods.

The mean values of the data obtained from individual
samples of 𝑥-axis directions (𝜇

1
), 𝑦-axis directions (𝜇

2
),

and the transverse directions (𝜇
3
) were compared for each

sample. Conformity of the mean values was tested by one-
way analysis of variance (ANOVA) [22] at significance level
𝛼 = 0.05 using Matlab software. Thus,

𝐻
0
: 𝜇
1
= 𝜇
2
= 𝜇
3

𝐻
1
: non 𝐻

0
.

(9)
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The test results are shown in Table 3, where value 0 means
a rejection 𝐻

0
and a benefit 𝐻

1
(results of measurement are

dependent according to direction). Value 1 does not consti-
tute rejection 𝐻

0
(results are independent on the direction).

𝑃 values for rejection of the hypothesis 𝐻
0
in favor of the

alternatives𝐻
1
are also shown in Table 3.

Samples 1 to 7were prepared by technologies that produce
random structures. Samples 8 to 14 were produced by a
standard machining method that generates directionally
visible structures (Figure 1). Samples 8, 9, 10, 12, and 13
have linearly oriented structures. Samples 11 and 14 have
rotationally oriented structures, because of the milling tech-
nology. Parameters 𝐷

𝐶1000
, 𝐷EEE 1000, 𝐿𝑅, and 𝐿𝑃 (parame-

ters of complexity and deformation) show good results in
recognition of the directionality. The only exception was
for samples 11. These samples have a smooth rotationally
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Figure 12: Results of relative length measurement, 𝐿
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Figure 13: Results of proportional lengthmeasurement, 𝐿
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(𝑥-axis).

oriented structure that is identified as a random structure.
The results show that thementioned parameters are useful for
finding directionally dependent and independent structures.
However, the conclusion is valid only for the analysed data
and must be verified in further research.

5. Conclusions

The methodology for evaluation of complex and irregular
data was developed and applied in industrial practice. The
fractal dimension is used in combinationwith statistical tools;
thus commonly used parameters and relatively new param-
eters are used simultaneously. This methodology searches
appropriated parameters for a complex evaluation of data.
Only the chosen parameters are used for a complete analysis
of the data in order to reduce processing time.

We conducted this research to verify and find properties
of the methodology on data measured from 14 samples.
The samples were produced by 5 different technologies
(commonly used in industry) under different production
properties. The samples were measured using 3 methods: by
a surface roughness tester, by an electron microscope, and by
an optical microscope.

In the first phase of the research we analysed data sets
obtained from a surface roughness tester. The nine used
parameters were divided into sets: parameters of amplitude,
parameters of frequency, parameters of complexity, and
deformation. One parameter in each set was determined
using the correlation coefficient to evaluate these data types:
average roughness, 𝑃

𝑎
(parameter of amplitude), Mean Spac-

ing, 𝑆
𝑚
(parameter of frequency), and compass dimension,

𝐷
𝐶1000

(parameter of complexity and deformation). These
3 parameters provide diverse information about the data
and can be used for a complete data analysis. Within the
framework of the research, sensitivity to sample directionality
for these types of surfaces was determined. Parameters of
complexity and deformation: compass dimension (𝐷

𝐶1000
),

EEE dimension (𝐷EEE 1000), relative length (𝐿𝑅), and propor-
tional length (𝐿

𝑃
) can be used for linear structure recognition

of the presented data. Based on these results, it can be inferred
that the tools represented here are suitable for recognition
directionally dependent and independent structures. De
facto one-way analysis of variance (ANOVA) illustrates the
parameter sensitivity of complexity and deformation to the
detection of random structures. Verification of whether the
structure is chaotic and also if the structure must be chaotic
for detection with the specified procedure will be carried
out.

Our future work will focus on two other forms of data: 2D
images and dividing lines. Further research will also compare
data analyses in various forms (sequences, signals, 2D images,
and dividing lines). The potential of the mentioned method-
ology for industrial practise will be verified. Subsequently,
verification of whether the description of complex data is
only possible with the use of fractal dimension or sufficient
“standard tools” (especially statistical tools) will be executed.
Chaotic properties of obtained data will also be studied,
because they come from real dynamic systems that can be
chaotic.

The fractal dimension is widely used in science, but
industrial applications are rather rare. Data analysis using
the fractal dimension has great potential in combination
with statistical and other measurements in industry. This
and previously presented results show possibilities of appli-
cation in practical use in industry and production laborato-
ries. Structured surface, complex time series, and difficulty
describing dividing lines aremuchmore common than can be
expected.
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