
HAL Id: hal-01338016
https://hal.science/hal-01338016v1

Preprint submitted on 27 Jun 2016 (v1), last revised 5 Jun 2019 (v4)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Observability properties of the homogeneous wave
equation on a closed manifold

Emmanuel Humbert, Yannick Privat, Emmanuel Trélat

To cite this version:
Emmanuel Humbert, Yannick Privat, Emmanuel Trélat. Observability properties of the homogeneous
wave equation on a closed manifold. 2016. �hal-01338016v1�

https://hal.science/hal-01338016v1
https://hal.archives-ouvertes.fr


Observability properties of the homogeneous wave equation

on a closed manifold

Emmanuel Humbert∗ Yannick Privat† Emmanuel Trélat‡

June 27, 2016

Abstract

We consider the wave equation on a compact Riemannian manifold (Ω, g) without
boundary (i.e., a closed manifold). We observe the restriction of the solutions to a
measurable subset ω of Ω during a time interval [0, T ] with T > 0. A well known result
by Rauch and Taylor, and by Bardos, Lebeau and Rauch asserts that, if ω is open in Ω
and if the pair (ω, T ) satisfies the Geometric Control Condition, then an observability
inequality holds comparing the total energy of solutions to the energy localized in
ω × (0, T ). The observability constant CT (ω) is then defined as the infimum over the
set of all solutions of the wave equation of the ratio of localized energy of solutions
over their total energy.

In this paper, we provide sharp estimates of the observability constant allowing to
derive general geometric conditions guaranteeing that the wave equation is observable
on ω.

Using the same approach, we also investigate the asymptotics of the observability
constant as the observability time T tends to +∞. Under topological assumptions on
ω, we show that the ratio CT (ω)/T converges to the minimum of two quantities: the
first one is of a spectral nature and involves the Laplacian eigenfunctions; the second
one is of a geometric nature and involves the average time spent in ω by Riemannian
geodesics propagating over Ω.

Keywords: wave equation, observability inequality.
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1 Introduction and main results

1.1 Framework

Let (Ω, g) be a compact connected Riemannian manifold of dimension n without boundary.
The canonical Riemannian volume on Ω is denoted by vg, inducing the canonical measure
dvg. Measurable sets1 are considered with respect to the measure dvg.

Consider the wave equation in Ω,

∂tty −4gy = 0 in (0, T )× Ω, (1)

where 4g stands for the usual Laplace-Beltrami operator on Ω for the metric g. We define
the closed subspace L2

0(Ω) of L2(Ω) by L2
0(Ω) =

{
y ∈ L2(Ω) |

∫
Ω y(x) dvg = 0

}
, and we

endow it with the topology inherited from the norm ‖ · ‖L2 . Let us introduce the Sobolev
space

H1(Ω) =
{
y ∈ L2

0(Ω) | − 4gy ∈ L2
0(Ω)

}
,

where 4gy is taken in the sense of distributions, as well as (H1)′(Ω), the dual space of
H1(Ω) with respect to the pivot space L2

0(Ω). It is understood that H1(Ω) is endowed
with the ‖ · ‖H1 norm given by ‖u‖2H1 = ‖u‖2L2 + ‖∇u‖2L2 , whereas the dual space (H1)′ is
endowed with the usual topology on dual spaces.

For every set of initial data (y(0, ·), ∂ty(0, ·)) ∈ L2
0(Ω)× (H1)′(Ω), there exists a unique

solution y ∈ C0(0, T ;L2(Ω)) ∩ C1(0, T ; (H1)′(Ω)) of (1).
Let ω be an arbitrary measurable subset of Ω of positive measure, and let T > 0. The

notation χω stands for the characteristic function of ω, in other words the function equal

1If M is the usual Euclidean space Rn then dvg = dx is the usual Lebesgue measure.

2



to 1 on ω and 0 elsewhere. The equation (1) is said to be observable on ω in time T if
there exists a positive constant C such that

C‖(y0, y1)‖2L2×(H1)′ 6
∫ T

0

∫
ω
|y(t, x)|2 dvg(x) dt,

for all (y0, y1) ∈ L2
0(Ω)× (H1)′(Ω) such that (y(0, ·), ∂ty(0, ·)) = (y0, y1). It is well known

that if ω is an open set, this observability property holds if the pair (ω, T ) satisfies the
Geometric Control Condition in Ω (see the results by Rauch and Taylor in [21] and the ones
by Bardos, Lebeau and Rauch in [1]), according to which every ray of geometric optics
that propagates in Ω intersects ω within time T . This classical result will be slightly
generalized in this paper (see Section 3).

Definition 1 (Observability constant CT (ω)). Let ω be a Lebesgue measurable subset of
Ω. The observability constant in time T associated to (1) is defined by

CT (ω) = inf
{
JωT (y0, y1) | (y0, y1) ∈ L2

0(Ω)× (H1)′(Ω) \ {(0, 0)}
}
, (2)

where

JωT (y0, y1) =

∫ T
0

∫
ω |y(t, x)|2 dvg dt

‖(y0, y1)‖2
L2×(H1)′

. (3)

This paper is devoted to the investigation of the observability constant and is organized
as follows. In Section 1.2, we state the main results of the paper. In a nutshell, under
topological assumptions on the observation domain ω, we show that the limit of the
quantity CT (ω)/T as T → +∞ exists, is finite and we prove that it is the minimum of
two quantities: the first one is of a spectral nature and involves the eigenfunctions of
−4g; the second one is of a geometric nature and involves the geodesics of Ω. In a second
time, we present a low/high frequencies splitting result (Theorem 1). Section 2 is devoted
to give a proof of these results. The low/high frequencies splitting result allows us to
obtain a characterization of observability (Corollary 1) which shows how the observability
property can be characterized only by highfrequency modes. In turn, this provides a new
and simpler proof of the results by Rauch and Taylor [21] and by Bardos, Lebeau and
Rauch [1]. The main interest of our approach (which is actually a generalization of the
preceeding results to a slightly wider class of subsets ω) is to clarify how observability
is related to the so-called Geometric Control Conditions (GCC). This is the purpose of
Section 3. In Section 4, we show that, under a spectral gap condition, the estimates on
the limit of the quantity CT (ω)/T as T → +∞ can be refined.

1.2 Main results

Let us define several quantities and introduce some notations. Let (φj)j∈N∗ be an arbi-
trary Hilbert basis of L2

0(Ω) consisting of eigenfunctions of −4g, associated with the real
eigenvalues (λ2

j )j∈N∗ such that 0 < λ1 6 λ2 6 · · · 6 λj → +∞. Given T > 0 and N ∈ N,
we define

C>NT (ω) = inf{JωT (y0, y1) | 〈yi, φj〉(Hi)′,Hi = 0, ∀i = 0, 1, ∀j = 1, . . . , N} (4)
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with the convention that H0 = L2.
This allows to define a notion of “highfrequency” observability constant over initial

conditions (y0, y1) involving only frequencies of index greater than N .

Definition 2 (Highfrequency observability constant). Let T > 0 and ω be a measurable
subset of Ω. The highfrequency observability constant αT (ω) is defined by

αT (ω) = lim
N→+∞

1

T
C>NT (ω).

Note that this limit exists since the mapping N 3 N 7→ C>NT (ω) is nondecreasing.

Definition 3 (Spectral quantity g1(ω)). Let ω be a Lebesgue measurable subset of Ω. The
spectral quantity g1(ω) is defined by

g1(ω) = inf
φ∈E

∫
ω |φ(x)|2 dvg∫
Ω |φ(x)|2 dvg

,

where the infimum runs over the set E of all nonconstant eigenfunctions φ of −4g.

Main results: new characterization of the observability constant CT (ω).

Theorem 1 (Finite-time observability). Let ω be a Lebesgue measurable subset of Ω and
let T > 0. There holds

CT (ω)

T
6 min

(
1

2
g1(ω), αT (ω)

)
.

Moreover, if
CT (ω)

T
< αT (ω),

then the infimum in the definition of CT is reached, i.e., there exists (y0, y1) ∈ L2
0(Ω) ×

(H1)′(Ω) \ {(0, 0)} such that
CT (ω)

T
= JωT (y0, y1).

It is interesting to note that Theorem 1 provides an explicit characterization of the
positiveness of CT (ω).

Corollary 1. Let ω be a Lebesgue measurable subset of Ω and let T > 0. We have
CT (ω) > 0 if and only if αT (ω) > 0.

Corollary 1 clarifies the conditions needed to obtain the observability condition on
any measurable set: it reduces to showing that αT (ω) > 0. Together with the explicit
computation of αT (ω) provided in Theorem 3 below, we get sufficient condition ensuring
the positiveness of CT (ω) that slightly extend the GCC obtained in [1, 21] for ω open.

Remark 1. Note that in [1], the authors also treat manifolds having a boundary. Corollary
1 still holds true in this context but extending our results to such geometries would require
a deeper study of αT (ω) on manifolds with boundary, which will be the devoted to a future
work.
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As a consequence of our proof techniques, which are based on a concentration-compactness
argument, we get the following large-time asymptotics of the observability constant CT (ω).

Theorem 2 (Large-time observability). Let ω be a Lebesgue measurable subset of Ω. The
limit

α∞(ω) = lim
T→+∞

αT (ω)

exists, and we have

lim
T→+∞

CT (ω)

T
= min

(
1

2
g1(ω), α∞(ω)

)
. (5)

Moreover, if g1(ω) < α∞(ω), then g1(ω) is reached.

Characterization of the quantities αT (ω) and α∞(ω).

Definition 4 (Geometric quantity g2(ω)). Let ω be a Lebesgue measurable subset of Ω.
Let γ be a Riemannian geodesic, traveling at speed one in Ω. For T > 0, we introduce the
quantity mω

T (γ) as the average time spent by γ in ω:

mω
T (γ) =

1

T

∫ T

0
χω(γ(t)) dt.

The geometric quantity g2(ω) is defined by

g2(ω) = lim
T→+∞

gT2 (ω) with gT2 (ω) = inf
γ∈Γ

mω
T (γ), (6)

where the infimum in the definition of gT2 is taken over the set Γ of all geodesics of Ω.

Note that the mapping Gχω : T 7→ infγ∈Γm
ω
T (γ) enjoys the following properties: Gω

is nonnegative, bounded above by 1 and is a subadditive function. Therefore, the limit in
the definition of g2(ω) is well defined.

In [8], notable properties of the geometric quantity g2(ω) have been established in the
case where Ω is a square, and 4g the Dirichlet-Laplacian operator on Ω. In particular, an
efficient algorithm allowing to compute explicitly g2(ω) when ω is a finite union of squares
has been given.

Theorem 3 (Computation of αT (ω)). Let ω be a Lebesgue measurable subset of Ω and
let T > 0. We have

1

2
gT2 (ω̊) 6 αT (ω̊) 6 αT (ω) 6 αT (ω) 6

1

2
gT2 (ω).

Remark 2. Assume that ω is Jordan mesurable2. Then it follows from the definition of
C>NT that

∀N ∈ N, C>NT (ω) = C>NT (ω). (7)

2A bounded set E is said Jordan measurable if and only if the Lebesgue measure (or similarly the
Jordan measure) of ∂E is 0.
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As a consequence, Theorem 3 can be improved in that case by noting that 1
2g
T
2 (ω̊) 6 αT (ω).

This remark may have some importance: let γ be the support of a closed geodesic of Ω
and set ω = Ω \ γ. By (7),

αT (ω) = αT (ω) = 1 and gT2 (ω̊) = gT2 (ω) = 0.

Hence, the estimate given by Theorem 3 is far from being sharp while the estimate (7) is
sharp.

Let us now emphasize an important case where the constant αT (ω) is known explicitly.
For that purpose, let us make the following assumption on the subset ω.

(H) (Regularity assumption on ω) Assume that

gT2 (Ω \ (ω \ ω̊)) = 1.

Many measurable sets ω satisfy Assumption (H). Geometrically speaking, it means that
ω has no grazing ray. We say that a geodesic γ is grazing ω whenever γ(t) ∈ ∂ω over a
set of times of positive measure.

We end this section by recasting all previous results in the case where (H) is assumed.

Corollary 2. Given any T > 0 and any measurable set ω satisfying (H), we have

2αT (ω) = gT2 (ω̊) = gT2 (ω) = gT2 (ω).

As a consequence of Corollary 1 and Corollary 2, one has the following simple characteri-
zation of observability.

Corollary 3. Let T > 0 and let ω ⊂ Ω be a Lebesgue measurable subset of Ω.

(i) If gT2 (ω̊) > 0 then CT (ω) > 0.

(ii) Assume that ω satisfies the assumption (H). Then we have the equivalence

gT2 (ω) > 0⇔ CT (ω) > 0.

The first item above is precisely the main result of [1, 21]. Nevertheless, as already said
the authors of [1] also deal with the difficult case of manifolds having a boundary, which
is not the case in this article. Recovering the boundary case by the method we present
here would require a deeper study of the quantity αT (ω), what we do not perform here.

If ω is an open set, they proved that the pair (ω, T ) has the observability property
(i.e. CT (ω) > 0) as soon as the Geometric Control Condition is satisfied. Recall that the
so-called Geometric Control Condition (GCC) reads as follows: the pair (ω, T ) satisfies
(GCC) if every geodesic of Ω, travelling with speed 1 and issued at t = 0 enters the open set
ω before the time T . As one can easily check, when ω is open, this condition is equivalent
to the fact that gT2 (ω) > 0.
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Note also that as expected, the positiveness of g1(ω) is not enough to guarantee that the
equation (1) is observable on ω. To illustrate this claim, assume that Ω is the torus T2,
in which we choose ω as being the union of four triangles, each of them being at an edge
of the square, whose side length is 1/2. By construction, there are two “trapped rays”
of cartesian equations x = 1/2 and y = 1/2, that just touch ω without crossing it over a
positive duration. It follows that gT2 (ω) = g2(ω) = CT (ω) = 0 for every T > 0. Moreover,
simple computations show that g1(ω) > 0.

From Theorem 2 and Corollary 2, one gets the following asymptotic result.

Corollary 4. Let ω be a Lebesgue measurable subset of Ω satisfying Condition (H). Then

lim
T→+∞

CT (ω)

T
=

1

2
min (g1(ω), g2(ω)) .

Remark 3 (Comparison with a result by Lebeau.). In [12, Theorem 2], the author con-
siders the damped wave equation

∂tty(t, x)−4gy(t, x) + 2a(x)∂ty(t, x) = 0 in (0, T )× Ω (8)

on a compact Riemannian manifold Ω with a C∞ boundary, where the function a(·) is a
smooth nonnegative function on the closure of Ω. Let us define t 7→ E(y0,y1)(t), the energy
function associated to (8) given by

E(y0,y1)(t) =

∫
Ω

(|∇y(t, x)|2 + (∂ty(t, x))2) dvg,

where y denotes the unique solution of (8) with initial data (y(0, ·), ∂ty(0, ·)) = (y0, y1) ∈
H1

0 (Ω)× L2(Ω).
It is well known (see, e.g., [6]) that there exist two positive constants τ and C such

that the inequality
E(y0,y1)(t) 6 Ce

−2τtE(y0,y1)(0), (9)

holds for every initial data (y0, y1) ∈ H1
0 (Ω)×L2(Ω) provided that the pair (ω, T ) satisfy

the Geometric Control Condition (GCC).
It is proved that the smallest decay rate τ(a) such that (9) is satisfied is given by

τ(a) = min (−µ(Aa), g2(a)) ,

where µ(Aa) denotes the spectral abscissa of the damped wave operator

Aa =

(
0 Id
4g −2a(·) Id

)
,

and g2(a) is the geometric quantity defined by (6), replacing χω by a.

Remark 4 (Probabilistic interpretation of the spectral quantity g1(ω)). Let us provide
another interpretation of the quantity g1(ω).

It also corresponds to an averaged version of the observability constant CT (ω) defined
by (2), over random initial data. More precisely, let (βν1,j)j∈N∗ and (βν2,j)j∈N∗ be two
sequences of Bernoulli random variables on a probability space (X ,A,P) such that
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• for m = 1, 2, βνm,j = βνm,k whenever λj = λk,

• all random variables βνm,j and βνm′,k, with (m,m′) ∈ {1, 2}2, j and k such that
λj 6= λk, are independent,

• there holds P(βν1,j = ±1) = P(βν2,j = ±1) = 1
2 and E(βν1,jβ

ν
2,k) = 0, for every j and k

in N∗ and every ν ∈ X .

Here, the notation E stands for the expectation over the space X with respect to the
probability measure P.

Then, g1(ω) is the largest constant C for which the inequality

C‖(y0, y1)‖2L2×(H1)′ 6 E
(∫ T

0

∫
Ω
χω(x)|yν(t, x)|2 dvg dt

)
,

holds for all (y0, y1) ∈ L2
0(Ω)× (H1)′(Ω), where yν is defined by

yν(t, x) =
+∞∑
j=1

(
βν1,jaje

iλjt + βν2,jbje
−iλjt

)
φj(x),

where the coefficients aj and bj are defined by (11) for every j ∈ N∗.
In other words, yν denotes the solution of the wave equation (1) with the random initial

data yν0 (·) and yν1 (·) determined by their Fourier coefficients aνj = βν1,jaj and bνj = βν2,jbj .
In this context, the quantity g1(ω) is called randomized observability constant and we

refer to [17, Section 2.3] and [19, Section 2.1] for further explanations on its use in inverse
problems. Moreover, a deterministic interpretation of this quantity is provided in [20].

Remark 5 (Extension of Corollary 4 to manifolds with boundary.). One could expect
that a similar asymptotic to the one stated in Corollary 4 holds for the Laplace-Beltrami
operator on a manifold Ω such that ∂Ω 6= ∅, with homogeneous Dirichlet boundary con-
ditions.

For instance, in the one-dimensional case Ω = (0, π) with Dirichlet boundary condi-
tions, it is showed using Fourier analysis tools in [18, Lemma 1] that for every measurable
set ω, one has

lim
T→+∞

CT (ω)

T
= inf

j∈N∗

∫
ω
φj(x)2 dvg = g1(ω), with φj(x) =

1√
π

sin(jx),

where CT (ω) denotes the usual observability constant of the Dirichlet-Laplacian operator
on (0, π). In higher dimension, the problem is more difficult because we are unable to
compute explicitly αT (ω) due to the fact that the Egorov theorem, used in the proof of
Theorem 3, does not apply.

In Section 4, we focus on the manifolds for which the consecutive eigenvalues are
uniformly bounded away from 0. Such an assumption, valid for example for the sphere,
has already been used and one can show that it actually implies that the geodesic flow
is periodic (see [5]). Under this assumption, we are able to compute explicitly the limit
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of CT (ω)/T as T → +∞ for any measurable set (without any additional assumption).
Namely, we show that this value is exactly g1(ω). As an immediate application, we are
able to prove that any geodesic of Ω is the support of a quantum measure, thus giving
another proof of a result of Macià [14]. Actually, a slight modification of this method
allows to extend this result to a more general setting: this is let for a forthcoming paper.

2 Proofs of Theorems 1, 2, 3 and of Corollary 2

2.1 Preliminary results

In what follows, we use the framework and notations introduced at the beginning of Section
1.2. Given any initial data (y0, y1) ∈ L2

0(Ω) × (H1)′(Ω), the solution y of (1) such that
(y(0, ·), ∂ty(0, ·)) = (y0, y1) can be expanded as

y(t, x) =

+∞∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x), (10)

where the sequences (aj)j∈N∗ and (bj)j∈N∗ belong to `2(C) and are determined from the
initial data (y0, y1) by

aj =
1

2

(∫
Ω
y0(x)φj(x) dvg −

i

λj

∫
Ω
y1(x)φj(x) dvg

)
,

bj =
1

2

(∫
Ω
y0(x)φj(x) dvg +

i

λj

∫
Ω
y1(x)φj(x) dvg

) (11)

for every j ∈ N∗. Moreover,

‖(y0, y1)‖2L2×(H1)′ = 2
+∞∑
j=1

(|aj |2 + |bj |2).

It follows in particular from (2) that

CT (ω) = inf∑+∞
j=1(|aj |2+|bj |2)=1

1

2

∫ T

0

∫
ω

∣∣∣∣∣∣
+∞∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dvg dt.

Let N ∈ N∗. In accordance with this expression, let us set

C6NT (ω) = inf∑N
j=1(|aj |2+|bj |2)=1

1

2

∫ T

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dvg dt.

Note also that the quantity C>NT (ω) defined by (4) is as well given by

C>NT (ω) = inf∑+∞
j=N+1(|aj |2+|bj |2)=1

1

2

∫ T

0

∫
ω

∣∣∣∣∣∣
+∞∑

j=N+1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dvg dt.
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An obvious but crucial observation is that

CT (ω) 6 min
(
C6NT (ω), C>NT (ω)

)
, (12)

for every N ∈ N∗.

Remark 6. According to the these considerations and to (10), the quantity g1(ω) can be
rewritten in terms of the eigenfunctions φj as

g1(ω) = inf∑+∞
j=1 |aj |2+|bj |2=1

∑
λ∈U∞

∑
(j,k)∈I∞(λ)2

(
ajak + bjbk

) ∫
ω
φjφk dvg, (13)

where U∞ is the set of all distinct eigenvalues λk and I∞(λ) = {j ∈ N∗ | λj = λ}.

Let us roughly explain the main lines of the proof of Theorem 2. An important
ingredient of the proof is the knowledge of the asymptotic behavior of C6NT (ω) as N and
T tend to +∞. More precisely, we will use the following result whose proof is postponed
to Section 2.4 for the sake of clarity.

Proposition 1. Let N ∈ N∗. For every measurable subset ω of Ω, there holds

lim
T→+∞

C6NT (ω)

T
=

1

2
inf
φ∈EN
φ 6=0

∫
ω |φ(x)|2 dvg∫
Ω |φ(x)|2 dvg

, (14)

where EN denotes the space of all eigenfunctions of 4g associated to eigenvalues λ such
that λ 6 λN .

Using this result, we show that any minimizing sequence of initial conditions for the
observability constant CT (ω) defined by (2) converges either to some element of the energy
space of initial conditions, namely L2

0(Ω)× (H1(Ω))′ or must concentrate on high frequen-
cies and, thanks to Theorem 3, must be supported in the neighborhood of a geodesic
minimizing the geometric quantity g2(ω). In both cases, we compute the asymptotics of
the observability constant as T → +∞.

2.2 Proof of Theorem 2

Let us first show that the quantities α∞(ω) and limT→+∞CT (χ∞)/T are well defined, in
other words that the limit exists. For that purpose, we use the following result.

Lemma 1. Let t, ε > 0. There exists T0 > 0 such that for all T > T0, N ∈ N,

C>Nt (ω)

t
6
C>NT (ω)

T
+ ε.

The proof of this Lemma is postponed to Section 2.3. Let

C− = lim inf
T→+∞

CT (ω)

T
and C+ = lim sup

T→+∞

CT (ω)

T
.

10



Define ε = 4(C+ − C−) and assume that ε > 0. Let t > 0 such that Ct(ω)
t > C+ − ε.

Applying Lemma 1 with N = 0 yields the existence of T0 > 0 such that

Ct(ω)

t
6
CT (ω)

T
+ ε

for all t > T0. Fix now T > T0 satisfying CT (ω)
T 6 C− + ε. Combining these inequalities,

we obtain

C+ − ε 6 Ct(ω)

t
6
CT (ω)

T
+ ε 6 C− + 2ε.

The definition of ε leads to a contradiction which proves that ε = 0 and hence C+ = C−.
Now, letting N tend to +∞ in Lemma 1, we obtain that for all t, ε > 0, there exists T0 > 0
such that

αT (ω) 6 αT (ω) + ε

for all t > T0. The same argument as for limCT /T then shows that α∞(ω) exists.

We now prove (5). To avoid technicalities, we will denote similarly a sequence and any
of its subsequences throughout this proof.

Let us introduce (Tk)k∈N, a sequence of positive numbers tending to +∞ and (Yk)k∈N
be a minimizing sequence of the functional JωTk/Tk defined by (3) over L2

0(Ω)× (H1)′(Ω) \
{(0, 0)}. Writing Yk = (y0

k, y
1
k) for all k ∈ N, we assume without loss of generality that

‖Yk‖2L2(Ω)×(H1)′ = 1 by using an homogeneity argument. Up to a subsequence, one can
write

lim
k→+∞

CTk(ω)

Tk
= lim

k→+∞

1

Tk

∫ T

0
|yk(t, x)|2 dvgdt

where yk is the solution of (1) with initial data (yk(0, ·), ∂tyk(0, ·)) = Yk.
With respect to the considerations of Section 2.1, the function yk can be expanded as

yk(t, x) =
+∞∑
j=1

(
akj e

iλjt + bkj e
−iλjt

)
φj(x),

where the coefficients akj and bkj are determined from the initial data (y0
k, y

1
k) by (11) and

satisfy
+∞∑
j=1

|akj |2 + |bkj |2 = ‖Yk‖2L2(Ω)×(H1)′ = 1.

Since the sequence (Yk)k∈N is bounded in the Hilbert space L2
0(Ω)× (H1)′(Ω), it converges

up to a subsequence weakly in L2
0(Ω)×(H1)′(Ω) to some Y∞ ∈ L2

0(Ω)×(H1)′(Ω) satisfying
moreover

‖Y∞‖2L2(Ω)×(H1)′ 6 lim inf
k→+∞

‖Yk‖2L2(Ω)×(H1)′ = 1,

by semicontinuity of the L2(Ω)× (H1)′-norm in Ω for the weak topology. Let (a∞, b∞) ∈
(`2(C))2 be the sequences of coefficients determined from the initial data Y∞ by (11).

11



Let us define y∞ as the solution of the wave equation (1) with initial conditions
(y∞(0, ·), ∂ty∞(0, ·)) = Y∞, as well as the function ỹk defined by

ỹk = yk − y∞.

Note that, by using the linearity of the wave equation (1), the function ỹk is a solution of
(1) with initial data (ỹk(0, ·), ∂tỹk(0, ·)) = Ỹk, where

Ỹk = (ỹ0
k, ỹ

1
k) = Yk − Y∞ = (y0

k − y0
∞, y

1
k − y1

∞)

for every k ∈ N.
We now state two lemmas that are essential ingredients for the rest of the proof. They

will be proved in Section 2.3.

Lemma 2. We have

1 = ‖Y∞ + Ỹk‖2L2(Ω)×(H1)′ = ‖Y∞‖2L2(Ω)×(H1)′ + ‖Ỹk‖
2
L2(Ω)×(H1)′ + o(1) as k → +∞.

(15)
and

1

Tk

∫ Tk

0

∫
ω
|yk(t, x)|2 dvg dt =

1

Tk

∫ Tk

0

∫
ω
|y∞(t, x)|2 dvg dt (16)

+
1

Tk

∫ Tk

0

∫
ω
|ỹk(t, x)|2 dvg dt+ o(1) as k → +∞.

Lemma 3. Let ω be a Lebesgue measurable subset of Ω. There holds

lim
k→+∞

JωTk(Y∞)

Tk
= α∞(ω).

Assuming that lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ > 0, there holds

lim inf
k→+∞

JωTk(Ỹk)

Tk
> α∞(ω).

According to Lemma 2, one has

CTk(ω)

Tk
=

1

Tk

∫ Tk

0

∫
ω
|yk(t, x)|2 dvg dt

=
1

Tk

∫ Tk
0

∫
ω |y∞(t, x)|2 dvg dt+

∫ Tk
0

∫
ω |ỹk(t, x)|2 dvg dt+ o(1)

‖Y∞‖2L2(Ω)×(H1)′
+ ‖Ỹk‖2L2(Ω)×(H1)′

+ o(1)
.

(17)

As a consequence of (17), we have the following alternative: if lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ =
0, then we have

lim
k→+∞

CTk(ω)

Tk
= lim

k→+∞

JωTk(Y∞)

Tk
>

1

2
g1(ω)

12



according to Lemma 3, leading to the estimate (5).
At the opposite, if lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ > 0, then there holds3

lim
k→+∞

CTk(ω)

Tk
> min

{
lim

k→+∞

JωTk(Y∞)

Tk
, lim inf
k→+∞

JωTk(Ỹk)

Tk

}
.

Using now the two estimates of Lemma 3 yields

lim
k→+∞

CTk(ω)

Tk
> min

(
1

2
g1(ω), α∞(ω)

)
.

It remains to prove the opposite inequality. Combining (12) with the estimate (14) in
Proposition 1 and making then N tend to +∞ yields

lim
T→+∞

CT (ω)

T
6 lim

N→+∞
lim

T→+∞

C6NT (ω)

T
=

1

2
g1(ω).

Now, from (12) and letting N and then T tend to +∞, one has

lim
T→+∞

CT (ω)

T
= lim

T→+∞

CT (ω)

T
6 lim

T→+∞
lim

N→+∞

C>NT (ω)

T
= α∞(ω).

As a consequence of both previous inequalities, we infer that

lim
T→+∞

CT (ω)

T
6 min

(
1

2
g1(ω), α∞(ω))

)
.

To sum-up, we have proved that (5) holds for every Lebesgue measurable subset ω of Ω.

2.3 Proof of Lemmas 1, 2 and 3

Proof of Lemma 1. Let t > 0, ε > 0. Choose T0 > 0 such that t
T0
6 ε. Let T > T0

and N ∈ N. Define m = bT/tc, where b·c denotes the integer part. Introduce also the
functional

JωT1,T2(Y ) =

∫ T2
T1

∫
ω |y(t, x)|2 dvg dt
‖Y ‖2

L2×(H1)′

where 0 < T1 < T2 < +∞, Y ∈ L2
0(Ω) × (H1(Ω))′ and y is the solution of the wave

equation (1) associated to Y . We write for any Y ∈ L2
0(Ω) × (H1(Ω))′ involving only

frequencies of index higher than N ,

JωT (Y )

T
>
Jωmt(Y )

T
>
Jωmt(Y )

mt
− Jωmt(Y )

∣∣∣∣ 1

mT
− 1

T

∣∣∣∣ .
3One has

a+ b

A+B
> min

(
a

A
,
b

B

)
for every positive real numbers a, b, A, B. Indeed, one has a+ b = a

A
A+ b

B
B > (A+B) min

(
a
A
, b
B

)
.

13



Since Jωmt(Y ) 6 mt and T −mt 6 t, one gets

Jωmt(Y )

∣∣∣∣ 1

mT
− 1

T

∣∣∣∣ 6 ε.
Therefore, we obtain

JωT (Y )

T
>

Jωmt(Y )

mt
− ε >

∑m−1
α=0 J

ω
αt,(α+1)t(Y )

mt
− ε

> min
α∈{0,m−1}

Jωαt,(α+1)t(Y )

t
− ε >

Jωα0t,(α0+1)t(Y )

t
− ε,

for some α0 ∈ {0,m− 1}. Let us notice that one can write

Jωα0t,(α0+1)t(Y )

t
=
Jωt (Y ′)

t
,

where Y ′ is the initial condition associated to the solution y′ : (x, s) 7→ y(s + α0t, x) of
(1). In other words, Y ′ = Sα0tY , where {St}t∈R is the unitary wave group associated with
(1). As easily checked, Y ′ also involves only frequencies of index higher that N . As a
consequence, we obtain

JωT (Y )

T
>
Jωt (Y ′)

t
− ε > C>Nt (ω)

t
− ε.

for all Y ∈ L2
0(Ω)× (H1(Ω))′ involving only frequencies of index higher than N . Since Y

is arbitrary, this proves Lemma 1.

Proof of Lemma 2. Since (Yk)k∈N converges weakly to Y∞ in L2(Ω) × (H1(Ω))′, the se-
quence (Ỹk)k∈N converges weakly in L2(Ω) × (H1(Ω))′ to 0 as k → +∞. Therefore, one
has 〈Y∞, Ỹk〉L2(Ω)×(H1)′ = o(1) as k → +∞, which yields directly (15) by expanding

‖Y∞ + Ỹk‖2L2(Ω)×(H1)′ .

Let us now prove (16). One computes

1

Tk

∫ Tk

0

∫
ω
|yk(t, x)|2 dvg dt =

1

Tk

∫ Tk

0

∫
ω
|y∞(t, x)|2 dvg dt+

1

Tk

∫ Tk

0

∫
ω
|ỹk(t, x)|2 dvg dt

+
2

Tk
Re

(∫ Tk

0

∫
ω
y∞(t, x)ỹk(t, x) dvg dt

)
.

To prove (16), it suffices to prove that Ik = o(1) as k → +∞, where

Ik =
1

Tk

∫ Tk

0

∫
ω
y∞(t, x)ỹk(t, x) dvg dt.

Fix k ∈ N∗ and define

c̃kj : R+ 3 t 7→ ãkj e
iλjt + b̃kj je

−iλjt

c∞j : R+ 3 t 7→ a∞j e
iλjt + b∞j je

−iλjt

14



for every j ∈ N, so that Ik rewrites

Ik =
1

Tk

∫ Tk

0

∫
ω

+∞∑
j,`=1

c∞j (t)c̃k` (t)φj(x)φ`(x) dvg dt.

Let J and L denote two nonzero integer that will be chosen in an adequate way in the
sequel. We decompose Ik as Ik = I1

k + I2
k + I3

k , where

I1
k =

1

Tk

∫ Tk

0

∫
ω

+∞∑
j=J+1

+∞∑
`=1

c∞j (t)c̃k` (t)φj(x)φ`(x) dvg dt

I2
k =

1

Tk

∫ Tk

0

∫
ω

J∑
j=1

L∑
`=1

c∞j (t)c̃k` (t)φj(x)φ`(x) dvg dt

I3
k =

1

Tk

∫ Tk

0

∫
ω

J∑
j=1

+∞∑
`=L+1

c∞j (t)c̃k` (t)φj(x)φ`(x) dvg dt.

Let us now estimate the terms I1
k and I3

k . Using the Cauchy-Schwarz inequality and the
fact that

∫
ω |f | dvg 6

∫
Ω |f | dvg for every f ∈ L1(Ω), there holds

|I1
k | 6

1

Tk

∫ Tk

0

∫
ω

∣∣∣∣∣∣
+∞∑

j=J+1

+∞∑
`=1

c∞j (t)c̃k` (t)φj(x)φ`(x)

∣∣∣∣∣∣ dvg dt
6 sup

t∈[0,Tk]

∫
ω

∣∣∣∣∣∣
+∞∑

j=J+1

c∞j (t)φj(x) dvg

∣∣∣∣∣∣
2 ∫

ω

∣∣∣∣∣
+∞∑
`=1

c̃k` (t)φ`(x) dvg

∣∣∣∣∣
2
1/2

6 sup
t∈[0,Tk]

∫
Ω

∣∣∣∣∣∣
+∞∑

j=J+1

c∞j (t)φj(x) dvg

∣∣∣∣∣∣
2 ∫

Ω

∣∣∣∣∣
+∞∑
`=1

c̃k` (t)φ`(x) dvg

∣∣∣∣∣
2
1/2

6 sup
t∈[0,Tk]

 +∞∑
j=J+1

|c∞j (t)|2
+∞∑
`=1

|c̃k` (t)|2
1/2

6 2

 +∞∑
j=J+1

(|a∞j |2 + |b∞j |2)

1/2

, (18)

by using that ‖Ỹk‖L2×(H1)′ 6 1.
Now, we claim that, since (λj)j∈N is non-decreasing and tends to +∞ as j → +∞, it

is possible to choose J and L such that J < L and for every j 6 J and ` > L+ 1,

|λj − λ`| > 1.

For such a choice of integers J and L, one has

|I3
k | =

1

Tk

∣∣∣∣∣∣
∫ Tk

0

∫
ω

J∑
j=1

+∞∑
`=L+1

c∞j (t)c̃k` (t)φj(x)φ`(x) dvg dt

∣∣∣∣∣∣
=

1

Tk

∣∣∣∣∣∣
J∑
j=1

+∞∑
`=L+1

Cj`

∫
ω
φj(x)φ`(x) dvg

∣∣∣∣∣∣
15



with

Cj` =

∫ Tk

0
c∞j (t)c̃k` (t) dt

=
2a∞j ã

k
`

λj − λ`
sin

(
(λj − λ`)

Tk
2

)
ei(λj−λ`)

Tk
2 −

2a∞j b̃
k
`

λj + λ`
sin

(
(λj + λ`)

Tk
2

)
ei(λj+λ`)

Tk
2

−
2b∞j ã

k
`

λj + λ`
sin

(
(λj + λ`)

Tk
2

)
e−i(λj+λ`)

Tk
2 +

2b∞j b̃
`
k

λj − λ`
sin

(
(λj − λ`)

Tk
2

)
e−i(λj−λ`)

Tk
2

It follows that

I3
k 6 S

−
JL(a∞, ãk) + S+

JL(a∞, b̃k) + S+
JL(b∞, ãk) + S−JL(b∞, b̃k)

where for (u, v) ∈ (`2(C))2, one has

S−JL(u, v) =
2

Tk

∣∣∣∣∣∣
J∑
j=1

+∞∑
`=L+1

2ujv`
λj − λ`

sin

(
(λj − λ`)

Tk
2

)
ei(λj−λ`)

Tk
2

∫
ω
φj(x)φ`(x) dvg

∣∣∣∣∣∣ ,
S+
JL(u, v) =

2

Tk

∣∣∣∣∣∣
J∑
j=1

+∞∑
`=L+1

2ujv`
λj + λ`

sin

(
(λj + λ`)

Tk
2

)
ei(λj+λ`)

Tk
2

∫
ω
φj(x)φ`(x) dvg

∣∣∣∣∣∣ .
Now, using the Cauchy-Schwarz inequality and the fact that the integral of a nonnegative
function over ω is lower than the integral of the same function over Ω, one gets

S−JL(a∞, ãk` ) 6
J∑
j=1

|a∞j |

∫
Ω

∣∣∣∣∣∣
+∞∑

`=L+1

ãk`
λj − λk

ei(λj−λ`)
Tk
2

sin
(

(λj − λ`)Tk2
)

Tk/2
φ`(x)

∣∣∣∣∣∣
2

dvg


1/2

=

J∑
j=1

|a∞j |

 +∞∑
`=L+1

|ãk` |2

(λj − λ`)2

sin2
(

(λj − λ`)Tk2
)

(Tk/2)2

1/2

.

6
2
∑J

j=1 |a∞j |
Tk

6
2J

Tk
,

by using that ‖ãk‖`2 6 1 and ‖a∞‖`2 6 1
Now, using similar reasonings as for estimating the other terms, one gets in the end

|I3
k | 6

8J

Tk
. (19)

To conclude, let us fix ε > 0. One first choose J large enough (and independent of k) so
that |I1

k | 6 ε/2 which is possible according to (18). According to the previous discussion,
we fix L > J so that inf{|λj − λ`|, j 6 J, ` > L + 1} > 1, which guarantees that the
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estimate (19) holds true. Using now that the sequence (Ỹk)k∈N converges weakly to 0 in
L2(Ω)× (H1(Ω))′, we claim that there exists KJL such that

k > KJL ⇒ |I2
k |+ |I3

k | 6
ε

2
,

according to the expression of I2
k and the estimate (19). The expected conclusion follows

by combining the two latter inequalities.

Proof of Lemma 3. Let N ∈ N∗ and let Y 6N∞ be the projection of Y∞ onto the first N
eigenspaces, namely

Y 6N∞ =

 N∑
j=1

〈y0
∞, φj〉L2φj ,

N∑
j=1

〈y1
∞, φj〉(H1)′,H1φj


and introduce ∆N

Tk
J =

∣∣∣∣JTk (Y 6N
∞ )

Tk
− JTk (Y∞)

Tk

∣∣∣∣. Using the notations (18), one has

∆N
Tk
J =

1

Tk

∣∣∣∣∣∣
∫ Tk

0

∫
ω

−
∣∣∣∣∣∣
N∑
j=1

c∞j (t)φj(x)

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣
+∞∑
j=1

c∞j (t)φj(x)

∣∣∣∣∣∣
2 dvg dt

∣∣∣∣∣∣
=

1

Tk

∣∣∣∣∣
∫ Tk

0

∫
ω

(∣∣∣∣∣∣
+∞∑

j=N+1

c∞j (t)φj(x)

∣∣∣∣∣∣
2

+2Re

(
N∑
j=1

+∞∑
`=N+1

c∞j (t)c∞` (t)φj(x)φ`(x)

))
dvg dt

∣∣∣∣∣.
Using the Cauchy-Schwarz inequality and the fact that

∫
ω |f | dvg 6

∫
Ω |f | dvg for every

f ∈ L1(Ω), there holds

1

Tk

∫ Tk

0

∫
ω

∣∣∣∣∣∣
+∞∑

j=N+1

c∞j (t)φj(x)

∣∣∣∣∣∣
2 dvg dt 6

1

Tk

∫ Tk

0

∫
Ω

∣∣∣∣∣∣
+∞∑

j=N+1

c∞j (t)φj(x)

∣∣∣∣∣∣
2 dvg dt

6
1

Tk

∫ Tk

0

+∞∑
j=N+1

|c∞j (t)|2 6 2
+∞∑

j=N+1

(|a∞j |2 + |b∞j |2)

and similarly, introducing

RNTk =
1

Tk

∫ Tk

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

+∞∑
`=N+1

c∞j (t)c∞` (t)φj(x)φ`(x) dvg dt

∣∣∣∣∣∣ ,
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one has

RNTk 6
1

Tk

∫ Tk

0

∫
Ω

∣∣∣∣∣∣
N∑
j=1

+∞∑
`=N+1

c∞j (t)c∞` (t)φj(x)φ`(x) dvg dt

∣∣∣∣∣∣
6

1

Tk

∫ Tk

0

∫
Ω

N∑
j=1

|c∞j (t)|2φj(x)2 dvg

∫
Ω

+∞∑
`=N+1

|c∞` (t)|2φ`(x)2 dvg

1/2

dt

6
1

Tk

∫ Tk

0

 N∑
j=1

|c∞j (t)|2
+∞∑

`=N+1

|c∞` (t)|2
1/2

dt

6 2

 N∑
j=1

(|a∞j (t)|2 + |b∞j (t)|2)
+∞∑

`=N+1

(|a∞` (t)|2 + |b∞` (t)|2)

1/2

dt

6 2

(
+∞∑

`=N+1

(|a∞` (t)|2 + |b∞` (t)|2)

)1/2

dt.

Combining the two latter estimates, we infer that (∆N
Tk
J)N∈N∗ converges to 0 asN →

+∞ independently of k.
As a consequence, by noting that |JTk(Y∞)/Tk| 6 |JTk(Y 6N∞ )/Tk|+∆N

Tk
J , to prove the

first statement of Lemma 3, it is enough to prove that

lim
N→+∞

lim
k→+∞

JωTk(Y N
∞ )

Tk
=

1

2
g1(ω),

which is true according to Proposition 1.

Let us now prove the second statement of the lemma. It is based on an argument
which is similar to the one used in the proof of Lemma 1. Let T > 0 and mk = bTk/T c,
where b·c denotes the integer part. Let us define tk = Tk/mk so that tk converges to T as
k → +∞. As in the proof of Lemma 1, we use the functional

JωT1,T2(Y ) =

∫ T2
T1

∫
ω |y(t, x)|2 dvg dt
‖Y ‖2

L2×(H1)′

where 0 < T1 < T2 < +∞, Y ∈ L2
0(Ω) × (H1(Ω))′ and y is the solution of the wave

equation (1) associated to Y .
We write

JωTk(Ỹk)

Tk
=

∑mk−1
α=0 Jωαtk,(α+1)tk

(Ỹk)

mktk
> min

α∈{0,mk−1}

Jωαtk,(α+1)tk
(Ỹk)

tk

>
Jωαktk,(αk+1)tk

(Ỹk)

tk
, (20)
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for some αk ∈ {0,mk − 1}. Let us notice that one can write

Jωαktk,(αk+1)tk
(Ỹk)

tk
=
Jωtk(Ỹ ′k)

tk
,

where Ỹ ′k is the initial condition associated to the solution ỹ′k : (x, t) 7→ ỹ(t + αktk, x) of

(1). In other words, Ỹ ′k = Sαktk Ỹk. Using that the wave group {St}t∈R is unitary shows

that the coefficients ãk
′
j and b̃k

′
j defined from the initial data Ỹ ′k by the formula (11) satisfy

|ãk′j | = |ãkj | and |̃bk′j | = |̃bkj | for every j ∈ N∗. Therefore, the sequence (Ỹ ′k)k∈N converges

weakly to 0 in L2(Ω)× (H1(Ω))′.
For N ∈ N∗, let us introduce Ỹ

′>N
k as the projection of Ỹ ′k onto the subspace of

L2(Ω)× (H1(Ω))′ spanned by {(φj)j>N+1}, in other words

Ỹ
′6N
k = Ỹk − Ỹ

′>N
k , where Ỹ

′6N =

 N∑
j=1

〈ỹ′k(0, ·), φj〉L2φj ,

N∑
j=1

〈∂tỹ′k(0, ·), φj〉(H1)′,H1φj

 .

Since the integer N is fixed, it follows that the sequence (Ỹ
′6N
k )k∈N belongs to a finite

dimensional subspace of L2(Ω) × (H1(Ω))′ and converges therefore to 0 weakly and thus
strongly in this space. Noting that the assumption lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ > 0 can

be equivalently rewritten lim infk→+∞ ‖Ỹ ′k‖L2(Ω)×(H1)′ > 0, the previous considerations
lead to write

Jωtk(Ỹk) = Jωtk(Ỹ >N
k ) + o(1) as k → +∞. (21)

Since each term Ỹ
′>N
k only involves eigenfunctions of index larger than N , one has

C>Ntk (ω)

tk
6
Jωtk(Y

′>N
k )

tk
,

and according to the estimates (20) and (21), we infer that

lim inf
k→+∞

JωTk(Ỹk)

Tk
= lim inf

k→+∞

Jωtk(Ỹ
′
k)

tk
= lim inf

k→+∞
lim inf
N→+∞

Jωtk(Ỹ
′>N
k )

tk
> αT (ω)

leading to the desired conclusion by using in particular that such an estimate holds for
arbitrary times T .

2.4 Proof of Proposition 1 (low frequencies)

To avoid technicalities, we first prove this result when the eigenvalues are simple. In other
words, we will prove that

lim
T→+∞

C6NT (ω)

T
=

1

2
min

16j6N

∫
ω
φj(x)2 dvg, (22)
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for every N ∈ N∗. The required ingredients to generalize this result to (14) are provided
at the end of this section.

Consider two sequences a and b in `2(C). One has

1

2T

∫ T

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dx dt =
1

2T

N∑
j=1

αjj

∫
ω
φj(x)2 dvg

+
1

2T

N∑
j=1

N∑
k=1
k 6=j

αjk

∫
ω
φj(x)φk(x) dvg,

where αjk is defined by

αjk =
2ajak
λj − λk

sin

(
(λj − λk)

T

2

)
ei(λj−λk)T

2 − 2ajbk
λj + λk

sin

(
(λj + λk)

T

2

)
ei(λj+λk)T

2

− 2bjak
λj + λk

sin

(
(λj + λk)

T

2

)
e−i(λj+λk)T

2 +
2bjbk
λj − λk

sin

(
(λj − λk)

T

2

)
e−i(λj−λk)T

2

whenever λj 6= λk, and

αjk = T (ajak + bjbk)−
sin(λjT )

λj
(ajbke

iλjT + bjake
−iλjT )

whenever λj = λk. It follows that

lim
T→+∞

αjj
T

= |aj |2 + |bj |2,

for every j ∈ N∗ and, using that the eigenvalues are simple,

|αjk| 6
4 max16j,k6N (λj , λk)

|λ2
j − λ2

k|
,

whenever j 6= k. Then by expanding the sum it suffices to note that, when passing to the
limit in T , all terms such that j 6= k are equal to 0 and there only remain the diagonal
terms.

Hence, we claim that

lim
T→+∞

C6NT (ω)

T
= lim

T→+∞
inf∑N

j=1(|aj |2+|bj |2)=1

1

2T

∫ T

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dx dt

= inf∑N
j=1(|aj |2+|bj |2)=1

lim
T→+∞

1

2T

∫ T

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dx dt

=
1

2
inf∑N

j=1(|aj |2+|bj |2)=1

N∑
j=1

(|aj |2 + |bj |2)

∫
ω
φj(x)2 dvg

=
1

2
min

16j6N

∫
ω
φj(x)2 dvg.
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Indeed, since the sum is finite we can invert the minimum and the limit. The equality
(22) follows then easily.

Let us now establish (14). For general real eigenvalues sequence (λj), we claim that

lim
T→+∞

C6NT (ω)

T
= lim

T→+∞
inf∑N

j=1(|aj |2+|bj |2)=1

1

2T

∫ T

0

∫
ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dx dt

= lim
T→+∞

inf∑N
j=1(|aj |2+|bj |2)=1

( 1

T

∑
λ∈UN

∑
(j,k)∈IN (λ)2

αjk

∫
ω
φj(x)φk(x) dvg

)
+

1

T

∑
(λ,µ)∈U2

N
λ 6=µ

∑
j∈IN (λ)
k∈IN (µ)

αjk

∫
ω
φj(x)φk(x) dvg,

where

lim
T→+∞

αjk
T

=

{
ajak + bjbk if (j, k) ∈ IN (λ)2,
0 if j ∈ IN (λ), k ∈ IN (µ), with (λ, µ) ∈ U2

N and λ 6= µ.

The conclusion follows, by mimicking the previous reasoning and by inverting the limit
and the infimum.

2.5 Proof of Theorem 1

Notice first that every function y : (t, x) 7→ eiλtφλ(x), where λ denotes any nonzero
eigenvalue of −4g and φ any associated eigenfunction, is a smooth solution of the wave
equation (1). As a consequence and according to (2), there holds

CT (ω)

T
6

1

2

∫
ω
φλ(x)2 dvg,

and we infer that CT (ω) 6 1
2g1(ω) by passing into the infimum over the set of all noncon-

stant eigenfunctions of −4g.
The estimate

1

T
CT (ω) 6 αT (ω)

follows from the the fact that CT (ω) 6 C>NT (ω) for every N ∈ N∗.

Let us now prove that the infimum in the definition of CT is attained as soon as

CT (ω)

T
< αT (ω). (23)

The proof is a direct consequence of the one of Theorem 2. Nevertheless, for the sake of
readability, we provide here a short sketch recalling the main steps.

Let (Yk)k∈N be a minimizing sequence of the functional JωT defined by (3) over L2
0(Ω)×

(H1)′(Ω) \ {(0, 0)} satisfying ‖Yk‖2L2(Ω)×(H1)′ = 1. Since the sequence (Yk)k∈N is bounded
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in the Hilbert space L2
0(Ω)×(H1)′(Ω), it converges up to a subsequence weakly in L2

0(Ω)×
(H1)′(Ω) to some Y∞ ∈ L2

0(Ω)× (H1)′(Ω) satisfying moreover

‖Y∞‖2L2(Ω)×(H1)′ 6 lim inf
k→+∞

‖Yk‖2L2(Ω)×(H1)′ = 1,

by property of the weak convergence.
We will prove that

CT (ω)

T
= min

(
JωT (Y∞), αT (ω)

)
,

which implies the expected conclusion when combined with (23).
Let us introduce y∞ as the solution of the wave equation (1) with initial conditions

Y∞, as well as the function ỹk defined by ỹk = yk − y∞. Using the same arguments as in
the proof of Lemma 2 yields

1 = ‖Y∞ + Ỹk‖2L2(Ω)×(H1)′ = ‖Y∞‖2L2(Ω)×(H1)′ + ‖Ỹk‖
2
L2(Ω)×(H1)′ + o(1) as k → +∞,

and ∫ T

0

∫
ω
|yk(t, x)|2 dvg dt =

∫ T

0

∫
ω
|y∞(t, x)|2 dvg dt

+

∫ T

0

∫
ω
|ỹk(t, x)|2 dvg dt+ o(1) as k → +∞.

At this step, there are two possibilities: either lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ = 0 and there
holds

CT (ω) =

∫ T
0

∫
ω |y∞(t, x)|2 dvg dt
‖Y∞‖2L2(Ω)×(H1)′

+ o(1) as k → +∞,

saying that the infimum is a minimum, or lim infk→+∞ ‖Ỹk‖L2(Ω)×(H1)′ > 0. In this case,
following exactly the same approach as in the second part of the proof of Lemma 3 (in
fact, the proof is even simpler since we do not have to deal with the dependence of the
observability time T with respect to the index k anymore) leads to

CT (ω)

T
> min

(
JωT (Y∞), αT (χω)

)
.

Moreover
CT (ω)

T
6 lim

N→+∞
C>NT (ω) = αT (ω).

By minimality of CT (ω), there holds CT (ω) 6 JωT (Y∞).
Combining all these facts shows that

min
(
JωT (Y∞), αT (ω)

)
6
CT (ω)

T
6 min

(
JωT (Y∞), αT (ω)

)
.

This proves Theorem 1.
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2.6 Proof of Theorem 3 (high frequencies)

For T > 0 and γ a geodesic of Ω, let us recall (see Definition 4) thatmω
T (γ) = 1

T

∫ T
0 χω(γ(t))dt

and that gT2 (ω) = infγ∈Γm
ω
T (γ), where the infimum is taken over the set Γ of all geodesics

of Ω. Therefore, with the notations of Definition 4, there holds

g2(ω) = lim
T→+∞

gT2 (ω).

This section is devoted to providing an asymptotic estimate of the constant C>NT (ω),
involving only highfrequency terms: the precise statement is given in Theorem 3. The
proof is divided into two steps. In the first step, we establish a first inequality by using
Gaussian beams. The converse inequality will then be proved by using the Egorov theorem.

For any h ∈ C0(Ω), we set

C>NT (h) = inf∑N
j=1(|aj |2+|bj |2)=1

1

2

∫ T

0

∫
Ω

∣∣∣∣∣∣
N∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)h(x)

∣∣∣∣∣∣
2

dvg dt.

For any geodesic γ in Ω, we define

mh
T (γ) =

1

T

∫ T

0
h(γ(t))dt

and
gT2 (h) = inf

γ∈Γ
mh
T (γ)

where the infimum is taken over the set Γ of all geodesics of Ω.

First step: lim sup
N→+∞

C>N
T (ω)

T
6

1

2
gT
2 (ω) for every N ∈ N∗ and every measurable

subset ω.
Let t 7→ γ(t) be a geodesic4 for the Riemannian metric g. For every solution w of (1),

we denote by Ew the energy of w defined by

Ew : [0, T ] 3 t 7→ ‖∂tw(t, ·)‖2L2(Ω) + ‖∇w(t, ·)‖2L2(Ω)

and there holds Ew(t) = Ew(0) for every t ∈ [0, T ].

Following [15, Corollary 11], there exists a function wj solution of (1) in C0(0, T ;H1(Ω))∩
C1(0, T ;L2

0(Ω)) satisfying Ewj (t) = 1 for every t ∈ [0, T ] and

sup
t∈(0,T )

‖χΩ\Bj(t)∂twj(t, ·)‖
2
L2(Ω) + ‖χΩ\Bj(t)∇wj(t, ·)‖

2
L2(Ω) = O

(
1√
j

)
, (24)

4Recall that such a curve γ is a ray for the operator � = ∂tt−4g, in other words a null bicharacteristic
of � whose hamiltonian is equal to 1/4 for every t (see, e.g., [22]).

23



where Bj(t) denotes the ball centered at γ(t) of radius j−1/4. Note that the results of [15]
are established in Rd but their extension to a manifold is straightforward.

Moreover, an immediate adaptation of the approach in [15] yields that the function
w>Nj defined by

w>Nj = cjN

+∞∑
k=N+1

〈wj , φk〉L2(Ω)φk

where cjN is chosen in such a way that Ew>Nj
(·) = 1, inherits the property (24).

The functions w>Nj are referred to as Gaussian beams. The next lemma provides an
essential argument to compare the observability constant with the geometric quantity g2.

Lemma 4. Let us consider a function h in C0(Ω) The sequence (δT,j(h))j∈N where

δT,j(h) =

∫ T
0 h(x)

∫
Ω |∂tw

>N
j (t, x)|2 dvg dt

Ew>Nj
(T )

=

∫ T

0

∫
Ω
h(x)|∂tw>Nj (t, x)|2 dvg dt

satisfies

lim
j→+∞

δT,j(h) =
1

2

∫ T

0
h(γ(t)) dt.

For the sake of clarity, the proof of Lemma 4 is postponed to Section 2.8.

To provide an estimate of C>NT (h), we define w̃>Nj = ∂tw
>N
j . Then, the function w̃>Nj is

a solution of (1) with (w̃>Nj (0, ·), ∂tw̃>Nj (0, ·)) ∈ L2(Ω)× (H1)′(Ω) and we infer that

C>NT (h)

T
6

1

T
lim

j→+∞

∫ T
0

∫
ω |w̃

>N
j (t, x)|2 dvg dt

‖(w̃>Nj (0, ·), ∂tw̃>Nj (0, ·))‖2
L2×(H1)′

= lim
j→+∞

δT,j(h)

T
=

1

2T

∫ T

0
h(γ(t)) dt.

To conclude, let us introduce the sequence (hk)k∈N∗ defined by

hk : x 7→
{

1− dist(x,ω)
k if dist(x, ω) 6 1/k

0 else.

Notice that (hk)k∈N∗ converges weakly-? to χω in L∞(Ω), is such that hk ∈ C0(Ω) and
satisfies χω 6 hk 6 1 a.e. in Ω for every k ∈ N∗. Hence, using Lemma 4, one gets

C>NT (ω)

T
6
C>NT (hk)

T
6

1

2T

∫ T

0
hk(γ(t)) dt,

and the right-hand side term converges to 1
2T

∫ T
0 χω(γ(t)) dt as k → +∞.

Now, considering a geodesic γ such that the quantity 1
2T

∫ T
0 χω(γ(t)) dt is arbitrarily close

to gT2 (ω) leads to the desired result.
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Second step: αT (ω) >
1

2
gT2 (ω̊).

Without loss of generality, we can assume that ω is an open set since αT (ω) > αT (ω̊)
for any ω. We extend the definition of C>NT to all h ∈ L∞(Ω, [0, 1]) by setting

C>NT (h) = inf∑+∞
j=N+1(|aj |2+|bj |2)=1

1

2

∫ T

0

∫
Ω
h(x)

∣∣∣∣∣∣
+∞∑

j=N+1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dvg dt,

As an infimum of continuous linear function for the weak-? topology of L∞(Ω, [0, 1]), the
mapping h 7→ C>NT (h) is concave and upper semicontinuous for this topology.

Let h ∈ C∞(Ω). We are going to prove that, T being a fixed positive number, one has

C>NT (h)

T
>

1

2
gT2 (h) + o(1) as N → +∞. (25)

In particular, letting N tend to ∞, we will obtain that

αT (h) := lim
N→+∞

C>NT (h)

T
>

1

2
gT2 (h).

It is worth noticing that the o(1) in (25) does actually depend on h, which makes the
conclusion not obvious. We proceed in this way: since ω is open, one can construct an
increasing sequence of functions (hk) such 0 6 hk 6 1, hk(x) = 0 if dist(x,Ω \ ω) 6 1

k and
hk(x) = 1 if dist(x,Ω \ ω) > 2

k . Since k 7→ hk increases, we have αT (ω) > αT (hk) for any
k. To conclude, we apply the following lemma whose proof is postponed to Section 2.9.

Lemma 5. We have
gT2 (ω) = lim

k→+∞
gT2 (hk).

Hence, it is enough to establish (25) to get the expected conclusion.
Let us establish (25). Let h ∈ C∞(Ω), such that h > 0 in Ω. Denote by L2

N (Ω), (H1(Ω))′N
the spaces of L2 and (H1)′ functions of Ω that are L2-orthogonal to Span{φi}16i6N .

For every N > 1, we consider initial data (y0,N , y1,N ) normalized in L2
N (Ω)×(H1(Ω))′N

for the wave equation (1) for some N > 1. Denoting by λ the operator5 defined by
λ =

√
−4g, the solution yN of (1) associated to (y0,N , y1,N ) then satisfies

yN = eitλz0,N + e−itλz1,N (26)

where z0,N = 1
2(y0,N − iλ−1y1,N ) and z1,N = 1

2(y0,N + iλ−1y1,N ). We will first find a lower
bound of

lim inf
N→+∞

1

T

∫ T

0

∫
Ω
h(x)|yN (t, x)|2 dvg dt.

Introduce the operator GT associated to this problem, defined by(
GTu|v

)
=

∫ T

0

∫
Ω
h(x)u(t, x)v(t, x) dvg dt,

5Note that since N > 1, λ can be considered as an invertible operator from L2
N (Ω) to (H1(Ω))′N .
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for u, v ∈ L2([0, T ]× Ω).
The identity (26) shows that(

GT yN |yN
)

= AN +BN + 2CN

where

AN =
(
GT eitλz0,N |z0,N

)
, BN =

(
GT eitλz1,N |z1,N

)
and CN = Re

(
GT eitλz0,N |z1,N

)
.

Let us study

AN =

∫ T

0

∫
Ω
e−itλheitλz0,Nz0,N dx dt.

Introduce the pseudodifferential operator a = Op(h) obtained by Weyl quantization.
Actually, since h is a function of Ω, a is the multiplication by h. Applying the Egorov
theorem6 shows the existence of a smooth family of operators Qt of order 0 with principal
symbol h(γx,ξ(t)) such that

e−itλheitλ = Qt + St

where St is d-smoothing for all d > 0. Moreover, since the principal symbol of Qt is
h(γx,ξ(t)), there exists a smooth family Rt of 1-smoothing operators such that

Qt = Op(h(γx,ξ(t))) +Rt.

Notice moreover, that Rt = Qt −Op(h(γx,ξ(t))) + St. We obtain

AN = A1
N +A2

N (27)

where

A1
N =

∫ T

0

∫
Ω

Op(h(γx,ξ(t)))z0,Nz0,N dvg dt, A2
N =

∫ T

0

∫
Ω
Rtz0,Nz0,N dvg dt.

By definition of gT2 (h), one has
∫ T

0 h(γx,ξ(t))dt > TgT2 (h). Hence, it follows from Garding’s
inequality that

Op

(∫ T

0
h(γx,ξ(t))dt

)
> a(TgT2 (h)) = TgT2 (h),

by noting that

A1
N =

∫
Ω

Op

(∫ T

0
h(γx,ξ(t)) dt

)
z0,Nz0,N dvg.

6Egorov Theorem ([4, 23]): Let P be an operator of order m with principal symbol p. There exists
a smooth family of operators Qt of order m with principal symbol qt such that

• for all d ∈ N, e−itλPeitλ −Qt is d-smoothing;

• qt(x, ξ) = p(γx,ξ(t)) where γx,ξ is the geodesic of Ω starting at x ∈ Ω in the direction of ξ ∈ T ∗xΩ.
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As a consequence, there holds

A1
N

T
> gT2 (h)‖z0,N‖2L2(Ω). (28)

Let us now prove that limN→∞A
2
N = 0. Choose any subsequence of (A2

N ), still noted

A2
N . Since Rt is 1-smoothing and since t 7→ Rt is smooth, the operator

∫ T
0 Rtdt is also

1-smoothing. As a consequence, there exists a constant C > 0 such that for all N ,∥∥∥∥∫ T

0
Rtz0,N (x)dt

∥∥∥∥
H1(Ω)

6 C.

By the Sobolev embedding theorem, there exists a function v ∈ L2(Ω) such that a subse-

quence of
(∫ T

0 Rtz0,N (x)dt
)
N>1

(still denoted by
(∫ T

0 Rtz0,N (x)dt
)
N>1

) tends to v in L2.

Hence,

A2
N =

∫
Ω

(∫ T

0
Rtz0,N (x)dt

)
z0,N (x)dx

6
∫

Ω

[(∫ T

0
Rtz0,N (x)dt

)
− v(x)

]
z0,N (x)dx+

∫
Ω
v(x)z0,N (x)dx.

The first integral in the right hand side converges to 0 by convergence of
(∫ T

0 Rtz0,N (x)dt
)
−

v(x) to 0 in L2(Ω) while using Hölder inequality, the second integral satisfies, using that
z0,N ∈ L2

N (Ω),∫
Ω
v(x)z0,N (x)dx =

∫
Ω
pN (v)(x)z0,N (x)dx 6 ‖pN (v)‖L2(M)‖z0,N‖L2(M)

where pN is the L2 projection of v onto L2
N (Ω). Clearly,

lim
N→+∞

‖pN (v)‖L2(M) = 0.

Hence, limN→+∞A
2
N = 0. Since this holds for any subsequences of A2

N , this proves that
the sequence A2

N tends to 0 as N tends to +∞. Together with (27) and (28), we obtain

AN
T
> gT2 (h)‖z0,N‖2L2(Ω). (29)

With the same argument, we also get that

BN
T
> gT2 (h)‖z1,N‖2L2(Ω). (30)

Now, observe that

CN =

∫
Ω
R′tz0,Nz1,Ndtdx
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where R′t is the operator defined by R′t =
∫ T

0 eitλheitλdt. By [2, Lemma A.1 p. 45], the
operator R′t is 1-smoothing, and the argument above, showing that limN→+∞A

2
N = 0,

proves that
lim

N→+∞
CN = 0.

Together with (29) and (30), we obtain that

lim inf
N→∞

1

T

∫ T

0

∫
Ω
h(x)|yN |(t, x)2dxdt > gT2 (h)

(
‖z0,N‖2L2(Ω) + ‖z1,N‖2L2(Ω)

)
.

Observing that

‖z0,N‖2L2(Ω) + ‖z1,N‖2L2(Ω) =
1

2

(
‖y0,N‖2L2(Ω) + ‖λ−1y1,N‖2L2(Ω)

)
=

1

2

(
‖y0,N‖2L2(Ω) + ‖y1,N‖2(H1)′(Ω)

)
,

this ends the proof of Theorem 3.

2.7 Proof of Corollary 2

Using Theorem 3, it is clear that this is enough to prove that Assumption (1.2) implies
that g2(ω̊) = g2(ω). To see this fact, consider any geodesic γ : [0, T ] → M which is close
to minimise the infimum in the definition of gT2 (ω̊). Hence, there is some arbitrarily small
ε such that

gT2 (ω̊) + ε >
1

T

∫ T

0
χω(γ(t)) dt

=
1

T

∫ T

0
χω(γ(t)) dt− 1

T

∫ T

0
χω\ω(γ(t)) dt

=
1

T

∫ T

0
χω(γ(t)) dt+

1

T

∫ T

0
χΩ\(ω\ω)(γ(t)) dt− 1

> gT2 (ω) + gT2 (Ω \ (ω \ ω))− 1 > gT2 (ω).

Since ε > 0 is arbitrary, one gets gT2 (ω̊) > gT2 (ω). Since the converse inequality is obvious,
the proof is complete.

2.8 Proof of Lemma 4

According to the Green formula, one has

δT,j(h) =

∫
Ω
h(x)

[
w>Nj (t, x)∂tw

>N
j (t, x)

]t=T
t=0

dvg −
∫ T

0

∫
Ω
h(x)w>Nj (t, x)∂ttw

>N
j (t, x) dvg

=

∫
Ω
h(x)

(
w>Nj (T, x)∂twj(T, x)− w>Nj (0, x)∂tw

>N
j (0, x)

)
dvg

−
∫ T

0

∫
Ω
h(x)w>Nj (t, x)4gw

>N
j (t, x) dvg.
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Let us show that∫
Ω
h(x)

(
w>Nj (T, x)∂tw

>N
j (T, x)− w>Nj (0, x)∂tw

>N
j (0, x)

)
dvg = o(1) as j → +∞.

Since Ewj (·) = 1, the sequence (∂tw
>N
j (T, ·))j∈N∗ is bounded in L2(Ω) and up to a subse-

quence, converges therefore to some function u∗1 weakly in L2(Ω). Similarly, the sequence
(∇w>Nj (T, ·))j∈N∗ is bounded in L2(Ω). Since

∫
Ωw

>N
j (x) dvg = 0, it follows from the

Poincaré-Wirtinger inequality that, up to a subsequence, (w>Nj (T, ·))j∈N∗ converges to

some function u∗2 weakly in H1(Ω). According to Rellich-Kondratov theorem, the afore-
mentioned subsequence of (w>Nj (T, ·))j∈N∗ converges also strongly to u∗2 in L2(Ω). Com-

bining this result with the fact that χΩ\Bj(T ) converges strongly in L2(Ω) to the function
equal to 1 almost everywhere in Ω leads to∫

Ω
|u∗2| dvg 6 lim inf

j→+∞

∫
Ω
χΩ\Bj(T )|w>Nj (T, x)| dvg

6 |Ω|1/2
(

lim inf
j→+∞

∫
Ω
χΩ\Bj(T )w

>N
j (T, x)2 dvg

)1/2

by using the Cauchy-Schwarz inequality and the fact that the mapping L2(Ω) 3 u 7→ |u| ∈
L2(Ω) is convex and lower semicontinuous for the strong topology of L2(Ω), and thus also
for the weak topology of L2(Ω).

Now, according to the energy estimate (24) on w>Nj , we infer that |u∗2| = 0 necessarily.

Hence, the sequence (
∫

Ω h(x)w>Nj (T, x)∂tw
>N
j (T, x) dvg)j∈N∗ converges to 0 as j → +∞.

One shows in a similar way that the sequence (
∫

Ω χω(x)w>Nj (0, x)∂tw
>N
j (0, x) dvg)j∈N∗

converges to 0 as j → +∞. The expected result follows.
We also claim that

−
∫ T

0

∫
Ω
h(x)w>Nj (t, x)4gw

>N
j (t, x) dvg =

∫ T

0

∫
Ω
h(x)|∇gw>Nj (t, x)|2 dvg dt+ o(1),

as j → +∞. Indeed, using the Green formula, one has

−
∫ T

0

∫
Ω
h(x)w>Nj (t, x)4gw

>N
j (t, x) dvg =

∫ T

0

∫
Ω
h(x)|∇gw>Nj (t, x)|2 dvg dt

+

∫ T

0

∫
Ω
w>Nj (t, x)2∇h(x) dvg dt,

and using the same reasoning as previously, one shows that the sequence (w>Nj )j∈N∗ con-

verges strongly to 0 in L2(0, T ;L2(Ω)).
We have then proved that

δT,j(h) =

∫ T

0

∫
Ω
h(x)|∇gw>Nj (t, x)|2 dvg dt+ o(1) as j → +∞. (31)
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As a result,

δT,j(h) =

∫ T
0

∫
Ω h(x)|∂tw>Nj (t, x)|2 dvg dt

Ew>Nj
(T )

=
1

2

∫ T
0

∫
Ω h(x)(|∂tw>Nj (t, x)|2 + |∇gw>Nj (t, x)|2) dvg dt+ o(1)

Ew>Nj
(T )

=
1

2

∫ T

0

∫
Bj(t)

h(x)(|∂tw>Nj (t, x)|2 +∇gw>Nj (t, x)|2) dvg dt+ o(1),

by using (31).
Now, introduce

θj : R+ 3 t 7→
∫
Bj(t)

h(x)(|∂tw>Nj (t, x)|2 +∇gw>Nj (t, x)|2) dvg.

According to (24), one has the following alternative: either γ(t) /∈ supp(h) and then
(θj(t))j∈N∗ converges to 0 as j → +∞, or γ(t) ∈ supp(h) and (θj(t))j∈N∗ converges to
h(γ(t)) as j → +∞. In other words, (θj(t))j∈N∗ converges to 〈δγ(t), h〉M,C0 as j → +∞.

According to the Lebesgue dominated convergence theorem, the conclusion follows.

2.9 Proof of Lemma 5

Assume that ω is open and that (hk)k∈N is a noncreasing sequence of functions such
0 6 hk 6 1 in Ω, hk(x) = 0 if dist(x,Ω \ ω) 6 1

k and hk(x) = 1 if dist(x,Ω \ ω) > 2
k . We

will prove that
gT2 (ω) = lim

k→+∞
gT2 (hk). (32)

The fact that gT2 (ω) > lim supk→+∞ g
T
2 (hk) is obvious since χω > hk for all k ∈ N.

Consider a sequence of rays γk : [0, T ]→ Ω such that

gT2 (hk) >
1

T

∫ T

0
hk(γk(t))dt+ o(1) as k → +∞. (33)

The set of rays is compact since each rays is entirely determined by it position x ∈ Ω at
time 0 and its derivative at time 0 with lies on the unit cotangent bundle of Ω. Hence
there exists γ : [0, T ] → Ω such that γk → γ uniformly on [0, T ]. For any t ∈ [0, T ], it
holds that

lim inf
k→+∞

hk(γk(t)) > χω(γ(t)).

Indeed, if γ(t) ∈ ω, then since ω is open, hk(γk(t)) = 1 = χω(γ(t)) as soon as k is large
enough. If γ(t) 6∈ ω, the inequality is obvious since χω(γ(t)) = 0. Together with (33),
Lebesgue dominated convergence theorem implies that

gT2 (hk) >
1

T

∫ T

0
hk(γk(t))dt+ o(1) >

1

T

∫
0
χω(γ(t))dt+ o(1) > gT2 (ω) + o(1) as k → +∞,

which proves (32).
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3 Characterization of the observability (proof of Corollary 1)

We first claim that CT (ω) > 0 ⇒ αT (ω) > 0. Indeed, one has CT (ω) 6 C>NT (ω) for any
N > 0, and it follows from the definition of αT that αT (ω) = 0⇒ CT (ω) = 0, whence the
claim.

Let us prove the converse. Assume by contradiction that

αT (ω) > 0 and CT (ω) = 0. (34)

For any s > 0, let us denote by Es the set of solutions of (1) vanishing identically on
[0, s]× ω. This space is sometimes called “space of invisible solutions”. Notice that Es is
a vector space.

For every k ∈ N, one introduces the following property.

(Hk) (with k ∈ N∗) for all ε > 0, there exists a non trivial solution yk,ε ∈ ET−ε involving
only frequencies of index greater than k, i.e. such that the pair of its initial conditions
(y0
k,ε, y

1
k,ε) satisfies∫

Ω
yik,ε(x)φj(x)dvg = 0, i = 0, 1, j = 1, . . . , k.

If k = 0 this property writes: there exists a non trivial solution y0,ε ∈ ET−ε.

We will prove by induction that Property (Hk) holds true for every k ∈ N. As a
consequence, if ε > 0 and N are fixed, Property (HN ) yields the existence of a so-
lution yT,ε ∈ ET−ε of (1) involving only frequencies of index higher than N . Using
(yT,ε(0, ·), ∂tyT,ε(0, ·)) as test functions in the functional JωT , one infers that C>NT−ε(ω) = 0.
Letting N tend to +∞ yields that αT−ε(ω) = 0. Finally, noting that for all initial condi-
tions (y0, y1), one has ∣∣JωT−ε(y0, y1)− JωT (y0, y1)

∣∣ 6 ε

T − ε
,

one infers that
αT (ω) 6 αT−ε(ω) +

ε

T − ε
and as a consequence, one has αT (ω) = 0 whence the contradiction.

It remains now to show Property (Hk) holds true for every k ∈ N under the assumption
(34).

Let us first prove that (H0) is true. According to Theorem 1, the infimum defining
CT (ω) is reached by some initial conditions (y0, y1) such that the associated solution y of
(1) satisfies y = 0 a.e. on [0, T ]× ω. In other words, the dimension of ET is at least equal
to 1, and this holds also for ET−ε for any ε since ET ⊂ ET−ε.

Assume now that (Hk) is true for some k ∈ N and let us prove (Hk+1). Let ε > 0 and
let y ∈ ET−ε/2 with initial condition (y0, y1) satisfying∫

Ω
yi(x)φj(x) dvg = 0, for all i = 0, 1, j = 1, . . . , k.
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The crucial point is that for all a ∈ [0, ε/2], the function τa(y) : (t, x) → y(t + a, x)
belongs to ET− ε

2
−a ⊂ ET−ε. We now show the existence a function z writing as a nonzero

linear combination of functions (τa(y))a∈[0,ε/2], with initial conditions (z0, z1) satisfying
the orthogonality conditions∫

Ω
zi(x)φj(x) dvg = 0, i = 0, 1, j = 1, . . . k + 1.

Let (y0
a, y

1
a) be the initial conditions associated to ya. We expand the solution τa(y) as

τa(y)(t, ·) =

+∞∑
j=k+1

(
aj(a)eiλjt + bj(a)e−iλjt

)
φj(·).

where (aj(a))j∈N∗ and (bj(a))j∈N∗ belong to `2(R). In particular, one has

aj(a) = eiaλjaj(0) and bj(a) = e−iaλjbj(0).

If ak+1(0) = bk+1(0) = 0, then y belongs to ET−ε and involves only frequencies of index
higher than k + 1 which shows that (Hk+1) holds true. For this reason, we assume that
ak+1(a) 6= 0 or bk+1(a) 6= 0. Hence, there exists j such that λj > λk+1, and aj(0) 6= 0
or bj(0) 6= 0. Otherwise, the function y would be a nonzero multiple of an eigenfunction
belonging to the eigenspace associated to the eigenvalue λk and would vanish on ω. Because
of the hypoanalyticity of the Laplacian operator, this is impossible as soon as ω has a
positive Lebesgue measure (see [3, 7, 13]), which is the case since αT (ω) > 0. Hence, let
us consider j > k such that λj > λk and aj(0) 6= 0 or bj(0) 6= 0. Since λj > λk, one
can find 0 < a < a′ 6 ε/2 such that the vectors (1, eiλka, eiλka

′
) and (1, eiλja, eiλja

′
) are

linearly independent. In other words, there exist real numbers c0, ca, ca′ such that

c0 + cae
iλka + ca′e

iλka
′

= 0 (35)

and

c0 + cae
iλja + ca′e

iλja
′ 6= 0. (36)

Set z = c0y + caya + ca′ya′ . Then, z is the desired solution: it belongs to ET−ε and
moreover z 6= 0 according to (36). Finally, z involves only frequencies of index higher than
k + 1 according to (35). This shows (Hk+1).

4 Spectral gap assumption and consequences

In the case where the eigenvalues are well separated in a sense made precise below, another
argument than the one used in the proof of Theorem 2 leads to a more precise result.

Theorem 4. Assume that the spectrum (λj)j∈N∗ of Ω satisfies the uniform gap property

(UG) There exists γ > 0 such that, if λj 6= λk with j 6= k, then |λj−λk| > γ.
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Then for every measurable subset ω of Ω, there holds

lim
T→+∞

CT (ω)

T
=

1

2
g1(ω).

In other words, together with Theorems 2 and 3, one has

g1(ω) 6 g2(ω) (37)

for every measurable subset ω of Ω. Note that such an inequality obviously does not holds
true without specific assumptions on the sets ω and Ω. Indeed, it is enough to consider
as a counterexample that Ω is a flat torus and that ω is a rectangle strictly contained in
Ω (see [17, 19] for various examples).

Remark 7 (Characterization of manifolds for which g1(ω) 6 g2(ω)). A natural issue is
to wonder whether one can characterize the manifolds (Ω, g) satisfying (37) for any mea-
surable subset ω of Ω. Such an issue will be answered (among others) in the forthcoming
paper [10]. More precisely, it will be stated that this property holds true if and only if Ω
is a manifold whose geodesic flow is periodic and such that each geodesic is the support of
a quantum limit. We will also establish further information on quantum limits and prop-
erties of the geodesic flow by using similar techniques to those developed in the present
paper.

Proof. According to Theorem 1, we have limT→+∞
CT (ω)
T 6 1

2g1(ω). We will now show
that the converse inequality is still true as soon as (UG) is satisfied. Let us denote by U∞
the set of all distinct eigenvalues λk and let us set I∞(λ) = {j ∈ N∗ | λj = λ}. One has

CT (ω)

T
= inf∑+∞

j=1 |aj |2+|bj |2=1

1

T

∫ T

0

∫
ω

∣∣∣∣∣∣
+∞∑
j=1

(
aje

iλjt + bje
−iλjt

)
φj(x)

∣∣∣∣∣∣
2

dvg dt

= inf∑+∞
j=1 |aj |2+|bj |2=1

( ∑
λ∈U∞

∑
(j,k)∈I∞(λ)2

ajak

∫
ω
φj(x)φk(x) dvg

+
1

T

∑
(λ,µ)∈U2

∞
λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

ajak(e
i(λj−λk)T − 1)

λj − λk

∫
ω
φj(x)φk(x) dvg,

+
∑
λ∈U∞

∑
(j,k)∈I∞(λ)2

bjbk

∫
ω
φj(x)φk(x) dvg

+
1

T

∑
(λ,µ)∈U2

∞
λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

bjbk(e
i(λk−λj)T − 1)

λj − λk

∫
ω
φj(x)φk(x) dvg,

+2Re

(
1

T

∑
(λ,µ)∈U2

∞

∑
j∈I∞(λ)
k∈I∞(µ)

ajbk(e
i(λk+λj)T − 1)

λj + λk

∫
ω
φj(x)φk(x) dvg

))
.

(38)
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Let us fix (aj)j∈N∗ , (bj)j∈N∗ in `2(C) such that
∑+∞

j=1 |aj |2 + |bj |2 = 1 and let

S =
∑

(λ,µ)∈U2
N

λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

ajak(e
i(λj−λk)T − 1)

λj − λk

∫
ω
φj(x)φk(x) dvg.

One has

|S| 6

∣∣∣∣∣∣∣∣∣
∫
ω

∑
(λ,µ)∈U2

N
λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

aje
iλjTφj(x)ake

−iλkTφk(x)

λj − λk
dvg

∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣
∫
ω

∑
(λ,µ)∈U2

N
λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

ajφj(x)akφk(x)

λj − λk
dvg

∣∣∣∣∣∣∣∣∣
According to [16] and since the sums run over distinct eigenvalues enjoying a uniform gap
property, there exists a constant Cγ > 0 uniform with respect to the sequence (aj)j∈N∗

such that

|S| 6 Cγ
+∞∑
j=1

|aj |2
∫
ω
φj(x)2 dvg 6 Cγ .

We thus infer that

1

T

∣∣∣∣∣∣∣∣∣
∑

(λ,µ)∈U2
N

λ 6=µ

∑
j∈I∞(λ)
k∈I∞(µ)

ajak(e
i(λj−λk)T − 1)

λj − λk

∫
ω
φj(x)φk(x) dvg

∣∣∣∣∣∣∣∣∣ 6
Cγ
T
.

∣∣∣∣∣∣∣∣Re

 1

T

∑
(λ,µ)∈U2

∞

∑
j∈I∞(λ)
k∈I∞(µ)

ajbk(e
i(λk+λj)T − 1)

λj + λk

∫
ω
φj(x)φk(x) dvg


∣∣∣∣∣∣∣∣ 6

C

T
.

for some C > 0 independent of the sequences (aj)j∈N∗ , (bj)j∈N∗ and the real number T .
Finally, mimicking such a reasoning for each term of (38) yields that

CT (ω)

T
> inf∑+∞

j=1 |aj |2+|bj |2=1

∑
λ∈U∞

∑
(j,k)∈I∞(λ)2

(ajak + bjbk)

∫
ω
φj(x)φk(x) dvg + O

(
1

T

)

= g1(ω) + O

(
1

T

)
.

The theorem is proved.
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Remark 8 (Application of Theorem 4). Theorem 4 applies in particular in the following
cases:

• the one-dimensional torus T = R/(2π). The operator 4g = ∂xx is defined on the
subset of the functions of H2(T) having zero mean. Its eigenvalues are all double,

given by λj = j for every j ∈ N∗ and associated to the eigenfunctions e1
j =

√
1
π sin(j·)

and e2
j =

√
1
π cos(j·). In this case, the spectral gap is γ = 1 and one gets

lim
T→+∞

CT (ω)

T
=

1

π
inf
j∈N∗

inf
α∈[0,1]

∫
ω

(√
α sin(jx) +

√
1− α cos(jx)

)2
dx

Using straightforward computations, this last expression simplifies into

lim
T→+∞

CT (ω)

T
=

1

π

 |ω|
2
− sup
j∈N∗

√(∫
ω

sin(2jx) dx

)2

+

(∫
ω

cos(2jx) dx

)2


• the unit sphere Sn of Rn+1. The operator 4g is defined from the usual Laplacian
operator on the Euclidean space Rn+1 by the formula 4g = r24Rn+1 − ∂rr − n

r ∂r
where r = ‖x‖Rn+1 for every x ∈ Rn+1. Its eigenvalues are λk = k(k + n− 1) where
k ∈ N. Moreover, the multiplicity of λk is k(k+n−1) and the space of eigenfunctions
is the space of homogeneous harmonic polynomials7 of degree k. As a result, one
gets

lim
T→+∞

CT (ω)

T
= inf

k∈N
inf
φ∈Hk

∫
ω |φ(x)|2 dx∫
Sn |φ(x)|2 dx

,

where Hk denotes the space of homogeneous harmonic polynomials of degree k.

As a byproduct of Theorem 4, we recover a well known result on the existence of
quantum measures8 supported by closed geodesics.

7An orthogonal basis of spherical harmonics is given by

Yl1,...ln(θ1, . . . θn) =
1√
2π
eil1θ1

n∏
j=2

P̃
ln−1

lj ,j
(θj)

where the indices are integers satisfying |l1| 6 l2 6 ... 6 ln and the eigenvalue is −ln(ln + n − 1). The
functions in the product are defined by

P̃ lL,j(θ) =

√
2L+ j − 1

2

(L+ l + j − 2)!

(L− l)! sin
2−j
2 (θ)P

−(l+ j−2
2

)

L+ j−2
2

(cos θ),

where, for two real numbers ν and µ, the function P−µν is the associated Legendre function of the first
kind defined by

P−µν (x) =
1

Γ(1 + µ)

(
1− x
1 + x

)µ/2
F

(
−ν, ν + 1, 1 + µ,

1− x
2

)
,

where Γ is the Euler’s Gamma function and F is the hypergeometric function (see e.g. [9]).
8Recall that a quantum limit for −4g is a weak-limit (in the space of Radon measures) of a sequence

of measures (φjk (x)2 dx)k∈N∗ , where φjk are nonzero eigenfunctions of −4g with positive eigenvalues λjk
such that λjk → +∞ as k → +∞.
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Corollary 5. Assume that the spectrum (λj)j∈N∗ of Ω satisfies the uniform gap property
(UG). Then, for any closed geodesic γ of Ω, there exists a quantum measure supported
along γ.

This is exactly the main result of Macià [14] which extends a result of Jakobson and
Zelditch [11] on the sphere. As a consequence also noted in [14], under the additional
assumption that Ω is a Zoll manifold with maximally degenerate Laplacian, any invariant
measure for the geodesic flow on T ∗Ω is a quantum measure.

In the forthcoming paper [10], we prove that if the spectrum satisfies the uniform gap
property (UG), then any invariant measure is a quantum limit. In particular, this shows
that the assumption of a maximally degenerate Laplacian done in [14] is not necessary.

Proof. A direct adaptation of the proof of Theorem 4 allows to prove the following gener-
alization: under the assumption (UG), for every N ∈ N∗ and every measurable subset ω
of Ω, there holds

lim
T→+∞

C>NT (ω)

T
=

1

2
inf
φ∈EN
φ 6=0

∫
ω |φ(x)|2 dvg∫
Ω |φ(x)|2 dvg

.

According to Theorem 3, there exists a subsequence (φjk)k∈N∗ of (φj)j∈N∗ whose associated
eigenvalues tends to +∞ and such that

lim sup
k→+∞

∫
ω
|φjk |

2(x)dx 6 g2(ω)

i.e., for every measurable subset ω of Ω, there exists a quantum mesure µ satisfying
µ(ω̊) 6 g2(ω). Let γ ⊂ Ω be a periodic geodesic and let ε > 0. We apply the last
inequality to ωε = Ω \ Gε where Gε = {x ∈ Ω, dist(x, γ) > ε}. Since g2(ωε) = 0, there
exists a quantum measure µε such that µε(ω̊ε) = 0. We obtain the expected conclusion
by noting that (ωε)ε>0 shrinks to γ as ε↘ 0 and that the family (µε)ε>0 converges, up to
a subsequence, in the sense of measures to some quantum limit µ.

5 Concluding remarks and perspectives

We provide here a list of open problems and issues that we will investigate next.

Manifolds with boundary. The introduction of the so-called highfrequency observ-
ability constant αT (ω) is of interest because it allows to characterize the positiveness of
CT (ω) in terms of the quantity αT (ω). The result stated in Corollary 1 is devoted to this
equivalence. It still holds true in the case of a manifold with boundary. Nevertheless, one
has to overcome technical difficulties to get a characterization of αT (ω), in other words an
equivalent statement to the ones of Theorem 3 and Corollary 3, in such a frame.
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Schrödinger equation. Little is known on internal observability of the Schrödinger
equation. For instance it is known that GCC implies internal observability, but this
sufficient condition is far from being sharp. Internal observability has also been established
for particular geometries. An issue is to apply the methods developed in this paper to
provide sufficient conditions for observability writing in terms of a new geometric quantity.

Shape optimization. A challenging problem is to maximize the functional χω 7→ CT (ω)
over the set UL = {χω ∈ L∞(Ω, {0, 1}), |ω| = L|Ω|}, for some fixed L ∈ (0, 1). A first
issue is to investigate the existence of maximizers. We believe that the methods developed
in this article will allow to prove non-existence, as well as to capture the behavior of
maximizing sequences of domain, at least for particular choices of Ω.
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temps, Portugaliae Mathematica 46 (1989), no. 3, 245?258.

[7] R. Hardt and L. Simon, Nodal sets for solutions of elliptic equations, J. Differential Geom.,
30, 2 (1989), 505–522.
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