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Stability of Kronecker coefficients via discrete tomography (Extended abstract)

Ernesto Vallejo

Abstract. In this paper we give a sufficient condition for a general stability of Kronecker coefficients, which we call additive stability. Its main ingredient is the property of a matrix of being additive. This notion seems to be an important one: it appears in Discrete Tomography as a sufficient condition to uniqueness; it also appears in Manivel’s study of asymptotic properties of plethysm through Borel-Weil theory. The proof sketched here combines several results of the author on integer matrices motivated by Discrete Tomography with a new idea of Stembridge, that permits to bound some sequences of Kronecker coefficients. The advantage of additivity with respect to the previous approach by Stembridge is that it is very easy to produce new examples of additive matrices and, therefore, to produce many new examples of stability of Kronecker coefficients. We also show that Murnaghan’s stability property and other instances of stability discovered previously by the author are special cases of additive stability. Besides, our approach permits us to disprove a recent conjecture of Stembridge and to give a new characterization of additivity.
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1 Introduction

Kronecker coefficients are among the most fascinating and complex objects in algebraic combinatorics. They appear as multiplicities of various constructions involving tensor products of representations of the
symmetric group $S_n$. Schur powers of some representations of the general lineal group $GL_n(\mathbb{C})$ or the space of sections of a line bundle over a flag variety. They also appear in certain expansions of symmetric functions. A long sought combinatorial or geometric description of Kronecker coefficients (such as the ones existing for the Littlewood-Richardson coefficients) is still to be found.

For our purposes, given three partitions $\lambda, \mu, \nu$ of a positive integer $n$, we choose to define the Kronecker coefficient $g(\lambda, \mu, \nu)$ as the multiplicity of the complex irreducible character $\chi^\nu$ of $S_n$ associated to $\nu$ in the Kronecker product $\chi^\lambda \otimes \chi^\mu$ of other two irreducible characters $\chi^\lambda$ and $\chi^\mu$ of $S_n$. Thus, if $\langle \cdot, \cdot \rangle$ denotes the scalar product of complex characters of $S_n$,

$$g(\lambda, \mu, \nu) = \langle \chi^\lambda \otimes \chi^\mu, \chi^\nu \rangle.$$

In the first paper on the Kronecker coefficients $[19]$, published in 1938, Murnaghan stated without proof the following stability property for Kronecker coefficients (see also $[20]$): For each triple of partitions $\lambda, \mu, \nu$ of the same size, the sequence of integers

$$\{g(\lambda + (n), \mu + (n), \nu + (n))\}_{n \in \mathbb{N}}$$

(1)

converges. It was first proved by Littlewood $[14]$. Since then many other proofs of this property with different flavours have appeared $[2, 4, 6, 22, 30, 33, 40]$. Estimations of lower bounds $L$ for stability can be found in $[3, 4, 33, 40]$.

Recently, a generalization of Murnaghan’s stability was discovered $[40]$ Thm. 10.2. Let $d(\nu) = |\nu| - \nu_1$ denote the depth of $\nu$. There it is shown that if $i \leq \min\{\ell(\lambda), \ell(\mu)\}$, $\lambda_i - \lambda_{i+1} \geq d(\nu)$ and $\mu_i - \mu_{i+1} \geq d(\nu)$ (if $i = \ell(\lambda)$, we define $\lambda_{i+1} = 0$), then for all $n \in \mathbb{N}$, we have

$$g(\lambda + (n^i), \mu + (n^i), \nu + (ni)) = g(\lambda, \mu, \nu).$$

(2)

The case $i = 1$ yields Murnaghan’s stability. The stability given in equation (2) was found independently in $[22]$ (with different bounds), where it was called $k$-stability. Both results were inspired on a particular case of (2) (when $\lambda = \mu$), that appears on the first version of $[40]$.

The proof of Theorem 10.2 in $[40]$ also yields a more general type of stability, which includes (2). We now describe it. Let $\lambda, \mu, \nu$ be a triple of partitions of the same size and let $d = d(\nu)$, then for any pair of vectors $(i_1, \ldots, i_t), (n_1, \ldots, n_t) \in \mathbb{N}^t$, such that $i_1 > i_2 > \cdots > i_t$ and $n_j \geq d$, for all $j \in [t]$,

$$g\left(\lambda + \sum_{j=1}^{t}(n_j i_j), \mu + \sum_{j=1}^{t}(n_j i_j), \nu + \left(\sum_{j=1}^{t}n_j i_j\right)\right) = g\left(\lambda + \sum_{j=1}^{t}(d i_j), \mu + \sum_{j=1}^{t}(d i_j), \nu + \left(\sum_{j=1}^{t}d i_j\right)\right)$$

(3)

Let $\alpha$ be the conjugate partition of $(i_1, \ldots, i_t)$, then $\sum_{j=1}^{t}(1 i_j) = \alpha$ and $\sum_{j=1}^{t}(d i_j) = d \alpha$. Thus, identity (3) can be rewritten in the following way

$$g\left(\lambda + \sum_{j=1}^{t}(n_j i_j), \mu + \sum_{j=1}^{t}(n_j i_j), \nu + \left(\sum_{j=1}^{t}n_j i_j\right)\right) = g(\lambda + d \alpha, \mu + d \alpha, \nu + (d|\alpha|)).$$

(4)

---

Another, apparently different, kind of stability was discovered sometime ago in \cite{39} Thm. 3.1. There, it is shown that, if $q$, $r$ are positive integers such that $\ell(\lambda) \leq qr$, $\ell(\mu) \leq q$ and $\ell(\nu) \leq r$. Then for all $n \in \mathbb{N}$,

$$g(\lambda + (nq^r), \mu + ((nr)^q), \nu + ((nq)^r)) = g(\lambda, \mu, \nu). \tag{5}$$

Even more recently, J. Stembridge \cite{28} Corollary 6.2 proved the following general stability property for Kronecker coefficients. Denote $\phi^\lambda = \text{Ind}_{S_n}^{S_\lambda}(1_\lambda)$ denote the permutation character associated to $\lambda$. Let $\alpha, \beta, \gamma$ be partitions of the same size, such that $g(\alpha, \beta, \gamma) > 0$ and

$$\langle \phi^{n\alpha} \otimes \phi^{n\beta}, \chi^{n\gamma} \rangle = 1, \text{ for all } n \in \mathbb{N}. \tag{6}$$

Then, for any triple of partitions $\lambda, \mu, \nu$ of the same size, there is a positive integer $L$ such that, for all $n \geq L$,

$$g(\lambda + n\alpha, \mu + n\beta, \nu + n\gamma) = g(\lambda + L\alpha, \mu + L\beta, \nu + L\gamma). \tag{7}$$

In this paper we will show that practically all these stability properties fit into what we call additive stability. The main contribution of this paper is the discovery of the connection between additivity of integer matrices with Stembridge’s approach to stability. Additivity, in our context, is a concept coming from discrete tomography (see \cite{11, 12} for an overview of the area). In \cite{8, 9} Fishburn et al. consider the problem of studying finite subsets in $\mathbb{R}^n$ that are uniquely reconstructible from its coordinate projection counting functions. They called them sets of uniqueness, and observed that there was no loss of generality in considering them as subsets of $\mathbb{N}^n$. They also introduced the notion of additive sets and proved that it was sufficient for uniqueness, but not necessary. Later, the author of this paper and Torres-Cházaros considered the case $n = 3$, and, by viewing those sets as 3-dimensional binary matrices, gave a characterization of sets of uniqueness using the dominance order of partitions \cite{31}. Afterward, the author of this paper introduced a notion of additivity for matrices with nonnegative integer entries \cite{35} and used it to give a characterization of additive sets in the sense of \cite{8}. A different but equivalent definition of additivity appears already in Manivel’s study of plethysm by means of Borel-Weil theory \cite{16}. The first proof for our characterization of uniqueness \cite{31} used character theory of the symmetric group (this proof can be translated into a purely combinatorial one \cite{3}). At that time, we thought to apply the representation theory of the symmetric group to learn about uniqueness. It turned the other way around. Direct applications of discrete tomography to Kronecker coefficients were given in \cite{21, 34}. These are, to my best knowledge, the first applications of discrete tomography to Kronecker coefficients. Here, we apply ideas from \cite{21, 23, 31, 32, 34, 35, 36, 37, 38} to prove additive stability, give examples and get some related results.

In order to state our main theorem we need the following definition, which is fundamental for this paper. A matrix $A = (a_{i,j})$ of size $p \times q$ is called additive (see \cite{35} Thm. 1), if there exist real numbers $x_1, \ldots, x_p, y_1, \ldots, y_q$, such that

$$a_{i,j} > a_{k,l} \implies x_i + y_j > x_k + y_l,$$

for all $1 \leq i, k \leq p$ and all $1 \leq j, l \leq q$. Let $\alpha, \beta$ be partitions of the same size. Denote by $M(\alpha, \beta)$ the set of matrices $A$ with nonnegative integer entries, row-sum vector $\alpha$ and column-sum vector $\beta$. Also denote by $\pi(A)$ the sequence of entries of $A$ arranged in weakly decreasing order. Our main result is

**Theorem (Additive stability)** 1.1 Let $\alpha, \beta, \gamma$ be partitions of the same size. If there is an additive matrix $A \in M(\alpha, \beta)$ with $\pi(A) = \gamma$, then, for any triple of partitions $\lambda, \mu, \nu$ of the same size, the sequence
\{g(\lambda + n\alpha, \mu + n\beta, \nu + n\gamma)\}_{n \in \mathbb{N}_0} is weakly increasing and bounded from above. In particular, there is a positive integer \(L\) such that, for all \(n \geq L\),

\[g(\lambda + n\alpha, \mu + n\beta, \nu + n\gamma) = g(\lambda + L\alpha, \mu + L\beta, \nu + L\gamma).\]

This theorem appears in [41]. It is implicit in [16] and is made explicit in [17]. Manivel’s proof uses Borel-Weil theory and is of very different nature from ours.

Triples of partitions \((\alpha, \beta, \gamma)\) such that the sequence \(\{g(\lambda + n\alpha, \mu + n\beta, \nu + n\gamma)\}_{n \in \mathbb{N}_0}\) is weakly increasing and bounded from above for all triples of partitions \(\lambda, \mu, \nu\) are called stable ([28]). So, the additive stability theorem can be rephrased by saying that any additive matrix \(A\) yields a stable triple, or more precisely, if \(A \in M(\alpha, \beta)\) is an additive matrix with \(\pi(A) = \gamma\), then \((\alpha, \beta, \gamma)\) is a stable triple.

The next two results are new instances of stability. They follow from the additivity of matrices \(B\) and \(C\) in Example 3.12.

**Corollary 1.2** Let \(a, b, c\) be nonnegative integers. Then, the triple

\[((b + c + 1, 1^a), (a + c + 1, 1^b), (c + 1, 1^{a+b}))\]

is stable.

**Corollary 1.3** For any \(k \in \mathbb{N}\), the triple

\[
\left(\left(\left(\begin{array}{c} k+1 \\ 2 \end{array}\right), \ldots, \left(\begin{array}{c} k+1 \\ 2 \end{array}\right)\right), \left(\begin{array}{c} k \\ 2 \end{array}\right), \ldots, \left(\begin{array}{c} k \\ 2 \end{array}\right), (k, (k-1)^2, \ldots, 1^k)\right)
\]

is stable.

Next Corollary follows from the additivity of the matrix \(A\) in Example 3.13. It also appears as Example 6.3(b) in [28].

**Corollary 1.4** Let \(\alpha\) be a partition. Then, the triple \((\alpha, \alpha', (1^{|\alpha|}))\) is stable.

Stembridge’s hypothesis ([6]) and additivity are closely related. In Section 3, we show that additivity implies condition ([6]), and that this condition implies the existence of certain unique additive matrix. The advantage of our hypothesis is that it is far easier to find examples of additive matrices than to find examples of partitions \(\alpha, \beta, \gamma\) satisfying ([6]). Therefore, it is much easier to find new examples of stability. Another advantage is that there is already a body of results concerning additive matrices [8, 9, 21, 25, 32, 35, 37, 38].

This manuscript is an extended abstract of [41]. It is organized as follows. Section 2 contains some notation. Section 3 contains a summary of all results about uniqueness and additivity required for this paper, as well as examples and one application to Kronecker coefficients needed in the proof of additive stability. In Section 4, we present a geometric characterization of additivity from [21]. This is fundamental in the proof of the main theorem, sketched in Section 5, and also in Section 6, where we study the relation between additivity and condition ([6]). We also present a new characterization of additivity (Theorem 6.4), that might be of interest in discrete tomography. Finally, in section 7 we relate additive stability to the previous known cases of stability of Kronecker coefficients.
2 Notation

We assume the reader is familiar with the standard results in the representation theory of the symmetric group (see for example [13, 15, 23, 27]). We use throughout the following notation: \( \mathbb{N} \) is the set of positive integers, \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \), and, for any \( n \in \mathbb{N}_0 \), \([n] = \{1, \ldots, n\}\), so that \([0] = \emptyset\). If \( \lambda = (\lambda_1, \ldots, \lambda_p) \) is a partition (a weakly decreasing sequence of positive integers), we denote its size \( \sum_{i \in [p]} \lambda_i \) by \( |\lambda| \) and its length \( p \) by \( \ell(\lambda) \). If \( |\lambda| = n \), we also write \( \lambda \vdash n \). The notation \( \lambda = (1^{a_1}, 2^{a_2}, \ldots) \) means that \( \lambda \) has \( a_i \) parts equal to \( i \). We denote by \( \lambda' \) the partition conjugate to \( \lambda \), obtained by transposing the diagram of \( \lambda \). The depth of \( \lambda \) is \( d(\lambda) = |\lambda| - \lambda_1 \). If \( \lambda \) and \( \mu \) are two partitions of length \( p \) and \( q \), respectively, and \( p \leq q \), we denote \( \lambda_{p+1} = \cdots = \lambda_q = 0 \) and define its sum by

\[
\lambda + \mu = (\lambda_1 + \mu_1, \ldots, \lambda_q + \mu_q).
\]

Given two partitions \( \lambda, \mu \) of \( n \) we write \( \lambda \triangleright= \mu \) to indicate that \( \lambda \) is greater than or equal to \( \mu \) in the dominance order of partitions. We write \( \lambda \triangleright \mu \), if \( \lambda \triangleright= \mu \) and \( \lambda \neq \mu \). The number of semistandard Young tableaux of shape \( \lambda \) and content \( \nu \) is denoted by \( K_{\lambda\nu} \).

For any partition \( \lambda \vdash n \), we denote by \( \chi^\lambda \) the irreducible character of \( S_n \) associated to \( \lambda \), and, for any partition \( \nu = (\nu_1, \ldots, \nu_r) \) of \( n \), by \( \phi^\nu = \text{Ind}_{S_{\nu^c}}^{S_n}(1_{\nu}) \) the permutation character associated to \( \nu \). That is, \( \phi^\nu \) is the character induced from the trivial character of the Young subgroup \( S_{\nu^c} = S_{\nu_1} \times \cdots \times S_{\nu_r} \) to \( S_n \).

3 Discrete tomography

In this section we gather several results from discrete tomography that are used to prove additive stability. These results have been obtained mainly by the author of this note and his collaborators along the years. Some of them have been recently rediscovered by Stembridge and appear in [28, 56]. Applications of discrete tomography to Kronecker coefficients have already been given before in [35, 1]. Two notions from discrete tomography are relevant for this paper: uniqueness and additivity of 3-dimensional binary matrices (see [9, 38]). They are related to the notions of minimality, \( \pi \)-uniqueness [31, 37] and additivity [35, 21, 37], which are defined for matrices with nonnegative integer entries. Below we explain these concepts, the relations among them, give examples and show how they are related to Kronecker coefficients.

Integral matrices 3.1 Let \( A = (a_{i,j}) \) be a matrix of size \( p \times q \). We associate to \( A \) two compositions and one partition. For each \( i \in [p] \) and each \( j \in [q] \), one defines

\[
\alpha_i = \sum_{y \in [q]} a_{i,y} \quad \text{and} \quad \beta_j = \sum_{x \in [p]} a_{x,j}.
\]

Then, \( \alpha = (\alpha_1, \ldots, \alpha_p) \) is called the row-sum vector and \( \beta = (\beta_1, \ldots, \beta_q) \) the column-sum vector of \( A \). We denote by \( \pi(A) \) the vector of entries of \( A \) arranged in weakly decreasing order. Then, \( \pi(A) \) is a partition called the \( \pi \)-sequence of \( A \). We say that \( A \) is a plane partition if it has nonnegative integer entries and its rows and columns are weakly decreasing. For the applications we have in mind we assume, from now on, without loss of generality, that the row-sum and column-sum vectors are weakly decreasing. Otherwise we just permute rows and columns.

We denote by \( M(\alpha, \beta) \) the set of all matrices \( A = (a_{i,j}) \) with nonnegative integer entries, row-sum vector \( \alpha \) and column-sum vector \( \beta \). If \( \gamma \) is a partition, we denote by \( M(\alpha, \beta)_\gamma \), the set of all matrices in \( M(\alpha, \beta) \) with \( \pi \)-sequence \( \gamma \).
Binary matrices 3.2 Let $A = (a_{i,j,k})$ be a matrix of size $p \times q \times r$ with entries in $\{0,1\}$ (we call it a binary matrix for short). We associate to $A$ three compositions. For each $i \in [p]$, $j \in [q]$ and $k \in [r]$, one defines

$$
\alpha_i = \sum_{(y,z) \in [q] \times [r]} a_{i,y,z}, \quad \beta_j = \sum_{(x,z) \in [p] \times [r]} a_{x,j,z} \quad \text{and} \quad \gamma_k = \sum_{(x,y) \in [p] \times [q]} a_{x,y,k}.
$$

Then, the compositions $\alpha = (\alpha_1, \ldots, \alpha_p)$, $\beta = (\beta_1, \ldots, \beta_q)$, $\gamma = (\gamma_1, \ldots, \gamma_r)$ are called the 1-marginals of $A$. See, for example [7], where 3-dimensional binary matrices are called three-way statistical tables. For the applications we have in mind we assume, from now on, without loss of generality, that the 1-marginals are weakly decreasing. Otherwise we just permute 2-dimensional slices.

We denote by $M^*(\alpha,\beta,\gamma)$ the set of all 3-dimensional binary matrices with 1-marginals $\alpha$, $\beta$, $\gamma$, and by $m^*(\alpha,\beta,\gamma)$ its cardinality. A matrix $X \in M^*(\alpha,\beta,\gamma)$ is called a matrix of uniqueness [8], if $m^*(\alpha,\beta,\gamma) = 1$.

More on integral matrices 3.3 Let $\alpha$, $\beta$ be partitions of the same size and let $A = (a_{i,j}) \in M(\alpha,\beta)$. We say that $A$ is minimal [31] if there is no matrix $B \in M(\alpha,\beta)$ such that $\pi(B) \prec \pi(A)$, and we say that $A$ is $\pi$-unique if there is no other matrix $B \in M(\alpha,\beta)$ such that $\pi(B) = \pi(A)$. Suppose $A$ has size $p \times q$, and let $r$ be the maximum of the entries of $A$. The graph of $A$ is the 3-dimensional binary matrix $G(A) = (a_{i,j,k})$ defined, for all $(i,j,k) \in [p] \times [q] \times [r]$, by

$$
a_{i,j,k} = \begin{cases} 1 & \text{if } 1 \leq k \leq a_{i,j}; \\ 0 & \text{otherwise}. \end{cases}
$$

Note that, if $A \in M(\alpha,\beta)_\gamma$, then $G(A) \in M^*(\alpha,\beta,\gamma')$. Therefore,

$$
G : M(\alpha,\beta)_\gamma \longrightarrow M^*(\alpha,\beta,\gamma')
$$

is a well-defined injective map. If $X$ is the image $G(A)$ of a plane partition $A$, then $X$ is called the diagram of $A$ [26] or pyramid [32].

The next theorem relates the property of uniqueness for binary matrices to properties of integral matrices. Part of it was recently rediscovered by J. Stembridge (see [28, Thm. 6.44]).

Theorem 3.4 [31] Thm. 1] Let $\alpha$, $\beta$, $\gamma$ be partitions. Then $m^*(\alpha,\beta,\gamma') = 1$ if and only if there is a matrix $A \in M(\alpha,\beta)_\gamma$ that is minimal and $\pi$-unique. Moreover, if $A \in M(\alpha,\beta)$ is minimal and $\pi$-unique, then $A$ is a plane partition.

To the best of our knowledge, the first application of uniqueness to Kronecker coefficients is Theorem 1.1 in [34]. Here, we need only a particular case, which was recently rediscovered by J. Stembridge [28, Thm. 6.4].

Theorem 3.5 [34] Cor. 4.2] Let $A \in M(\alpha,\beta)_\gamma$ be a matrix that is minimal and $\pi$-unique. Then,

$$
g(\alpha,\beta,\gamma) = 1.
$$

Now we turn to the notion of additivity, which is fundamental for our main theorem. It appears already, with no name, in [35].
**Additive stability of Kronecker coefficients**

**Definition 3.6** Let \( A = (a_{i,j}) \) be a matrix of size \( p \times q \). Then, \( A \) is called *additive* [37, §6] if there exist real numbers \( x_1, \ldots, x_p, y_1, \ldots, y_q \) such that

\[
a_{i,j} > a_{k,l} \implies x_i + y_j > x_k + y_l,
\]

for all \( i, k \in [p] \) and all \( j, l \in [q] \). Even though the definition makes sense in general, we will be concerned only with matrices having nonnegative entries. In this section we work with matrices having integer entries, in Section 4 with matrices having real entries.

In the next example we illustrate the concepts of minimal, \( \pi \)-unique and additive (see Example 8 in [38]).

**Example 3.7** Let

\[
A = \begin{bmatrix}
3 & 3 & 1 \\
2 & 1 & 1 \\
2 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
4 & 4 & 1 \\
2 & 1 & 1 \\
2 & 0 & 0
\end{bmatrix} \quad \text{and} \quad C = \begin{bmatrix}
4 & 3 & 2 \\
3 & 1 & 0 \\
1 & 1 & 0
\end{bmatrix}.
\]

The three matrices \( A, B, C \) are plane partitions. The first one is minimal, but not \( \pi \)-unique. The matrix \( B \) is \( \pi \)-unique, but not minimal. Finally the matrix \( C \) is additive. To see this take \((x_1, x_2, x_3) = (7, 2, 0)\) and \((y_1, y_2, y_3) = (6, 3, 0)\).

Now we show some relations between being additive, minimal, \( \pi \)-unique and a plane partition. We start with the following result. Part of it was recently rediscovered by J. Stembridge (see [28, Prop. 6.9]).

**Theorem 3.8** [35, Thm. 2] Let \( A \in \text{M}(\alpha, \beta) \) of size \( 2 \times q \). Then, the conditions of \( A \) being a plane partition; minimal and \( \pi \)-unique; and additive are equivalent.

This result does not hold in general. Already, the matrix \( A \) in Example 3.7 is a plane partition that is not \( \pi \)-unique, and \( B \) is a plane partition that is not minimal. Obstructions for a plane partition \( A \) of size \( 3 \times 3 \) to be minimal and \( \pi \)-unique are given in [32, §5]. These correspond to the obstructions for additivity given by the arrow diagram in [25, Fig. 3] and its transpose. It is not difficult to show that these are all obstructions to additivity for a plane partition of size \( 3 \times 3 \) (see [24, Ch. 2]). Compare with Proposition 6.11 in [28]. We have however one implication.

**Theorem 3.9** [35, Thm. 6.1] Let \( A \) be an additive matrix, then \( A \) is minimal and \( \pi \)-unique.

The converse is not true (see [37, Ex. 7.4] and [25, §3]).

**Example 3.10** The matrix

\[
A = \begin{bmatrix}
5 & 5 & 5 & 4 & 4 \\
5 & 5 & 5 & 3 & 3 \\
3 & 3 & 1 & 1 & 0 \\
2 & 1 & 1 & 1 & 0 \\
2 & 1 & 0 & 0 & 0
\end{bmatrix}
\]

is minimal and \( \pi \)-unique but not additive.

Next result follows from Theorems 3.4, 3.8 and 3.9. Part of it also appears in [16].
Theorem 3.11 Let $A \in \mathbb{M}((\alpha, \beta), \gamma)$ be additive. Then $A$ is a plane partition and

$g(\alpha, \beta, \gamma) = 1$.

Examples 3.12 The following are additive matrices

$$A = \begin{bmatrix} r & \cdots & r \\ \vdots & \ddots & \vdots \\ r & \cdots & r \end{bmatrix}, \quad B = \begin{bmatrix} c + 1 & 1 & \cdots & 1 \\ 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix}, \quad C = \begin{bmatrix} k & k - 1 & \cdots & 2 & 1 \\ k - 1 & k - 2 & \cdots & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 2 & 1 & \cdots & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \end{bmatrix}.$$  

The graph of $A$ is a 3-dimensional box of size $p \times q \times r$; the graph of $B$ is called tripod, it has size $(a + 1) \times (b + 1) \times (c + 1)$ and 1-marginals $(b + c + 1, 1^a), (a + c + 1, 1^b)$, and $(a + b + 1, 1^c)$. The graph of $C$ is a pyramid of size $k \times k \times k$.

Example 3.13 Let $\alpha$ be a partition. Let $A$ be the only binary matrix in $\mathbb{M}((\alpha, \alpha'), \beta)$. Then $A$ is additive. For example, if $\alpha = (4, 2, 1)$, then

$$A = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}.$$  

To see that $A$ is additive take $x_i = \alpha_i$ and $y_j = (\alpha')_j$.

Symmetries of plane partitions 3.14 There is a group $T$ of order 12 of operations on plane partitions. These operations are very natural if we look at the graph or diagram of a plane partition. The group is generated by a rotation of order 3, a transposition of order 2 and a complementation of order 2, see [26, § 2]. It is not difficult to prove that these operations preserve additivity. Therefore, given any additive matrix, we can generate up to 12 different additive matrices.

Definition 3.15 We say that $(\alpha, \beta, \gamma)$ is an additive triple if there is an additive matrix $A \in \mathbb{M}((\alpha, \beta), \gamma)$. Using rotations and transpositions on $G(A)$ we obtain that $(\gamma', \alpha, \beta')$, $(\beta, \gamma', \alpha')$, $(\beta, \alpha, \gamma)$, $(\alpha, \gamma', \beta')$ and $(\gamma', \beta, \alpha')$ are also additive triples.

Theorem 1.1 can be reformulated by saying that any additive triple is stable. The converse is not true since the triple $(2, (2, 2), (2, 2))$ is stable [28], but not additive.

Remark 3.16 The additive triples $(\alpha, \beta, \gamma)$ and $(\gamma', \alpha, \beta')$ yield different stability properties. The identity $g(\lambda, \mu, \nu) = g(\lambda, \mu', \nu')$ and other symmetries of Kronecker coefficients are not enough to prove that they yield the same stability property, because, in general $(\mu + \beta') \neq \mu' + \beta'$.

Example 3.17 Let $\beta = (\beta_1, \ldots, \beta_h) \vdash n$. Then, $B = [\beta_1, \ldots, \beta_h]$ is an additive matrix and $(\beta, (1^n))$ is an additive triple. Hence, also $(\beta, \beta', (1^n))$ is an additive triple. This is Example 3.13.

Obstructions to additivity 3.18 There are also ways of proving that a matrix is not additive. In [25 Thm. 3.8] we showed that certain arrow diagrams are obstructions to additivity. While the case of two rows is fairly simple (Theorem 3.8), the general case is much more complex. We showed in [25, § 5] that there are infinitely many essentially different obstructions needed for deciding additivity of plane partitions with three rows.
4 Geometry of additive matrices

In this section we explain a geometric characterization of additivity from [21]. It will be central in our
proof of additive stability. We start by extending some notions defined for objects with integer entries to
objects with real entries. For a vector $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$, we denote by $\pi(a) = (a_{[1]}, \ldots, a_{[m]})$
the vector formed by the entries of $a$ arranged in weakly decreasing order. We say that $a$ is majorized by
$b = (b_1, \ldots, b_m)$ (see [10, 18]), and denote it by $a \preceq b$, if

$$
\sum_{i=1}^m a_i = \sum_{i=1}^m b_i, \quad \text{and} \quad \sum_{i=1}^k a_{[i]} \leq \sum_{i=1}^k b_{[i]}, \quad \text{for all} \; k \in [m].
$$

If $a \preceq b$ and $\pi(a) \neq \pi(b)$, then we write $a \prec b$.

Let $\alpha, \beta$ be two partitions of the same size. Denote by $T(\alpha, \beta)$ the set of all matrices with nonnegative
real entries, row-sum vector $\alpha$ and column-sum vector $\beta$. $T(\alpha, \beta)$ is called a transportation polytope.
We say that a matrix $A \in T(\alpha, \beta)$ is real-minimal [21], if there is no other matrix $B \in T(\alpha, \beta)$ such that
$\pi(B) \prec \pi(A)$.

**Theorem 4.1** [21, Thm. 6.2] Let $A \in T(\alpha, \beta)$. Then $A$ is additive if and only if $A$ is real-minimal.

Let $a \in \mathbb{R}^m$ and $\rho \in S_m$. Denote by $a_\rho$ the vector $(a_{\rho(1)}, \ldots, a_{\rho(m)})$. The permutohedron determined
by $a$ is the convex hull of the set of all vectors obtained by permuting the entries of $a$:

$$
P(a) = \text{conv}\{a_\rho \mid \rho \in S_m\}.
$$

In order to state our next results, we denote, by $M_{p,q}$ the set of all matrices with real entries of size $p \times q$
and define a linear isomorphism $\Phi : M_{p,q} \rightarrow \mathbb{R}^{pq}$, for each $A = (a_{i,j})$, by

$$
\Phi(A) = (a_{11}, a_{12}, \ldots, a_{1q}, a_{21}, a_{22}, \ldots, a_{2q}, \ldots, a_{p1}, a_{p2}, \ldots, a_{pq}).
$$

We have the following characterization of real-minimality.

**Proposition 4.2** [21, Cor. 5.2] Let $A \in T(\alpha, \beta)$. Then $A$ is real-minimal if and only if $P(\Phi(A)) \cap \Phi(T(\alpha, \beta)) = \{\Phi(A)\}$.

Next result is fundamental in our proof of additive stability. It is a consequence of Theorem 4.1 and
Proposition 4.2.

**Theorem 4.3** Let $A \in T(\alpha, \beta)$. Then $A$ is additive if and only if

$$
P(\Phi(A)) \cap \Phi(T(\alpha, \beta)) = \{\Phi(A)\}.
$$

The following example disproves Conjecture 6.7 in [28].

**Example 4.4** Let

$$
A = \begin{bmatrix}
5 & 5 & 5 & 4 & 4 \\
5 & 5 & 5 & 3 & 3 \\
3 & 3 & 1 & 1 & 0 \\
2 & 1 & 1 & 1 & 0 \\
2 & 1 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
X = \begin{bmatrix}
0 & 0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1 & 0 \\
-1 & -1 & 0 & 2 & 0 \\
1 & 0 & -1 & 0 & 0
\end{bmatrix}.
$$
The matrix $X$ comes from the obstruction to additivity given in [25, Fig. 4]. Let $\alpha = (23, 21, 8, 5, 3)$, $\beta = (17, 15, 12, 9, 7)$. Since the row-sum and column-sum vectors of $X$ are zero, $A$ and $A - \frac{1}{2}X$ are elements of $T(\alpha, \beta)$. We know, by Example 3.10, that $A$ is minimal and $\pi$-unique. One easily checks that $\pi(A - \frac{1}{2}X) \prec \pi(A)$. Therefore $A$ is not real minimal. Hence, $P(\Phi(A)) \cap \Phi(T(\alpha, \beta))$ has only one integer point, but it is not 0-dimensional.

5 Sketch of the proof of additive stability

For each convex polytope $P$ let us denote by $\#P$ the number of integer points in $P$.

Next result follows from Theorem 3.3 and a close analysis of the convergence of the sequence of polytopes $\{P(\frac{1}{2}\nu + \gamma) \cap \Phi(T(\frac{1}{2}\lambda + \alpha, \frac{1}{n}\mu + \beta))\}_{n \in \mathbb{N}}$ to $P(\gamma) \cap \Phi(T(\alpha, \beta))$ in the Hausdorff metric.

**Theorem 5.1** Let $A \in M(\alpha, \beta)_\gamma$ be additive. Then, for any triple of partitions $\lambda$, $\mu$, $\nu$ of the same size, the sequence of integers

$\{\#P(\nu + n\gamma) \cap \Phi(T(\lambda + n\alpha, \mu + n\beta))\}_{n \in \mathbb{N}}$

is weakly increasing and bounded from above.

The proof of additive stability combines Theorem 5.1 and Proposition 5.2 in [28] and a well-known formula for the Kronecker product of two permutation characters.

6 Relation between Stembridge’s hypothesis and additivity

In this Section we show the relation between Stembridge’s hypothesis [5] and additivity.

**Theorem 6.1** Let $A \in M(\alpha, \beta)_\gamma$ be an additive matrix. Then, $\langle \phi^{n\alpha} \otimes \phi^{n\beta}, \chi^{n\gamma} \rangle = 1$, for all $n \in \mathbb{N}$.

If $\langle \phi^{n\alpha} \otimes \phi^{n\beta}, \chi^{n\gamma} \rangle = 1$, for all $n \in \mathbb{N}$, we cannot assure the existence of an additive matrix in $M(\alpha, \beta)_\gamma$ (see Example 6.3). But we can prove.

**Theorem 6.2** Let $\alpha$, $\beta$, $\gamma$ be partitions of the same size. If $\langle \phi^{n\alpha} \otimes \phi^{n\beta}, \chi^{n\gamma} \rangle = 1$, for all $n \in \mathbb{N}$. Then, there is a unique matrix $A \in P(\gamma) \cap M(\alpha, \beta)$. Besides $A$ is additive and $K_{\gamma, \pi(A)} = 1$.

Compare with Theorem 6.1 in [28].

**Example 6.3** Let $\alpha = (7, 1)$, $\beta = (5, 3)$ and $\gamma = (4, 4)$. We will show that $\langle \phi^{n\alpha} \otimes \phi^{n\beta}, \chi^{n\gamma} \rangle = 1$, for all $n \in \mathbb{N}$, and that there is no additive matrix in $M(\alpha, \beta)_\gamma$. First, note that $M(\alpha, \beta)_\gamma = \emptyset$. Hence, the second assertion holds. For each $t \in \mathbb{N}$, let $X_t = \left\lfloor \frac{4n + t}{n - t} \right\rfloor$. Then, $M(n\alpha, n\beta) = \{X_t \mid 0 \leq t \leq n\}$. The only $t$ for which, $\pi(X_t) \leq n\gamma$, is $t = 0$. The first assertion follows from $K_{\gamma, \pi(A)} = 1$.

We also obtain a new characterization of additivity.

**Theorem 6.4** Let $A$ be a plane partition. Then $A$ is additive if and only if $nA$ is minimal and $\pi$-unique, for all $n \in \mathbb{N}$.

**Example 6.5** Let $A$ and $X$ be defined as in Example 4.4. We now that $A$ is minimal and $\pi$-unique, but not additive (Example 3.10). Besides $2A$ is not minimal because $\pi(2A) < \pi(2A)$. 
7 Relations between additive stability and other stability known results

In this section we explore the relation of previous stability known results to additive stability.

Let us consider the additive triples \((\{|\alpha|\}, \alpha, \alpha)\) and \((\alpha, \alpha', \{1|\alpha|\})\), see Example [3.17]. Practically, all known stability properties follow from Theorem 1.1 applied to some instance of one of these triples, together with some symmetry of Kronecker coefficients. In other words, every known stability property is related, up to symmetry of its graph (Paragraph 3.14), to some particular case of the additive matrix from Example [3.17], or equivalently, to some particular case of the additive matrix from Example [3.13]. The power of additive stability is that we can construct very easily many other examples of additive matrices, thus producing new instances of stability. However, the method of proof of this theorem does not produce an explicit bound \(L\) for stability.

Murnaghan’s stability (1) follows from \(\alpha = (1)\). The stability from equation (4), which includes (2) as a particular case, follows, in case \(n_1 = \cdots = n_t\), from Theorem 1.1 applied to the additive triple \((\{|\alpha|\}, \alpha, \alpha)\) together with the symmetry \(g(\zeta, \eta, \theta) = g(\eta, \theta, \zeta)\). The diagrammatic method from [40] provides better results in the case of the triple \((\{|\alpha|\}, \alpha, \alpha)\), because it gives very precise bounds for stability and also because it permits to consider independent parameters \(n_1, \ldots, n_t\) in equation (4).

Finally, the stability property from equation (5) follows from Theorem 1.1 applied to the additive triple \((\alpha, \alpha', \{1|\alpha|\})\) in the particular case in which \(\alpha = (q^r)\) is a rectangular partition, together with a symmetry of Kronecker coefficients. Formula (5) gives, under some conditions, a very good bound for stability, which is useful in some applications (see [39, §5]).
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