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1 Introduction

In classical scheduling, a set of tasks is executed once while the determined schedule optimizes objective functions such as the makespan or earliness-tardiness. In contrast, cyclic scheduling means performing a set of generic tasks infinitely often while minimizing the time between two occurrences of the same task. Cyclic scheduling has several applications, e.g. in robotic industry, in manufacturing systems or multiprocessor computing. It has been studied from multiple perspectives, since there exist several possible representations of the problem such as graph theory, mixed integer linear programming, Petri nets or $(\max, +)$ algebra. An overview about cyclic scheduling problems and the different approaches can be found in [Hanen and Munier, 1995a] and [Brucker and Kampmeyer, 2008]. However, few works have tackled the robust version of this problem although the literature for robust classical scheduling problem is large. In this paper, we consider a subset of tasks that have variable processing times. Besides, the minimum processing time and the maximum processing time of these tasks are known. We propose a method that finds the schedule which minimizes the expected cycle time. We show that the evaluation of a schedule can be considered as a volume calculus of polyhedron. More precisely, for each schedule we derive a set of polyhedron and the integral calculus (based on the Vinci library [Bueler et al., 2000]) of their volume leads to an evaluation of the performance of the considered schedule. This approach enables to derive a branch and bound procedure to choose the best schedule in the sense of the smallest cycle time with respect to the variability of the processing times.

2 Cyclic scheduling problems

The basic cyclic scheduling problem (BCS) involves generic tasks and precedence constraints between tasks but no resource constraints are considered. In this problem, a set of \textit{n generic operations} are processed in parallel by an unbounded number of machines and there is a set of \textit{q} precedence constraints. We denote this set \(A = \{ a_1, \ldots, a_q \} \) where \(a_i\) corresponds to a constraint represented by a triple \((i, j, h)\). More precisely, the \textit{uniform constraint} \((i, j, h)\) means that

\[ s_i(k) + p_i \leq s_j(k + h), \quad \forall k \geq 1 \]

where \(s_i\) denotes the beginning of the operation \(i\) and \(p_i\) is the processing time of \(i\). In this framework, the asymptotic cycle time \(\alpha(S)\) is usually minimized (with \(S\) a feasible schedule). Equivalently we can aim at maximizing the throughput \(r(S) = \frac{1}{\alpha(S)}\).

We focus on the 1-periodic schedules (or periodic schedules in short). These schedules are characterized by a period \(\alpha\) such that

\[ s_i(k + 1) = \alpha + s_i(k), \quad \forall i \in T, \quad \forall k \geq 1, \]
where $\mathcal{T}$ is the set of tasks to perform.

For our concern, we are interested in the cyclic job shop problem (CJSP). In this case, tasks are \textit{a priori} mapped onto machines and the number of machines is smaller than the number of tasks to perform. More precisely, a cyclic job shop is defined by

- a set $\mathcal{T}$ of elementary tasks,
- a set $\mathcal{R}$ of machines,
- for each task $t \in \mathcal{T}$, a processing time $p_t$ and a machine $m_t \in \mathcal{R}$ on which the task has to be performed,
- a set of jobs $\mathcal{J}$ corresponding to a production sequence of elementary tasks. More precisely, a job $J_1$ defines a sequence $J_1 = t_{11} \ldots t_{1k}$ to be executed in that order.

A directed graph $G = (V, E)$ can be associated with a CJSP such that a node (resp. an arc) of $G$ corresponds to a task (resp. constraints) in the CJSP. Each arc $(i, j)$ of $G$ is equipped with two values $L_{ij}$ and $H_{ij}$. Two kinds of arcs can be differentiated.

The uniform arcs are built by considering the precedence constraints of tasks belonging to the same job. For instance, the sequence $t_i t_j$ in a job leads to an arc $(i, j)$ of $G$ labeled with $L_{ij} = p_i$ and $H_{ij} = 0$.

A disjunctive pair of arcs $(i, j)$ and $(j, i)$ occurs when the task $i$ and the task $j$ are mapped on the same machine. In this case, $L_{ij} = p_i$, $L_{ji} = p_j$ and we have $K_{ij} + K_{ji} = 1$ (see [Hanen, 1994] for further details). Two dummy nodes are introduced in the model. More precisely, $s_{s}(k)$ represents the start of an occurrence $k$ and $s_{e}(k)$ represents the end of this occurrence. The arc between these two nodes is valued with no processing time and with a positive height denoted $H^*$.

Since we want to minimize the cycle time $\alpha$ of the process, we consider the earliest functionning rule. It leads to:

\[ s_{e}(k) = s_{e}(k - H^*) = -\alpha H^* + s_{e}(k) \]  

(1)

It means that the occurrence number $k$ can start after the end of the occurrence number $k - H^*$. Hence, $H^*$ describes the maximum Work In Process (WIP) of the system. Several works in the literature aim at minimizing this quantity but in our case, we consider a fixed value for $H^*$.

A schedule is an assignement of all the occurrence shifts. A well known result in cyclic scheduling is that the minimum cycle time of the system is given by the maximum mean cycle of the graph that is defined by

\[ \alpha = \max_{c \in C} \rho(c) \]

where

\[ \rho(c) = \frac{\sum_{(i,j) \in c} L_{ij}}{\sum_{(i,j) \in c} H_{ij}} \]

and $C$ is the set of all circuits in $G$.

Previous studies of this problem have shown the problem is NP-hard ([Hanen, 1994]) for throughput maximization. One can find the description of two classical methods of performance evaluation of cyclic job shop in [Hanen and Munier, 1995a]. The first one is based on graph theory. In this framework, the throughput computation problem of a cyclic job shop schedule becomes the search of maximum circuit ratio in a graph. The second approach considers the job shop as a (max, +)-linear system. Then, the spectrum of the evolution matrix of the system gives the cycle time. In both approaches, the complexity of the evaluation of the cycle time is the same (polynomial).
3 Varying processing times and critical circuit

Tasks are often subject to uncertainties that have a negative impact on the activity duration. In this part, we consider that a subset of tasks are subject to uncertainties but we know the minimum processing time and the maximum processing time. First we show that the critical circuit is a variable element.

Let us consider a task \( i \) such that \( p_i \in [p_i, \overline{p}_i] \) with \( p_i = p_i + \delta_i \) where \( \delta_i \in [0, \overline{p}_i - p_i] \) is the variation and \( C \) is a circuit that involves the task \( i \). The mean cycle of \( C \) is then a function of \( \delta_i \) and we have

\[
\alpha_C(\delta_i) = \frac{\sum_{(i,j)\in C} L_{ij}}{\sum_{(i,j)\in C} H_{ij}} + \frac{\delta_i}{\sum_{(i,j)\in C} H_{ij}}.
\]

If the critical circuit does not include the task \( i \), the mean value of the critical circuit is not affected by this variation but if we consider a variation \( \delta_i \) big enough, the circuit \( C \) could become the critical circuit of the graph. The cycle time of the schedule is then defined by \( \alpha(p_i) \) where \( \alpha(\cdot) \) is piecewise affine since several circuits can become critical when \( p_i \) is increasing. An illustration of a function \( \alpha(\cdot) \) is drawn in fig. 1. We can distinguish that three circuits can be critical according to \( p_i \).

In order to measure the quality of a schedule \( S \) with respect to this variation, we can consider the following integral:

\[
V(S) = \int_{p_i}^{\overline{p}_i} \alpha(p_i) dp_i.
\]

The above reasoning still holds if more than one task are time varying and the integral calculus is computed with the Vinci library [Bueler et al., 2000].

Note that \( \frac{1}{p_i - p_i} \int_{p_i}^{\overline{p}_i} \alpha(p_i) dp_i \) is the mean value of the cycle time over the variation of \( p_i \). The function \( \alpha(\cdot) \) is built from an exact enumeration of circuits that involves the task \( i \). The enumeration of these circuits is difficult and Tarjan’s algorithm [Tarjan, 1973] or Johnson’s algorithm [Johnson, 1975] are used in this purpose.

Fig. 1. The cycle time is a function of the variation of the task \( i \).

4 A branch and bound method to compute the best schedule

In this part, we design a method to find the schedule \( S_{opt} \) with minimum volume \( V(S_{opt}) \). We assume that the set of varying duration tasks is known and bounds are available for each of these durations. First we compute all the circuits that involve one or more
varying duration task. It is a necessary step to build $V(S)$ as the cycle time can move from a circuit to another as we discussed in the previous section.

The same branch and bound scheme as in [Fink et al., 2012] can be used for solving this problem. More precisely we start by considering the problem with no disjunction constraints (that is an obvious relaxation of the problem) but only the uniform constraints. It is equivalent in the scheduling problem to consider that each task is performed on an individual machine. The set of linear constraints builds a polyhedron and we can compute its volume with the Vinci library. Then we separate the search space by fixing one of the disjunctions, i.e. we set value to $K_{ij}$ and $K_{ji}$ for tasks $i$ and $j$ mapped on the same machine. A lower bound of the minimal volume is achieved by computing the volume of the current node. When all the occurrence shifts are fixed a complete schedule is obtained. The best solution of the procedure corresponds to the schedule with lowest volume of the polyhedron generated. As we have noticed in §3, this schedule is also the schedule with the minimal mean value.

5 Conclusion

We use a set of random instances to test the procedure. Until now tests have been processed with a number task from 10 to 15 tasks on 5 machines and 3 jobs. For each instance from 2 to 6 tasks have a varying processing time. All the instances (40) with 10 tasks were solved rapidly (less than 20 seconds) however only 11% of the instances with 15 tasks were solved optimally in less than 10 minutes. Moreover this procedure has potential for improvement and should be subject to future research to achieve better results. We also plan to consider other criteria such that maximizing the number of scenarios (a scenario is an instantiation of all the varying processing times) such that the cycle time is below a given level or maximizing the range of value $\delta_i$ around a point of interest such that the cycle time is unchanged. This last criterion is in accordance with the definition of robustness since it leads to a schedule that is the most insensitive to data uncertainty.
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