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Terence Bayen*, Francis Mairet!

June 16, 2016

Abstract

In this work, we study a minimal time control problem for a perfectly mixed continuous culture with
n > 2 species and one limiting resource. The model that we consider includes a mutation factor for the
microorganisms. Our aim is to provide optimal feedback control laws to optimize the selection of the
species of interest. Thanks to Pontryagin’s Principle, we derive optimality conditions on optimal controls
and introduce a sub-optimal control law based on a most rapid approach to a singular arc that depends
on the initial condition. Using adaptive dynamics theory, we also study a simplified version of this model
which allows to introduce a near optimal strategy.

Keywords. Process control. Biotechnology. Chemostat model. Optimal feedback. Pontryagin Maximum
Principle. Singular control.

1 Introduction

Continuous culture can be used to select through competition microorganisms of interest from a pool of species
(initially present or appearing through mutations) [15, 18]. In a chemostat (i.e. with a constant dilution rate),
the competitive exclusion principle (see [23]) states that the species which can grow at a rate equal to the
dilution rate with the smallest substrate concentration survives whereas the others disappear as time goes to
infinity. Thus, this operating mode allows species selection. The question, then, is whether it is possible to
drive the competition between species in order to speed up the selection process. Based on optimal control
theory, our aim is to find an optimal dilution strategy in order to minimize the time to reach a certain target
where a given species is predominant.

This problem has been tackled in [1] in the case of two species. For this minimum time control problem,
it is shown that the optimal strategy is of type Bang-Singular with at most one switching point, i.e. it is the
concatenation of a bang arc (for which the control is extremal) and of a singular arc (for which the control is
not extremal). The singular arc consists in the regulation of the substrate (i.e. an auxostat) at a set-point
corresponding to the maximum of the difference between the growth rates of both species. Considering a more
realistic framework of a selection process, we study in this paper the case of n > 2 species with mutations: each
species i gives rise to neighbor species i — 1 and i + 1. We use the Pontryagin Maximum Principle (see [22])
to derive necessary optimality conditions on optimal controls, and we show that any singular arc is contained
in a hyperplane of the state space corresponding to a constant substrate concentration ¢. This allows us to
propose a feedback control law of type Bang-Singular as in the case n = 2. We present numerical simulations
obtained by a direct method that validate the proposed control law based on a most rapid approach to a
singular arc (see [1, 7]). For n > 3 and contrary to the case n = 2, the singular arc may depend on the initial
condition i.e. the value of ¢ depends both on the characteristics of the system and on the initial condition.
This phenomenon has been also encountered in [14] for the optimization of a fed-batch system. An alternative
approach to the determination of o is to use adaptive dynamics (see [10, 11]). This will allow us to provide a
near optimal strategy that can be useful for a practitioner.

The paper is organized as follows. After the problem statement (Section 2), we apply in Section 3 the
Pontryagin Maximum Principle to derive optimality conditions on the problem and we tackle the determination
of an optimal value o for the singular arc using second order necessary conditions (see [4, 17]). We also provide
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numerical simulations to validate the proposed control law based on a most rapid approach to a singular arc
that depends on initial conditions. In the last section, we propose a near-optimal strategy for a simplified
model derived from the adaptive dynamics theory which can be easily implemented and also overcomes the
difficulty to obtain an optimal value of ¢ along a singular arc.

2 Statement of the problem

We consider the growth of n species (with concentration z;, 1 < i < n) in competition for one limiting
substrate (with concentration s) in a chemostat model (see [23]). Assuming small mutations with a constant
mutation rate a < 1 (i.e. mutations of species i creates species i — 1 and ¢ 4+ 1), the mutation-selection process
can be represented by the following controlled system:

{ By = (pi(s) —w)r; + alwipr +xio1) — 20,74, (2.1)

5 == Z1gjgn i (8)xs + u(sin — s),
where 1 < ¢ < n and the convention zg = x,41 = 0. The parameter a; is defined by:

. Joa/2 if ie{ln},
YTV e if ie{2..,n—1}

Here, s;, is the input substrate concentration, u is the dilution rate (which is the control variable in this
setting), p; is the specific growth rate of species i, and we have considered adimensioned yield coefficients.
System (2.1) can be seen as an approximation of the population dynamics model

{ dhx(t,p) = (u(st), o) —u)x(t,p) + alyz(t, p),

= Js 1(s(t), 9)a(t, @)deo + u(sin — 5(t)),

5 (2.2)

where x(t, ) stands for the distribution of a phenotypic trait ¢ € R?, p1 is the growth rate function depending
on s and ¢, and the diffusion term A,z (t, ) represents mutations (here o > 0). Such kind of model has been
widely used in adaptive dynamics in order to represent and analyze evolution by selection and mutations (see
e.g. [19, 21]).

As a case study, we consider the following hypotheses on the specific growth rates (see Fig. 1):

(H1) The growth functions of the species for (2.1) are of Monod type:

L 1<i<n, (2.3)

where i > 0 is the maximum growth rate and 0 < k1 < ko < ... < k,, are the half-saturation constants.

This hypothesis is based on experimental observations in chemostat cultures: the mutation-selection process
can increase the number of substrate transporters and thus decrease the half-saturation constant k; (see e.g
[13, 20]).

It is convenient to introduce the variable M defined by M := s+ 3, _,, x; which represents the total
mass of the system. By differentiating M w.r.t. ¢, one finds:

M = u(sin — M). (2.4)
Therefore the set E defined by

b= {(;v,s) €RL x -+ xRL x[0,8in] ; s+ Z x; :sm}, (2.5)

1<j<n

is invariant and attractive for system (2.1). For sake of simplicity, we consider initial conditions in this set, so
the system can be reduced as follows:

ii = (,U,,(S) — U)Iz + Q(I‘H_l + xi—l) — 20,@17,’, (26)
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Figure 1: Picture Left: Specific growth rate for the initial strain (in blue) and the selected strain (in red) after
ten days of chemostat culture [20]. Picture right: Specific growth rate u; for n = 20 species.

where 1 < i <n and s = s;, — Zl<j<n x;. Initial conditions for (2.6) are taken within the invariant set F
defined by o

F::{xeRﬁ; 0< Z xjgsm}.
1<j<n

Given 7 > 0 we also consider the following set of initial conditions F;, defined by:
Fn::{xGF; x1 >n and z; >0, 2§i§n}.

It will be useful when studying the system without mutations (i.e. when a = 0). In this case, we will assume
that the concentration of the first species is initially over a given threshold (but all the species do not need to
be present initially). The set of admissible controls is defined by:

U :={u:[0,400) = [0, Umas]| ; © meas.}, (2.7)

where 4, denotes the maximal dilution rate. Without any loss of generality we suppose that um,q.; = 1.
Next, we consider that the dilution rate can be chosen large enough in order to compete the growth of the
species which amounts to do the following hypothesis:

(H2) The parameter [ is such that i < 1.
The target set 7 is then defined by:

T = {xEF; Z kja; <k Z xj}, (2.8)

1<j<n 1<j<n

where k1 < -+ < kp < k< kpy1 < --- < ky, with p € {2,...,n — 2}. Tt corresponds to the selection of a
population with a low weighted averaged half-saturation constant k:

- 213 j<n kjx; -
k:=—————"-<k.
Zlg j<nTj

The optimal control problem can be now stated as follows. Given an initial condition 2° = (29, ...,2%) € F,

our aim is to find a control u € U steering the solution z,,(-) of (2.6) from z° to the target 7 in minimal time:
inf T, st. z,(T,) €T, (2.9)
uel

where T, € [0,+0c0] is the first entry time into the target 7. If possible, one would like to obtain a feedback

control law driving (2.6) in minimal time to the target 7.

Let us now discuss the existence of an optimal control for (2.9). Without mutation (i.e. when a = 0),
the competitive exclusion principle (see [23]) implies that for a constant value for the control u < p1(8;y), we
have:

lim z1(¢) >0 and lim z;(t) =0, >1 (2.10)

t——+oo t——+o0



This property then provides a strategy that steers any initial condition to the target set in finite horizon (as
k1 < l::) With mutations, it has been shown in [9] that the washout is the unique steady state on the boundary
of R, i.e. there are no mono-species steady-states. Nonetheless, in the limit of small mutations, it was proved
in [19] that the population converges towards dirac masses on a structured model of species competition. In
our case study, we give the following controllability result.

Proposition 2.1. Given n > 0, there exists ag > 0 such that for any mutation rate a satisfying 0 < a < ay,
the target is reachable from any initial condition in F.

Proof. Let € > 0 be such that k—¢e> ks and T2 C T be defined by:

Te = {mEF; Z kjz; < (k—¢) Z xj}. (2.11)

1<j<n 1<j<n

First step: study of the case a = 0. For any initial condition 2° € F,), any constant control @ < p1 () steers
the unique solution of (2.6) with @ = 0 from z° to the set 7. in a finite time 75(2°). This follows using the
competitive exclusion principle as k1 < k — ¢ (see [23] and recall (2.10)). Moreover, for any initial condition
in F,, we can utilize the same value of the control (i.e. w = u). Now, the mapping 2" — 75(2") can be
interpreted as the first entry time into the target 7.. Therefore it corresponds to the minimal time function to
reach 7; from 2° with (2.6) and where the set of admissible controls is reduced to the constant control equal
to @. Using standard regularity results for the value function (see [6]), the mapping 7 is continuous over F,
which is a compact subset of R". Hence, 7 is bounded over this set and thus there exists T' > 0 such that for
any ¥ € F,, the solution of (2.6) with a = 0 reaches 7; in time less or equal than 7'

Second step: study of the case a # 0. The dynamics (2.6) depends linearly on the parameter a > 0. By
classical results of differentiable dependance w.r.t. parameters for the solutions of an ordinary differential
equation, the mapping a — z(T,2°, a) is of class C! (where x(-,2°,a) denotes the unique solution of (2.6)
starting from z% at ¢t = 0). We deduce that for 1 < i < n, one has:

8.131‘ T 0
%(T,xo,a) —/0 gi(z(t, 2", a)) dt,

where g;(x) := z;41 + ;-1 — 22; for 2 < i < n, g1(x) = x2 — 21, and g,(x) = 2,1 — z,. As trajectories lie
in the set F', one has 0 < x;(t) < s;, for any time ¢ > 0 and for 1 < i <n. Thus, one finds:

| (T, ¥ a) — x;(T, x0,0)| < sup
a>0

<ATsiplal, 1<i<n.

T
/ gi(x(t,2°,a)) dt
0

In particular, there exists ag > 0 such that for any a € R, one has:
0<a<a = Va'eF, xz(T,2°a)c Ts.

It follows that for any a € [0, ag|, any solution of (2.6) starting in F;, has reached the target set 7 in time less
than T which ends the proof. O

Remark 2.1. (i) We point out the fact that if a = 0 and x;(0) = 0 for 1 < i < p, then the target cannot be
reached by (2.6) with a = 0. Thus, the reasoning above does not hold any more. This explains the choice of
taking initial conditions in the set F).

(ii) If now 9 > 0 but 2° ¢ F,, then the previous proof shows that the system can reach the target in a finite
horizon T > 0. However, T could be arbitrarily long in this case as 13 can be very small. Nevertheless, it is
still possible to apply the reasoning above to show that for a fized initial condition z° € F such that 29 > 0,
then if a is small enough the system (2.6) will reach the target in a finite horizon. In that case, ag is not

uniform (i.e. it depends on initial conditions).

We now investigate optimal strategies steering (2.6) in minimal time to the target set T.



3 Optimality results

3.1 Pontryagin Maximum Principle

In this part, we derive necessary optimality conditions for problem (2.9) using the Pontryagin Maximum
Principle (PMP), see e.g [22]. First, the existence of an optimal control for problem (2.9) follows directly from
Fillipov’s Theorem (see e.g [8]) using standard compactness arguments and the fact that the target can be
reached from any initial condition in F), (7 > 0) (this is guaranteed by Proposition 2.1 at least when a is small
enough). Recall now that the normal cone N¢(x) to a non-empty closed convex set C' C R™ is defined at some
point z € C by N¢(z) :={y € R", (y,c—x) <0, Vc € C} where (-,-) denotes the usual scalar product over
R™. We denote by H : R x R" x R x R — R the Hamiltonian associated to (2.9), that is:

H=H(zAnu) = Y N(u(s)z; +a(wj 1 +zi0) = 2a5m5) —u Y N+,
1<j<n 1<j<n

where A = (Aq,--+,A,) denotes the adjoint vector. Let u € U an optimal control, z(-) the corresponding
trajectory starting from a point z° € F, and T, the terminal time corresponding to the control . Then, there
exists an absolutely continuous function A : [0,7,] — R™ and n < 0 such that the following conditions are
satisfied:

e The pair (A\,n) is non-trivial i.e.:

(A(),m) # 0. (3.1)

e With the convention that A\g = A,11 = 0, the adjoint vector satisfies almost everywhere the adjoint

equation on [0, T,]: A\i(t) = — 95 (2(t), A(t),m,u(t), 1 < i < n, or equivalently

A= =Ai(pi(s) —u) — a(hiy 4 Nig1) + 20 M+ > Apf(s)z;, 1<i<n. (3.2)

1<j<n

e The control u satisfies the maximization condition almost everywhere on [0, T,]:

u(t) € arg ax, H(x(t), A(t),n,v). (3.3)

e The adjoint vector satisfies the transversality condition at the terminal time T, (see e.g. [24]):

NTy) € —=N7(z(T,)). (3.4)

We call extremal trajectory a quadruplet (z, A\, n,u) satisfying (2.6)-(3.2)-(3.3). If n < 0, resp. n = 0, then
we say that the extremal is a normal extremal, resp. an abnormal extremal. In the normal case, we can
always assume that 7 = —1 by homogeneity of the Hamiltonian and the linearity of (3.2). As the system is
autonomous, the Hamiltonian is conserved along any extremal trajectory, moreover the value of H is zero as
the terminal time is free. Hence, any extremal trajectory satisfies:

H(x(t), A(t),n,u(t)) = 0. (3.5)
for any time ¢ € [0,7,]. The switching function ¢ associated to the control u is defined by:
OH

ou
1<j<n

From (3.3), we obtain the following control law. For a.e. t € [0,T,] one has:

o) >0 = wu(t)=1,
p(t) <0 = wu(t)=0, (3.7)
o(t) =0 = wu(t)€[0,1].

If the control u is non-constant in any neighborhood of a point g, then we say that ty is a switching point
which implies that ¢(tg) = 0. A singular arc is a time interval I = [t1,t3] where the switching function ¢



vanishes over I. We then say that the trajectory is singular on the interval I (see [4, 17]). The singular control
is defined as the control us(-) such that the associated trajectory is singular (its expression can be obtained
by differentiating twice ¢ w.r.t. ¢ in the case of a singular arc of order 1, see [4, 17]). We say that the singular
arc is admissible provided that ug € [0, 1] over I. If the switching function is such that ¢ > 0, resp. ¢ < 0 on
a time interval I, then we say that the trajectory contains a bang arc B, resp. a bang arc B_. The behavior
of ¢ is important to study the optimal trajectories. By differentiating the switching function w.r.t. ¢, we find
that gb satisfies:

¢ = —(8in — 5) Z Ajiy(s)a, (3.8)

1<j<n

over the interval [0, T,]. Let us now explicit the transversality condition. As the boundary of T is a hyperplane,
the adjoint vector at the terminal time is given by

ki —k
MTy) = —« : , (3.9)

kn —k
where a € Ry. Using that x(7,,) belongs to the boundary of the set 7, we find that
o(T,) =0. (3.10)

Hence, the switching function vanishes at the first entry time into the target. As a consequence, it can be
expected that an optimal trajectory is singular in a left neighborhood of the terminal time T, in order to
satisfy the transversality condition (3.10).

3.2 Characterization of the singular arcs

Singular arcs are of particular interest in the optimal synthesis of the problem. In fact, we will see that the
singular control can be expressed in feedback form (that is, us will be written in terms of the state variables
only). Moreover, they provide a feeding strategy steering (2.6) to the target set. In the next proposition, we
give a geometric characterization of singular arcs.

Proposition 3.1. Suppose that an extremal trajectory contains a singular arc on a time interval I := [tq,ts].
Then, there exists o € (0, $in) such that for any time t € I we have s(t) = o.

Proof. Consider an extremal trajectory defined over a time interval [0,7] and suppose that there exists a
time interval I = [t1, ta] where ¢ is zero. Then, by differentiating ¢ w.r.t. ¢, we obtain:

D Am(t)u(s() =0, (3.11)

1<j<n

for any time ¢ € I. Suppose now that there exists tg in the interior of I such that $(¢p) # 0. By standard
results in optimal control theory (see e.g [5]) we know that a singular control is smooth in a neighborhood of ¢,
in I. Thus, $ is continuous in a neighborhood V of ¢y and we deduce that $(¢) # 0 for ¢t € V. By differentiating
(3.11) w.r.t. ¢t and using the fact that § # 0 in V, we find that

> il (g (s(0) = 0. (3.12)
1<j<n
By induction, it follows that for any ¢ € V we have:
> AW O (s() =0, 1<k <n, (3.13)
1<j<n

(k)

where s — p; (s) is the k-th derivative of p; w.r.t. s. Now, let us define a map y : ¥V — R”™ by:

y(t) == M)z (D), -, An(t)za (D)),

and a matrix A(s) = (ak,;(5))i<k,j<n € Mn(R) by ag ;(s) := u§k)(s). From (3.13), we find that for any time
t €V, y(t) is in the kernel of A(s(t)). Now, as the p; are rational fractions linearly independent (see (H1)),



the equation det(A(s)) = 0 has at most a finite number of solutions over R. If Z denotes the set of solutions
of the algebraic equation det(A(s)) = 0, then by reducing V if necessary, we can find a neighborhood V' of ¢
where y(t) € ker A(s(t)) and s(t) ¢ Z for any time ¢ € V'. Therefore, the vector y(¢) must be zero in V' i.e.
we must have A =0 on V’. As the adjoint equation is linear w.r.t. A, we obtain that X is zero along [0, T,,]. If
7 is non-zero, then we obtain a contradiction with H = 0. We deduce that n must be zero and we have again
a contradiction with the PMP as we would have (n,A) = 0. Thus one has $(¢t) = 0 for every time t € I. As
t — ug(t) is smooth over I, we deduce that s is constant over I which ends the proof. O

Hereafter, we will denote by S, a singular arc corresponding to a constant substrate concentration s = o
over a time interval I, which corresponds to an auzostat (see e.g [2]). In the invariant manifold F, a singular
arc corresponds also to a turbidostat (i.e. a constant biomass concentration). These operating modes are
commonly used for strain selection (see e.g [2]). We now show that a singular arc is always admissible:

Corollary 3.1. Consider a singular extremal trajectory defined over a time interval I := [t1,t2] and let
o € (0,8;n) such that for any t € I one has s(t) = 0. Then, the singular control us is admissible and can be

expressed in feedback form as:
Z1§j§n pi(0);

Z1§jgn Lj

uglz] = (3.14)

Proof. As we have § = 0 along a singular arc, we obtain (3.14) from (2.6). From (H2), we have p;(s) < 1,
1< j <nforany s € [0,s;,]. Thus, we deduce that 0 < us[z] < 1 which concludes the proof.
If in addition a singular extremal trajectory reaches the target, then the following properties hold.

Proposition 3.2. Consider an optimal trajectory which is singular over a time interval of type [t1,T,] with
t1 < T,. Then there exists o € [0, s;] such that:

> (k= k)a (T (o) = 0, (3.15)

1<j<n
and )
> (k= B)aj(Tu)p (o) = 0. (3.16)
1<j<n

Proof. We obtain (3.15) combining (3.9) and (3.11). Now, by differentiating ¢ twice w.r.t. ¢, one obtains:

_Sé(é— > uﬂ$$0'

Q.ZS = szn - Z )‘J/JJ]

in

1<]<n 1<j<n
Therefore, we find that for ¢ € [t1,T,] one has:
o d*H,
e a0), A1) (0) = (s — 50 S0 A (o) 1)
1<j<n

We know that if a singular arc is optimal, then it satisfies the so-called Legendre-Clebsch condition (see e.g
[4, 17]) which amounts to saying that the following inequality holds:

ﬁ d*’H,
Ou  dt?
We thus obtain (3.16) using (3.9) which concludes the proof. O

(x(t)vA(t)7nau(t)) Z 0 Vvt € [tth]'

A deeper insight into the characterization of a singular arc is given by the next proposition which provides
a range for o.

Proposition 3.3. Consider an optimal trajectory which is singular over a time interval of type [t1,T,] with
t1 < Ty. Then, the value of o along the singular arc satisfies o € (k1, ky).



Proof. First, note that for 1 < ¢ < n, one has:

014 - S—ki
8/411' 7M(8+l€i)37

where v;(k;, s) == pl(s) = % depends both on s € [0, 54,] and k; € RY. Now, suppose that o < k. It
follows that 57t (k,0) < 0 for k € (k1, ky], and so we get:

12123
Ok;
wy(o) > ph(o) > ...> ul (o) > 0. (3.17)

At the terminal time T, the trajectory reaches the target and thus, the transversality condition implies:

S (k—kpaj(T) = Y (kj—k)z;(Tu) > 0.

1<j<p pF+1<j<n

Using the previous inequality and (3.17), one finds:

> (k= ky)aj (T (o) > wy(o) Y (k—k)a;(Tu) = pp(o) Y (k= k)a;(Tu)

1<j<p 1<j<p p+1<j<n

> > (k= k)z(Tu)u) (o).

p+1<j<n

Finally, we get the inequality >, ;< (k; — k), (Tw)p(o) <0, in contradiction with (3.15), so we must have
o > ky. Similarly, we can show that o < k. O

Tt is also worth noting that any singular trajectory drives the system to the target (provided that a is small
enough) as shown in the next proposition.

Proposition 3.4. Given n > 0, there exists ag > 0 such that for any a € [0,a9], then for any value of
o € (0, 8in), the singular trajectory S, drives (2.6) from any initial condition in F), into the target in finite
horizon.

Proof. For 1 <i < n, let p; := “— the fraction of species i in the system (recall that we have s;, — s =

in—S$S

Z?:l x;). By differentiating p;, w.r.t. ¢, we get:

Pi = Dpi Z (1i(s) — pj(8))ps + a(pit1 + pi—1) — 2aip;, 1 <i <, (3.18)
1<j<n

with the convention that pg = pp+1 = 0. We now consider a singular arc defined over a time interval [¢y, t2],
and let o € (0, s;,,) be such that s(t) = o for any time ¢ € [ty, t2].

First step: we suppose that a = 0. From (3.18), the mapping ¢ — p1 (¢) is increasing and bounded by 1. Thus,
there exists p?° € (0, 1] such that p1(t) — pi° when t — +o0. Now, let us set a; := 3, ;. |pi(0) —pj(o)| >0
and a := max;<j<,(;). As one has 0 < p; <1 for 1 <i < n, we deduce that o

0<|ps| <a; <, 1<i<nm,

and thus for 1 < ¢ < n, p; is uniformly continuous over Ry. If we set f(t) := In(p;1(t)), we deduce that f(t)
converges to a finite value when the time ¢t goes to infinity. Moreover, one has

n

Ft) = (o) = ui(o))p; (), t>0,

=2

and we deduce that f is uniformly continuous. Applying Barbalat’s Lemma yields that f (t) converges to zero
when ¢ got to infinity. Thus:

n

tﬁ?ooj:2<u1<a> — 15(0))p; (1) = 0.



This implies that p;(t) — 0 when t — 400 (using that pi(o) — pj(o) > 0 for 7 > 2), and thus p;(t) — 1 when
t — +oo. Finally, the quantity Zl<j<n kjp; converges to ki < k. We have thus proved that given € > 0, any
solution of (3.18) with a = 0 enters the set 7. (recall (2.11)) in a finite horizon. Using similar arguments as
in the proof of Proposition 2.1, we infer that there exists 7" > 0 such that any trajectory starting in the set
F, will reach 7¢ in time less than 7.

Second step: we suppose that a > 0. We utilize the differentiable dependency of the solutions of an ordinary
differential equation w.r.t. parameters (see also the proof of Proposition 2.1). As (3.18) is linear w.r.t. a and
0 < p; < 1, we deduce that there exists a constant C' > 0 such that for any p° € [0, 1]* with Zl<j<np9 =1
one has:

Ipi(T,p°, a) — pi(T,p°,0)| < Ca, 1<i<m,

where ¢ — p;(t,p°, a) denotes the unique solution of (3.18) over R, starting from p° at time 0. We can now
conclude as in the proof of Proposition 2.1 to show that if a is small enough, any solution of (3.18) starting
from F, will enter the set T¢ in time less than 7. This concludes the proof. O

Remark 3.1. Similarly as in Remark 2.1 (ii), we can show that given an initial condition x° ¢ F,, such that
29 > 0, there exists ag such that if 0 < a < ag, then the solution of (2.6) (corresponding to S,) will reach the
target set in finite horizon (however, ag may not be uniform and depends on the initial condition x°).

3.3 Optimal synthesis and numerical simulations

We provide in this section numerical simulations of (2.9) based on a direct method using the software bocop
[3]. Together with section 3.2, this will allow us to propose a feedback control law driving optimally the system
to the target set.

The direct method uses a time discretization to transform the infinite-dimensional optimal control problem
into a nonlinear optimization problem, solved here by interior point techniques. Software bocop typically uses
a discretization by a Lobatto ITIC formula (6th order), a constant initialization, and a tolerance for NLP solver
set at 1070, Numerical simulations have been performed with n = 10 species, using 300 time steps. Fig. 2
depicts optimal trajectories, which are of the form Bang-Singular B1S, i.e. a concatenation of a bang arc
u =0 or u = 1 (depending on the initial substrate concentration), and of a singular arc until reaching the
target. We have repeated this simulation for different initial conditions. From Lemma 3.3 we know that o
belongs to the interval (k1, k), which is verified numerically. On Fig. 3, we can see that the value of o along
a singular arc depends on initial conditions (this is in line with the results of [14] when the dimension of the
state space is greater than 3).

In view of the characterization of the singular arcs, we introduce a feedback control law wu,[-] depending
on the state ¢ = (x1,...,x,) and a substrate concentration o as follows:

ugs[z] =0 i D icjcn®i < Sin—0,
uglz] =1 i D icjcn®i > Sin— 0, (3.19)
Ug[T] = usl] if D icjcn®j = Sin— 0.

Based on the numerical simulations (see Fig. 2 and 3) and on section 3.2, we conjecture the following optimality
result.

Conjecture 3.1. For any initial condition 2° € F, there exists o(x°) € (k1,ky) such that the feedback control
Ug(z0) 15 optimal for (2.9).

In other words, any optimal control is of type B1+S,(,0). This control law can be interpreted as a most
rapid approach (see e.g [7]) to a singular arc s = o(2°) (depending on the initial condition z°) : whenever
s > o(z%) or equivalently doi<j<n T > Sin — o(x0), then the control u = 0 allows s to decrease until reaching
the value o(z°). The same remark holds whenever the substrate concentration is such that s < o(z°) using
u=1.

We can also point out the fact that at time 0, then z; is usually small (typical initial conditions for a
monoclonal population are such that z;(0) =0 for 1 <14 < n — 1) whereas if the time goes to infinity, then z;
will be positive and z; < 1 for i > 1. Hence, it is not evident how one can estimate the value of o(z"). As its
determination remains a difficult question, we now propose an alternative approach to (2.9).
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4 Near optimal strategy

In an evolutionary experiment, a chemostat system is inoculated with a species z,,, and the culture is operated
in continuous mode in order to obtain new mutants. Nonetheless, it is not possible to guess how much the
species will evolve (how much the half-saturation constant k will decrease). Since the system is actually
unknown, the value of o cannot be determined (even numerically). Here, we propose a near-optimal strategy,
based on a model simplification assuming very small mutation rate, that can be implemented easily. The
methodology is as follows:

e First, we derive a one-dimensional system for the evolution of the half-saturation constant k£ of the
Monod kinetics (see (2.3)), based on the theory of adaptive dynamics.

e We then use this equation to determine the dilution rate optimizing the decrease of the trait k.

Assuming very small mutation rate, one may suppose that mutants appear sequentially. First, a mono-
species population reaches its steady-state. Then, a first mutant - slightly different from the resident - appears.
If it can invade the population, it becomes the new resident, and so on. This corresponds to the adaptive
dynamics theory, widely used in ecology (see e.g [10, 11]).

To model this phenomenon, we proceed as follows. Let us consider the half-saturation constant k as the
evolutionary trait of the resident. The dependency of the kinetics w.r.t. k£ is now made explicit in the growth
function: instead of considering an index j for u; as in section 2, we write the growth rate function as follows:

s
kE+s’

a(s, k) :=q
The dynamics of the resident is given by

& = a(s, k)x — ux,
$ = —p(s,k)x 4+ u(sin — s),

supposing the presence of only one species. Considering a constant dilution rate u(t) = D < [i($n, k) for

t > 0, the resident will reach the equilibrium point (s;, —§, §), where § = % (see e.g [23]). In this condition,

the invasion fitness of a mutant - assuming that it is rare - is given by -

Dk
kK" =pn(s,k)—D =i K)-D
k) = s ) = D= i (255 K) < D,
where k' denotes the trait of the mutant, slightly different from the trait of the resident k. From the selection
gradient, one can derive the evolution of the trait & which is given by the ordinary differential equation (see
e.g [10, 11)):
of

k= m(k)@(k,k’)

o s m(k)

m(k) k! (57 kl)\k/=k = _m(k)/j (k n 5)2 _ _ k'a

D(-D),  (41)

o= =

where m(k) > 0 is related to the mutation rate. Note that a similar equation can be obtained with a structured
model such as system (2.2) in the limit of small mutation rate, when the population concentrates on a dirac
mass (see e.g [19, 12]).

In order to speed up the mutation-selection process, one should maximize —k (recalling that we are
interested in the lowest k in order to reach the target 7 in minimal time). Now, for a given value of the
parameter k, the problem amounts to finding an optimal dilution rate maximizing the function

m(k)

D s (D) := HD(ﬂ - D).

[N

We easily check that the maximum of ¢ is achieved for D = % Hence, in our setting, the dilution rate D =

should always be used to speed-up the selection, whatever is the trait k of the resident.

Definition 4.1. The near optimal strategy is defined as the constant control u = %

11



Remark 4.1. With D = &, we get 5 = k, i.e. the substrate concentration at equilibrium is equal to the
half-saturation constant of the resident. Assuming small mutations (i.e. k ~ k'), this corresponds actually to
the concentration that mazimizes the difference between the growth rates of the mutant and the resident

AVITRY (s) := f(s, k/) — (s, k)

(indeed, a simple computation shows that s — Apy, /(s) is mazimal for s = V' ~ k). This is in line with
the results of [1] concerning the selection with two species in competition: we have shown that the singular
strategy which regulates the concentration at a set-point corresponding to the mazimum of the difference between
the growth rate of both species is optimal in this case (see [1]).
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Figure 4: Comparison of the optimal strategy, i.e. an auxostat given by Control (3.19) (left) and the near-
optimal strategy, i.e. a chemostat with a dilution rate D = /2 (right). Picture Top: Time evolution of the
substrate concentration s (blue line), and weighted averaged half-saturation constant % (green dashed line).
Picture middle: time-evolution of biomass concentration z;. Picture down: time-evolution of the distribution
of species i.

We now investigate how the near-optimal strategy performs in comparison with the optimal strategy.
Simulations have been carried out to evaluate this strategy using the original system (2.6) with n = 20
species (see Figure 4). The target has been reached in 588h, which corresponds to a small increase (+1%)
in comparison to the optimal strategy (582h) where the substrate concentration is regulated at ¢ = 1.35.
Thus, using D = [i/2 is a strategy with near-optimal performance while being easily implementable. In this
case, the substrate concentration follows the weighted averaged half-saturation constant k, which facilitates
the emergence of a mutant with a slightly lower half-saturation constant (see Remark 4.1).

Finally, we compute numerically the time to reach target using either control law (3.19) with different
values of o (auxostat), or a constant dilution rate (chemostat), see Fig. 5. The performance of the auxostat
strongly depends on o, but one cannot determine the optimal value in practice (given that the system is
unknown). In chemostat mode, the optimal value (for the constant dilution rate) is also dependent of the
unknown system. Nonetheless, the near-optimal strategy, corresponding to D = i/2 = 0.25, is very close to
the optimal value. The real strength of this strategy is that it does not require any knowledge on the system.

Selection experiments are generally carried out maintaining a low substrate concentration in an auxostat,
or similarly a low dilution rate in a chemostat in order to exert a strong selection pressure. For example,
in a selection experiment with the yeast Saccharomyces cerevisiae, Jansen et al. [16] used a dilution rate of
0.1h~!, corresponding to approximately a quarter of the maximum growth rate of this species. In our setting,
this value can actually slow down considerably the selection process in comparison with the optimal and
near-optimal strategies. To conclude, the selection process is actually more rapid with a moderate selection

12



pressure. Future work will explore whether this result still holds with more realistic model of selection-mutation
(including stochastic effects such as genetic drifts [13]).
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Figure 5: Time to reach the target as a function of ¢ in auxostat (3.19) (left), or as a function of the dilution
rate in chemostat (right).

5 Conclusion

Thanks to the Pontryagin Maximum Principle, we have proved that singular arcs of the problem (2.9) cor-
respond to a constant value of the substrate concentration which depends on initial condition when n > 3.
Moreover, an optimal feeding strategy is a concatenation of bang arcs and singular arcs which allows to provide
an alternative to the competitive exclusion principle with a constant control. In order to optimize the species
of interest, we believe that the optimal synthesis consists of a most rapid approach to a singular arc with
at most one switching point. When n = 2, we know that the proposed feedback control is optimal and we
conjecture that this property remains valid whenever n > 3. This operating mode corresponds to an auxostat,
which is commonly used for strain selection. The remaining difficulty for a real implementation is to deter-
mine the substrate level of the singular arc given that the species characteristics are unknown. To overcome
this obstacle, we have defined a near-optimal strategy that can be easily implemented and that relies on the
constant control u = % This value appears to be a good choice from the adaptive dynamics point of view.

Acknowledgments

This research benefited from the support of the “FMJH Program Gaspard Monge in optimization and operation
research”, from the support to this program from EDF. The authors are grateful to A. Rapaport and O.
Bernard for helful discussions on the subject.

References

[1] T. BAYEN, F. MAIRET, Optimization of the separation of two species in a chemostat, Automatica (2014),
Vol. 50, 4, 2014, pp. 1243-1248.

[2] W.N. BENNETT, M.E. BORrAAS, Isolation of a fast-growing strain of the rotifer Brachionus calyciflorus
Pallas using turbidostat culture, Aquaculture, Vol. 73, pp. 27-36, 1988.

[3] J.-F. BONNANS, V. GRELARD, P. MARTINON, Bocop, the optimal control solver, Open source toolbox
for optimal control problems, http://bocop.org, 2011.

[4] B. BONNARD, M. CHYBA, Singular Trajectories and their role in Control Theorey, Springer, SMAI, vol.
40, 2002.

13



[5]

(6]

[17]
[18]

[19]

[20]

[21]
[22]

[23]

[24]

U. Boscain, B. Piccor1, Optimal Syntheses for Control Systems on 2-D Manifolds, Springer SMAI,
vol. 43, 2004.

M. BARDI, I. CAaPUzzO-DOLCETTA, Optimal Control and Viscosity Solutions of Hamilton-Jacobi-
Bellman Equations, Birkhauser, 1997.

P. CARTIGNY, A. RAPAPORT, Turnpike theorem by a wvalue approach function, ESAIM: COCV, 10,
123-141, 2004.

L. CEsARl, Optimization-Theory and Applications. Problems with ordinary differential equations,
Springer, 1983.

P. DE LEENHEER, J. DOCKERY, T. GEDEON, S. PILYUGIN, The chemostat with lateral gene transfer,
Journal of biological dynamics, Vol. 4, 6, pp. 607-620, 2010.

U. DIECKMANN, R. LAw, The dynamical theory of coevolution: a derivation from stochastic ecological
processes, Journal of mathematical biology, Vol. 34, pp. 579-612, 1996.

O. DIEKMANN, A beginners guide to adaptive dynamics, Banach Center publications, Vol. 63, pp. 47-86,
2004.

O. DIEKMANN, P.-E. JABIN, S. MISCHLER, B. PERTHAME, The dynamics of adaptation: an illuminating
ezample and a Hamilton—Jacobi approach, Theoretical population biology, Vol. 67, pp. 257-271,2005.

S. ELENA AND R. LENSKI, Fvolution experiments with microorganisms: the dynamics and genetic bases
of adaptation, Nature Reviews Genetics, Vol. 4, 6, pp. 457-469, 2003.

P. GajarDO, H. RAMIREZ, A. RAPAPORT, Minimal time sequential batch reactors with bounded and
impulse controls for one or more species, STAM J. Control Optim., Vol. 47, 6, pp. 2827—-2856, 2008.

W. HARDER, J.G. KUENEN, A. MATIN, A review. Microbial selection in continuous culture, J. Appl.
Bacteriol, Vol. 43, 1, pp. 2827-2856, 1977.

M. JANSEN, J. DIDERICH, M. MASHEGO, A. HASSANE, J. DE WINDE, P. DARAN-LAPUJADE, AND
J. PRONK, Prolonged selection in aerobic, glucose-limited chemostat cultures of Saccharomyces cerevisiae
causes a partial loss of glycolytic capacity, Microbiology, Vol. 151, 5, pp. 1657-1669, 2005.

H. ScHATTLER, U. LEDZEWICZ, Geometric Optimal Control, Springer 2012.

P. Masci, O. BERNARD, F. GROGNARD, Continuous selection of the fastest growing species in the
chemostat, In Proceedings of the 17th IFAC World Congress, Seoul, Korea, 2008.

S. MirrAHIMI, B. PERTHAME, J.Y. WAKANO, Evolution of species trait through resource competition,
Journal of mathematical biology, Vol. 64, 7, pp. 1189-1223, 2012.

A. Novick, L. SZILARD, Ezperiments with the chemostat on spontaneous mutations of bacteria, PNAS
36: pp.708-719, 1950.

B. PERTHAME, Transport Equations in Biology, Birkhauser, 2007.

L.S. PONTRYAGIN, V.G. BOLTYANSKIY, R.V. GAMKRELIDZE, E.F. MISHCHENKO, Mathematical theory
of optimal processes, The Macmillan Company, 1964.

H.L. SMITH AND P. WALTMAN, The theory of the chemostat, Dynamics of microbial competition, Cam-
bridge University Press, 1995.

R. VINTER, Optimal Control, Systems and Control: Foundations and Applications, Birkhauser, 2000.

14



