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RIEMANNIAN CUBICS ON THE GROUP OF DIFFEOMORPHISMS AND
THE FISHER-RAO METRIC

RABAH TAHRAOUI AND FRANCOIS-XAVIER VIALARD

ABSTRACT. We study a second-order variational problem on the group of diffeomorphisms of
the interval [0,1] endowed with a right-invariant Sobolev metric of order 2, which consists
in the minimization of the acceleration. We compute the relaxation of the problem which
involves the so-called Fisher-Rao functional, a convex functional on the space of measures.
This relaxation enables the derivation of several optimality conditions and, in particular, a
sufficient condition which guarantees that a given path of the initial problem is also a minimizer
of the relaxed one. This sufficient condition is related to the existence of a solution to a Riccati
equation involving the path acceleration.

1. INTRODUCTION

This paper is concerned with a variational problem on the group of diffeomorphisms of the
segment [0, 1], which consists in finding a curve on the group of minimal acceleration with
prescribed or relaxed boundary conditions. The motivation for studying this problem is to give
a theoretical ground to formal calculations made in [21, 22] and the numerical implementation
presented in [40] together with applications to medical imaging.

1.1. Motivation and previous works. Riemannian cubics (also called Riemannian splines)
and probably more famous, its constrained alternative called Elastica belong to a class of prob-
lems that have been studied since the work of Euler (see the discussion in [33]). Let us present
the variational problem in a Riemannian setting. Riemannian splines are minimizers of

1
D . D
1.1 = —&, —d | dt
(1) 7 = [ o ) .
where (M, g) is a Riemannian manifold, % is its associated covariant derivative and z is a suf-

ficiently smooth curve from [0, 1] in M satisfying first order boundary conditions, i.e. 2(0),(0)
and x(1), (1) are fixed. The case of Elastica consists in restricting the previous optimization
problem to the set of curves that are parametrized by unit speed (when the problem is feasible),
namely g(&,4) = 1 for all time.

This type of variational problems has been several times introduced and studied in applied
mathematics [6, 27, 34, 13, 18, 23, 24] as well as in pure mathematics [7, 26, 12] and it was then
extensively used and numerically developed in image processing and computer vision [33, 14,
41, 38, 10, 15]. In the past few years, higher-order models have been introduced in biomedical
imaging for interpolation of a time sequence of shapes. They have been introduced in [42] for a
diffeomorphic group action on a finite dimensional manifold and further developed for general
invariant higher-order lagrangians in [21, 22] on a group. A numerical implementation together
with a generalized model has been proposed in [40] in the context of medical imaging applications.
What is still unsolved in the case of a group of diffeomorphisms, is the question of existence and
regularity where the main obstacle is caused by the infinite dimensional setting.

In infinite dimensions, to the best of our knowledge, only the linear case has been addressed
[31]. Actually, in the non-linear case, namely the case of Riemannian metrics in infinite dimen-
sions, existence of minimizing geodesics is already non-trivial as shown by Atkin in [2], where
an example of a geodesically complete Riemannian manifold is given such that the exponential
map is not surjective. Therefore, Elastica or Riemannian splines will preferably be studied on
Riemannian manifolds where all the properties of the Hopf-Rinow theorem fully holds.

Only recently it has been proven in [11] that the group of diffeomorphisms endowed with a
right-invariant Sobolev metric of high enough order is complete in the sense of the Hopf-Rinow
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2 RABAH TAHRAOUI AND FRANCOIS-XAVIER VIALARD

theorem. Namely, the group is a complete metric space which implies that it is geodesically
complete, i.e. geodesics can be extended for all time. Moreover, between any two elements in
the group in the connected component of the identity, there exists a length minimizing geodesic.
Motivated by this positive result, we explore in this paper the minimization of the acceleration in
the one dimensional case, which is the first step towards its generalizations in higher dimensions.

1.2. Contributions. In section 2, we summarize the formal derivation of [21, 22] and show
important issues making this formulation of difficult use in addressing the problem of existence
of Riemannian splines. More precisely, curves of zero acceleration on the group of diffeomor-
phisms endowed with a right-invariant metric are geodesics. These geodesic equations are easily
written in Eulerian coordinates where, as in the incompressible Euler equation, there is a loss of
smoothness. Therefore in Section 4, we take advantage of the point of view introduced by Ebin
and Marsden in [19] in which the authors showed the smoothness of the metric in Lagrangian co-
ordinates. We then detail the Hamiltonian formulation of the geodesic equations on Diﬁg([o, 1))
with a right-invariant Sobolev metric of order 2 written in Lagrangian coordinates. Passing by,
we give a simple proof of the regularity of geodesics in terms of the smoothness of the endpoints.

In Section 6, we compute the relaxation of the acceleration functional in Theorem 6.16, where
the Fisher-Rao convex functional introduced in Definition 5.4, appears to play a key role. As
is usual in relaxation, weak convergence leads to defect measures and in our situation, these
defect measures appear in the Fisher-Rao functional. Existence of minimizers is guaranteed on
the product space of paths and defect measures. The final formulation of the relaxation appears
in formula (7.1).

In Section 7, we derive standard optimality conditions by means of convex analysis in Propo-
sition 7.3 as well as an explicit sufficient condition for optimality in Proposition 7.5. We also
obtain a weak strict convexity result in Proposition 7.2 for the minimization in the defect mea-
sure variable. As a consequence of this sufficient optimality condition, we prove that there exist
solutions of the initial problem. We are also able to construct examples of paths of the initial
Hamiltonian system that are critical points of the initial acceleration functional but not mini-
mizers with respect to the relaxed acceleration functional. These examples were achieved using
numerical computations and were motivated by an explicit construction (see Section 8 and the
preceding proposition).

1.3. Notations.

For a manifold M, we denote by T'M its tangent bundle.

If f:R — R is a differentiable function, f’ denotes its derivative.

If f: M~ N is a C! map between manifolds, we denote by df : it differential.

If f(t,z) is a real valued function from time and space, 9, f denotes its derivative with

respect to z and 9, f denotes its derivative with respect to t. Often, we will denote f
the derivative of f with respect to the time variable; it will be used to stress the fact
that we will often work in time dependent quantities with values in a Hilbert manifold
of functions.

e The square D = [0, 1]? represents time and space variables (¢, ).

e (C°%(D),| - |lso) is the space of continuous functions on D endowed with the sup norm.

e The space of positive and finite Radon measures on D will be denoted by M(D).

e The subspace of measures Mo(D) < {; —o = 0} where p1—o denotes the disintegra-
tion of p at time 0.

e The space of smooth test functions on D is .

e The space of continuous real functions which are C! with respect to the first (time)
variable is denoted C1 o(D).

e The bracket between test functions and distribution will be denoted by (-, -).

e We will use the weak topology on M and it is metrizable and separable since D is
separable.

e The symbol x denotes the convolution.

e The space of bounded linear operators between normed vector spaces F, F' is denoted
by L(E, F).

e The identity diffeomorphism will be denoted by Id.
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2. FIRST AND HIGHER-ORDER EULER-POINCARE REDUCTION

2.1. Euler-Lagrange equation for reduced lagrangians. A prototypical example of the
situation we are interested in is the case of the incompressible Euler equation. As shown by
Arnold in [1], the incompressible Euler equation is the Euler-Lagrange equation of geodesics on
the group of volume preserving diffeomorphisms for the L? right-invariant metric. By analogy
with the Lie group point of view, the incompressible Euler equation in terms of the vector field is
written on the tangent space at identity, 119G for a Lie group G. The Lagrangian introduced in
[1] was already written on the space of vector fields, however, it is a particular case of Lagrangians

that can be written by a change of variable only at the tangent space of identity g = T1aG, the
Lie algebra in finite dimension'. This class of Lagrangians leads to the so-called Euler-Poincaré
or Euler-Arnold equation when the Euler-Lagrange equation is written on TiqG. A short proof of
the derivation of this equation is given in [32, Theorem 3.2] in the case of a kinetic energy but let
us underline that the same equation holds true for general Lagrangian that are right-invariant.
We will need the definition of the adjoint and co-adjoint operators:

Definition 2.1. Let G be a Lie group, R (respectively L;) denotes the right translation

(respectively left translation) by h € G, namely Ry (g) L gn (respectively Lp(g) et hg).
Let h € G, the adjoint operator Ady, : G x g+ g is defined by

(2.1) Ady,(v) € dLy, - dRp-1 (v) .

Then, Adj is the adjoint of Ady, defined by duality on g.

Their corresponding differential map at Id are respectively denoted by ad and ad*.

Consider £ : TG — R a Lagrangian which satisfies the following invariance property,
(2.2) L(g,9) = L(Id,dRy-1(9)) -

The reduced Lagrangian is ¢ : g — R defined by ¢(v) = L(Id,v) for v € g and the variational
problem can be rewritten as

g =dRy(v)

1
2.3 inf/ f(v)dt subject to
23) 0 @) {g(O)goeGandg(l)gleG.

In order to compute the Euler-Lagrange equation for (2.3), one needs to compute the variation
of v in terms of the variation of g. It is given by w — ad, w for any path w(t) € TiqG. Therefore,
the Euler-Lagrange equation reads

L0
(2.4) (9 +ad}) 5 =0.

When the Lagrangian is a kinetic energy, one has ¢(v) = % (v, Lv), which will be also denoted by
3llvll3, where L : g — g is a quadratic form and (-,-) denotes the dual pairing, one has o = Lo
and Lv is the so-called momentum. Then, the critical curves are determined by their initial
condition (g(0),¢(0)) and the Euler-Poincaré equation (2.4), together with the flow equation
g =dR4(v).

Note that our situation differs with the incompressible Euler equation since we work with
metrics that are strong as explained in the next paragraph.

2.2. Geodesics for strong right-invariant metrics. In general, the Lie group structure is no
longer present in infinite dimensions in situations of interest, as shown in [35] and the notion of
Lie algebra usually does not make sense. The group of diffeomorphisms is often only a topological
group and a smooth Riemannian manifold and thus g has to be understood as T1qG. In the case
of the group of diffeomorphisms, the key point is the loss of regularity of left composition?, even
if the underlying topology is that of H® for s big enough. This loss of derivatives clearly appears
in Equation (2.4). Therefore, to make sense of the above Euler-Poincaré equation, one often
needs to work with two different topologies, so that right composition is a sufficiently regular
map [19, 16].

An important contribution of [19] among others, is that the loss of smoothness can be circum-
vented by switching from Eulerian to Lagrangian coordinates. Namely, the incompressible Euler

INote that in general in infinite dimensions, G is generally not a Lie group, see [35] for more details.
2Left multiplication is not smooth on H® but right composition is smooth because it is linear.
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equation are interpreted as ordinary differential equations on a Hilbert space, which enables
to conclude to local well poshness. Thus, the analytical study of these systems is sometimes
better suited in Lagrangian coordinates. Moreover, for the Euler equation, two topologies are
required since the Lagrangian is the L? norm of the vector field and one wants to work on a
group of diffeomorphisms whose underlying topology is stronger. This strategy works because
the Euler-Poincaré equation (2.4) preserves the smoothness of the initial data as shown in [19].

Also remarked in [19, 32], in the case of the kinetic energy for an H® norm where s > d/2+1,
a unique topology is enough to work with. Such a norm defines a strong Riemannian metric, in
the sense of [19] and also [32, Theorem 4.1], on the group of diffeomorphisms. Let us underline
that the right-invariant metric H* for s > d/2 + 1 is indeed a smooth metric and one can apply
standard results such as the Gauss lemma valid in infinite dimensions, as shown in [25]. This
smoothness result is also valid for fractional order Sobolev metrics [4]. Moreover, using standard
methods of calculus of variations, completeness results have been recently established in [11]:
the group is metrically complete which implies that geodesics can be extended for all time. Last,
any two diffeomorphisms in the connected component of identity can be joined by a minimizing
geodesic.

2.3. The higher-order case. In [21], higher-order models that are also invariant are proposed
on groups of diffeomorphisms but for the standard Riemannian cubics functional, no analyti-
cal study was provided. However, the formulation of the Euler-Lagrange equation in reduced
coordinates is so simple that it is worth summarizing some of the results in [21]. Namely,
let £ : T*G — R be a Lagrangian defined on the k" order tangent bundle, then a curve
g : [to,t1] — G is a critical curve of the action

(2.5) Jlq) = /ttl L (g(t),g(t), ....,g(k)(t)> dt

among all curves g(t) € G whose first (k — 1) derivatives are fixed at the endpoints: ¢gU)(t;),
i=0,1,7=0,..,k—1, if and only if g(¢) is a solution of the k"-order Euler-Lagrange equations

4oL
N [ Y i —
(2.6) > 0:( Y 35 5507 =
Jj=

Now, an invariant higher-order Lagrangian is completely defined by its restriction on the higher-
order tangent space at identity. As a consequence, the Lagrangian (2.5) can be rewritten as

£ (191)) = ¢ (v(to), (ko). ..., v* D ko) )

where v < dR, (9) as detailed in [21]. The corresponding higher-order Euler-Poincaré equation

is

g

=0.

k—1

] J

(2.7) (8, + ad?) ZO 8%5 (J)
j:

Let us instantiate it in the case of the Lagrangian (1.1) for which the previous setting applies.
Indeed, in the case of a Lie group G with a right-invariant metric, the covariant derivative can
be written as follows: Let V(t) € Ty4)G be a vector field along a curve g(t) € G

1 1 1

Zadt Tadte_ 2 )
where ad' is the metric adjoint defined by

ad! k= (ad’(k"))*

for any v, k € g where b is the isomorphism associated with the metric fromg to g* and { is its
inverse. They correspond to raising and lowering indices in tensor notation.
Therefore, the reduced lagrangian for (1.1) is

1 .
(2.9) J(x) :/0 H§+ad§£||§dt.
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For this Lagrangian, the Euler-Lagrange equation (2.7) reads
(2.10) (825 + adz) <8t17 + adii £+ ad, 5) =0 where n:=£+ adz &

While this formula is compact, it is a formal calculation in the case of the group of diffeomor-
phisms since there is a loss of smoothness which is already present in the acceleration formula
(2.10). This formula also resembles closely to the Jacobi field equations for such metrics which
was used in [32] and for which an integral formulation is available [32, Proposition 5.5]. This is
of course expected due to Formula (2.11) below.

As mentioned in Section 2.2, there is a clear obstacle to use reduction since the operator adl is
unbounded on the tangent space at identity due to the loss of derivative. Following [19], one can
use the smooth Riemannian structure on D* to check that the functional (1.1) is well defined.
The following proposition of [23] is valid in infinite dimensions:

Proposition 2.2. Let (M, g) be an infinite dimensional Riemannian manifold and
Qo1 (M) :={x € H*([0,1), M) | 2(i) = z; , (i) = v; fori=0,1}

be the space of paths with first order boundary constraints for given (xg,vo) € TM and (x1,v1) €
TM. The functional (1.1) is smooth on Qo 1(M) and

7@ = [ o (P pt) ~o (R (5 ) o) ar

A critical point of J is a smooth curve that satisfies the Riemannian cubic equation

D? . D Y.
(2.11) Dt~ R (:C, Dtx) t=0.

The critical points of J are called Riemannian cubics or cubic polynomials. In Euclidean
space, the curvature tensor vanishes and one recovers standard cubic polynomials. In this paper,
we will be interested in existence of minimizers for the functional (1.1) in the case of the group
of diffeomorphisms endowed with a strong right-invariant metric. The existence of minimizers
(and the fact that J satisfies the Palais-Smale condition) does not follow from the corresponding
proof in [23] since it strongly relies on the finite dimension hypothesis and compactness of balls.
Moreover, as shown above, it is not possible to follow the proof of [11] since the reduced functional
(2.9) is not well defined on the tangent space at identity. Therefore, we will write in Section 4
the variational problem in Lagrangian coordinates so that we take advantage of the smoothness
of the metric.

3. THE MAIN RESULT AND THE STRATEGY OF PROOF

The smoothness of the metric is not enough to deal with the problem of existence of minimizing
geodesics and the well-known example is the work of Brenier on generalized solutions of Euler
equation [9]. As explained above, a technical important difference is that the L? metric on the
space of diffecomorphisms is a weak metric in the sense of Ebin and Marsden [19], whereas we
work with a strong metric. The group of diffeomorphisms endowed with a right-invariant Sobolev
metric of order s > d/2+1 is complete in all sense of the Hopf-Rinow theorem as proven in [11].
Passing to second-order derivatives has been less treated from a variational point of view, and
to the best of our knowledge it has never been addressed in the case of right-invariant norms on
the group of diffeomorphisms.

We present hereafter the three main steps developed in the paper. In Section 4, the first
step is to choose a convenient formulation of the acceleration which is done . The first technical
choice follows Ebin and Marsden [19] and it consists in writing the acceleration in Lagrangian
coordinates instead of FEulerian coordinates. The point is to avoid the loss of smoothness of the
Eulerian formulation. The second choice which appears the most important from an analytical
point of view consists in using the second derivative of the diffeomorphism as the main variable
to compute the geodesic equation. We therefore work on H2([0,1]) in order to avoid boundary
terms. At this step, we strongly use the one dimensional setting. This simple change of variable
leads to geodesic equation that have a Hamiltonian formulation enjoying important analytical
properties. Let us give an overview of the new set of equations. Now the variable ¢ represents
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a function in L2([0,1]) and thus the dual space can be identified with L?([0,1]), we have the
following formulation, with H being the Hamiltonian

q=0,M(p,q) = K(q)(p)
p=—0,H(p,q) = —B(q)(p,p),

where K(q) is a bounded linear operator on L?([0,1]) which is continuous w.r.t. q for the weak
topology. As is well-known, K(g) is the inverse of the metric tensor. The operator B(q) is
bounded as a bilinear operator on L? and is continuous w.r.t. ¢ for the weak topology. However,
it is not continuous w.r.t. to p for the weak topology due to the bilinear structure.

Importantly, the operator B is non-local and therefore, the acceleration functional (3.2) writ-
ten below is not the integral of a Caratheodory type integrand. This non-local term is more
precisely U(p?,q) where U is defined in Formula (6.9). In such cases, there does not exist a
general theory of relaxation and the relaxation formulation has to be studied directly.

Thus, the second step consists in studying the relaxation of the acceleration functional that
can be written as follows

(3.1)

(3.2) J(p.q) =/0 1K (a)"2(p + B(a)(p,p)|IZ> dt + P(p(1), q(1))

where P is a relaxation of the endpoint constraint at time 1 which is lower continous for the
weak topology. Expanding the quadratic term, we have to deal with the weak limit of (p, K (q)p)
denoted by v and the weak limit of B(q)(p,p) which only involves the weak limit of p? denoted
by p. These two weak limits are related to each other. The relation is given by the following
inequality

(3.3) (Oev/m)? < v,

for which a careful analysis is developed in section 5. In fact, Equation (3.3) can be made
rigorous using the Fisher-Rao functional which is a convex functional on measures on the time
space domain D = [0,1]? defined by

FRy (1, ) / Lo gy
Fi,V) = 0
p 4P
where f is a positive and continuous weight function on D and p, and p, are the densities of p
and v with respect to a dominating measure A. Now, formula (3.3) can be rewritten as

(3-4) FR(p, Opp) < v.

as linear operators on continuous positive functions f on the domain D. Therefore, the relaxation
of J will make appear the Fisher-Rao term FR(u, d;t). Let us underline that informally, this is
the cost associated with the oscillations that are generated on p. However, in order to prove that
the relaxation of the functional exactly involves this quantity we have to construct explicitly the
oscillations that generate the measure u at the given cost FR(u,d;p). This is a technical step
that relies on the construction of solutions to the first equation of the Hamiltonian system and
also on an explicit construction of the oscillations.

The last step in Section 7 consists in a standard analysis of optimality conditions by means
of convex analysis. In particular, the Euler-Lagrange equation associated with the Fisher-Rao
functional is a Riccati equation.

4. GEODESIC EQUATIONS IN HAMILTONIAN COORDINATES

4.1. The group of diffeomorphisms and its right-invariant metric. We consider the space
of H2([0,1]) of Sobolev functions of order 2 on the real interval [0, 1] with vanishing Dirichlet
boundary condition on the function and its first derivative. We also define the group Diff3 ([0, 1])
of Sobolev diffeomorphisms, as follows:

Definition 4.1. The group of Sobolev diffeomorphisms Diff3([0, 1]) on the real interval [0, 1] is
(4.1) Diff3([0,1]) = {Id +f | f € H3([0,1]) and 1 + f'(z) > 0}.
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Note that this group is actually the connected component of identity which justifies the
subscript. On this group, we define the right-invariant metric by defining it on the tangent
space at the identity Id. Note that elements of the tangent space at identity will sometimes be
called vector fields by analogy with fluid mechanic.

Definition 4.2. Let u,v be two tangent vectors at Id € Diff3([0,1]), define
1

(4.2) Gra(u,v) = (u,v) g2 = / Opgtt Ogpvda .

0
The scalar product on Tiq Diff3 ([0, 1]) completely defines the right-invariant metric on Diff5 ([0, 1]):
let X, Y, be two tangent vectors at ¢ € Diff5([0, 1]), then
(4.3) GW(Xso’Yw) = <X¢ o Lp_l,Yy, o ‘P_1>H§ .

Remark that due to boundary conditions in HZ([0, 1]), the metric is non degenerate.

4.2. Existence of minimizing geodesics and their formulation in Eulerian coordinates.
We first begin with an important lemma that will be used in some other sections.

Lemma 4.3. Let v € L?([0,1], H3(]0,1]) be a time dependent vector field, then there erists a
unique solution to the flow equation:

{8t30(t’ 33) = U(tv @(ta JJ))

(4.4) (0)=1d .

and ¢ € C°([0,1], H*([0,1])).
Proof. See [11, Section 4]. O

Lemma 4.4. Let v, € L*([0,1], H3([0,1]) a weakly converging sequence, then p, converges
uniformly on [0, 1] x [0, 1].

Proof. See [11, Lemma 7.1]. O

Theorem 4.5. Let ¢g, p1 € Diffg([o, 1]), there exists a minimizing geodesic between oo and o1
in H'([0, 1], Diff§([0, 1])).

Proof. See [11, Theorem 7.2]. O

The Euler-Poincaré equation has a strong sense when the initial condition is sufficiently
smooth due to the propagation of regularity [19, Theorem 12.1]: If m(t) = Lwv(t), one has

(4.5) om + ady,, m =0,

where K @ L=1 is the inverse of the differential operator L. The operator K is defined by the
reproducing kernel k of the Hilbert space HZ([0,1],R) for which the following formula holds

(4.6) k(s t) = ko(s,t) + (—1 + %(s +1t) — ;ts) (ts)?,

where kg is defined by

1+ st + gts? — s if s <t
(4.7) ko(s,t):{ + st + 5is 5s” it s <

1+ st+ 3st? — ét?’ otherwise .

This kernel is not a usual one in the literature and therefore we prove this formula in Appendix
C.
Then, K : L2([0,1],R) — L2([0,1],R) is defined by K(f)(s) = fol k(s,t)f(t)dt.

An important case which has been used a lot in applications is when the initial momentum is
a sum of Dirac masses. We detail it now since we will need an explicit example of such geodesics
in Section 7. In imaging applications, this case is known as the landmark manifold [30], which
is parametrized by, for any n € N*|

Mndg'{(QM"'aQn)E[071}n;qi7éqj fOI‘Z%]}
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Consider m(0) = "7, pi(0)dy, (o), then Equation (4.5) can be rewritten only in terms of p;(t) € R
and ¢;(t) € [0,1] (see [30, Proposition 6] for a detailed account). It is actually the Hamiltonian
formulation of the geodesic equations of the so-called manifold of landmarks. Namely, one has

(4.8) R =
Pi = — i PiO1k(¢i, 4j)p;

where J; denotes the partial derivative with respect to the first variable. The corresponding
Hamiltonian is

def. 1 =
(4.9) Hip.a) = 5 _leik(qz-, 4;)p; -
ij=
Endowed with the co-metric (4.9), the manifold of landmarks M,, is a complete metric space for
our kernel of interest (4.6). Geodesic completeness [11] implies that solutions of the Hamiltonian
equations (4.8) are defined for all time. We prove in Appendix B the following proposition.

Proposition 4.6. There exists a geodesic on the group of diffeomorphisms Diff2([0,1]) which
satisfies the following properties: ¢(t, %) = %, Orpe(t,1/2) is decreasing and limy_, o0 0o (t,1/2) =
0.

4.3. Hamiltonian formulation of geodesic equations in Lagrangian coordinates. Def-
inition 4.2 is the natural definition of a right-invariant metric on a group. However, in such a
form, the smoothness of the metric is not obvious. As proven in [19], the way to prove it consists
in switching from Eulerian to Lagrangian coordinates.

Proposition 4.7. The metric G is a smooth Riemannian metric on Diff3([0,1]).

Proof. We will use the following identities,

_ 1
(% (90 1) = BIQOOQOfl

-1\ __ 8zx900<p_1
Oz (9 )—7@@0@_1)3.

Note that, for a given function X € HZ(R,R) we have

_ 0: X _
0p(Xop™h) = (8 cp)ogp 1

Dpe(X 0p™1) = (%Cgiii) opt.

And now the metric itself,

G,(X,)Y)=(Xo e LYo Ny

1y X 2
e G
We consider the metric G as a mapping (with a little abuse of notations)
G+ Diff([0, 1]) — L(HG ([0, 1)), H5 ([0,1])),
defined by the following relation, for all X,Y € HZ([0,1])
Go(X,Y) = (G(p).X, Y>H0—2ng :

Since HZ([0,1]) and H([0,1]) are Hilbert algebras, polynomial functions on these domains are
smooth and therefore the metric itself is smooth. O

We detailed the proof for two reasons: (1) these formulas will be used later on and (2) for
ease of understanding. However, this proof is a particular case of [19], where it is proved that
the standard right-invariant H* Sobolev metric on Diff*(M) for s > dim(M)/2 + 1 is smooth.
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Corollary 4.8. The following formula for the metric G holds: For every X € HZ([0,1]) and
¢ € Diff3([0,1]) one has

(4.10) Go(X,X) = /01 ﬁ [ax (gjﬁ)r dz.

In order to simplify the next computations, we will use the following change of variable which
will appear as a key point in the treatment of the variational problem of Riemannian cubics.

Proposition 4.9. Under the change of variable ¢ = 8, (log(0x¢)), one has ¢ € Diff2([0,1]) is
equivalent to g € L*([0,1]) satisfying the constraints

(4.11) /0 q(zx)dz =0,
1

(4.12) Joatwydu g —

0
Proof. Using the formula (4.1), these are direct computations but note that the boundary con-
straint ¢’(1) = 1 implies that fol q(x)dx = 0 and the constraint ¢(1) = 1 can be written as

1
/ elo adu gy — 1,

0
]

Note that the second constraint (4.12) is nonlinear in q. We now introduce the following
notations:

Notation 4.10. For a given q € L%([0,1]), we will use the following maps
0+ L2((0,1]) = HY([0,1])  and ¢ : L*([0,1]) — H*([0,1])

defined by
(4.13) n(q)() = exp ( / ") du) ,
(4.14) o(q)(z) = / " n(@) () dy

In order to alleviate notations, we will omit the argument q in n(q) and p(q) when no confusion
is possible.

Proposition 4.11. Under this change of variable, the group Diff5([0,1]) is the Hilbert subman-
ifold Q of L*([0,1]) defined by the constraints (4.11) and (4.12).
The tangent space at g € Q is

1 1
(4.15) T,Q = {X € L*([0,1],R) : /0 X(z)dz =0 and /0 X(z)p(z)dz = 0} .

The metric reads, for X € T,Q
2

(4.16) G(g)(X, X) = /0 % da .

We denote the scalar product G by (-, )1 /y.

Proof. We have to determine explicitly the tangent space. The first constraint (4.11) is linear

and this obviously leads to the constraint on a vector of the tangent space X, fol X(z)dx = 0.
The second constraint (4.12) can be differentiated as follows

(4.17) / 1 ([ xwa) s,

and it gives, by integration by parts, fol X(z)p(x)dz = 0 since fol X(z)dz =0.
To obtain the expression of the metric (4.16), it suffices to remark that

(4.18) 5q = 60, (10g(Da)) = D, (5log(Ds)) = O, (53(5;0)>
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where we denoted by §q and dp variations of, respectively, g and . O

We aim at computing the geodesics for the Riemannian metric above on the submanifold @
for the metric G. We need the variations of 1(q) with respect to ¢ in the ambient space L2. For
f € L?([0,1],R), one has

Dn(@)(f)(@) = n(e)(x) / " f(w)dy.

and its adjoint reads:

Dn(Q)*(f)(w)=/ n(q)(y)f(y)dy .

Since the geodesic equations are equations on the constrained submanifold ), we need the
formula of the orthogonal projection on the tangent space to the submanifold.

Proposition 4.12. Let m, be the orthogonal projection onto the tangent space T,Q at point q
for the metric G. One has

4.19 —r_ H—l <f7n>1/77 :|
( ) 7"'q(f) f [77 ‘P"ﬂ 2 [(f, ‘P77>1/77
1 1/2
1/2 1/3|"
Denote by my : T*Q — T*Q the adjoint of mq w.r.t. the L? scalar product. One has

where Hy is the Hilbert matriz given by Hy = {

(4.20) ) =p—[1 o Hy' D}f 910>>77] '

Proof. The two constraints can be written as (f, 1)1/, = 0 and (f,n¢)1/, = 0 and Formula
(4.19) follows. The Gram matrix of the vectors 1 and ¢ associated with the scalar product (-, ),

is Hy. Indeed, we have fol ndz =1 and

1 1,10 1 1 1.0 1
de = |=0?| == and 2de = | =03 ==
/OW T [240 5 an /Omp T [3¢ T3

since O = 1. (]

Theorem 4.13. The geodesic equation on Q for the metric G is, in its Hamiltonian formulation,
the first-order system on T*Q defined by

q=n(q)p

(4.21) p=—1 [T nqp*dy + [1 5"] H!

a
b+c

where the coefficients a,b,c depend on p,q and are given by:

1 1
(4.22a) a= 5/ zp’op tdx,
0
B § 1 T 3 2
(4.22b) b= po dz,
2Jo \Jo
1 1
(4.22¢) c=7 / ?ploptde.
0

We postpone the proof of the theorem in appendix A since it is based on lengthy but rather
straighforward computations. Note that in the first equation of the geodesic equations as stated
in (4.21), the constraints are implicit: For an intial (p,q) € T*Q, the local solution to the
geodesic equation will stay in T*(Q. Moreover, this Hamiltonian formulation enables to retrieve
easily in our context a similar result presented in [17] about regularity of geodesics on the group
of diffeomorphisms of the circle as explained below.

Corollary 4.14. Let oo = Id and ¢, € H™ with n > 3 be two diffeomorphisms in Diff2([0,1]).
Then, for every geodesic joining vy and @1, the initial tangent vector lies in H™([0,1]).
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Proof. In this proof, the spatial notation will be omitted and p,q,n(q),... will denote time
dependent mappings with values in spaces of functions that depend on x, the spatial variable.
Let us recall the geodesic equations

(4.23a) q=n(q)p,
1
(4.23b) p= —%/ n(g)p*dy +[1 @] Hy' {bic} :

The key observation is that the momentum equation (4.23b) has more regularity on its right-
hand side due to the integral operator. The hypothesis implies ¢(0),q(1) € H"~2. We prove the
result by induction on n and we first assume that n = 3. Since (p,q) € L%([0, 1]?) is a solution
of the geodesic equations above, p € C°([0,1], L2([0,1])) and therefore p*> € C°(]0,1], L1(]0,1])
and since 7n(q) € C°([0,1]), we have that p € C°([0,1], W1(]0,1])). Now, observe that p(t) =
p(0) + fot p(s)ds and thus

q(t) = q(0) + (/Otn(q)(s) ds) p(0) +/Otn(q) /osp(u) duds.

This formula gives p(0) in terms of ¢(1) and ¢(0).

(1.24) p(0) = M(ql)()d (q<1> a0~ | "n(@) ( [ it du) ds) |

The function z — fol n(q)(s,z) ds belongs to H' and is strictly positive. Thus, m
. 5) d:

belongs to H'. As a consequence, we have that p(0) € W1 since ¢(1) — q(0) € H' and the
remaining term lies in W', Now, as p is in W1, the term fxl n(q)p? dy is in C* and thus in H?!.
Therefore, going back to formula (4.24), we have that p(0) € H!, which implies that (0) € H3.

Let us assume that the result is proven for n > 3, and we prove it for n + 1. We thus have
n(q) € H* ! and p?> € H" 2 since H"? is a Hilbert algebra. It implies that p € H"~! by
formula (4.23b). Therefore, formula (4.24) gives p(0) € H" ! since fg n(g)(s)ds in H"~! and
proceeding as in the first step of the induction, we obtain ¢(0) € H™*1. O

Although the proof could be extended to other types of regularity such as fractional Sobolev
index, our motivation consisted in showing potential applications of these Hamiltonian equations,
which take advantage of the change of variable introduced in Proposition 4.9.

Since we will be interested in weak convergence, note that we can decompose the projection
into two terms, one associated with p and one associated with % f; n(q)p*dy. The former is
continuous with respect to the weak topology on @ C L?([0, 1]) whereas the latter is not.

We will need to work on a more explicit representation of the solutions to the first equation.
Indeed, in the first equation of system (4.21) the constraint is implicit and we will make it
explicit by introducing the projection 77. Thus, we will be able to define solutions that will be
useful to characterize the relaxation of the functional. Hereafter, we work again implicitly on
time dependent variable with values in functional spaces.

Theorem 4.15. For a given path p € L*([0, 1], L>°([0,1]) and ¢(0) € L*>°([0,1]), there exists a
unique solution q € H*([0,1], L>([0,1]) to

(4.25) q=n(q)my(p).
The proof is given in Appendix B.

Remark 4.16. It might be surprising for the reader that we work with the space L*([0,1], L>([0, 1]).
Actually, we are not able to extend the previous result for the space L*([0,1], L*([0,1]), which
is even probably wrong. What makes the proofs work with the sup norm is its invariance with
respect to reparametrizations. In Eulerian coordinates, the system would be well posed, however
in Lagrangian coordinates, it is not true any more since the behavior of the right-invariant norm
is not the same between Lagrangian and Fulerian coordinates.

Since the weak topology will be studied, we present the key properties of the metric under
weak convergence. Again, the proof of the following lemma is given in Appendix B.

Lemma 4.17. If q,, weakly converges to q in H'([0,1], L?([0,1]), then
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(1) 7(gn) converges to n(g) strongly in (C°(D), | llo),

(2) ¢(gn) converges to p(q) strongly in (C°([0,1],C*([0,1])), || - [|ec,1) (the norm being the
sup norm in time of the sup norm on C*),

(3) mq, and m,, strongly converge to, respectively, m, and m
operator norm on L? in C°([0,1], L(L?([0,1]))).

(4) If, in addition, p, weakly converges to p in H'([0,1], L*([0,1]), then %Trq" and %7‘(;” strongly
converges as operators on L? in C°([0,1], L(L?([0,1]))) (the norm being the sup norm in
time of the operator norm).

(5) Let z, € H([0,1], L%([0,1]) be a weakly convergent sequence to 0, then, under the above
assumptions, we have 7q, (2n) — 2, and 7, (2,) — 2, strongly converge to 0. Moreover,

*

q as linear operators for the

(L7, (2n) strongly converges to 0.
We will need the following result which will be proved in Appendix B.

Proposition 4.18. Let p, € L*°(D) be a bounded sequence and let po, € L°(D). Consider the
solutions ¢y, Goo given by Proposition 4.15 associated respectively with p, and p., for an initial
condition q(0) € L*>([0,1]).

Then, if p, weakly converges in L?(D) to ps then q, weakly converges to qs in H*([0,1], L2([0, 1])).

5. THE FISHER-RAO FUNCTIONAL AND ITS MAIN PROPERTIES

In order to study the minimization problem, we need to present the convex functional that
will appear in the relaxation of the initial problem. This functional is well-known in areas such
as information geometry and it is a particular example of a positively one-homogeneous convex
functional on the space of measures. We collect below the properties needed for our study.

Notation 5.1. Let u,v € M(D) be two measures that satisfy the following inequality
(51) <u’a8tf>2 §4<V7f></’45 f>7

for every f € D being a positive test function. This condition will be denoted by

(5.2) EEENoN

Remark 5.2. This notation |0yu| < 2v/v\/1i is coherent with the inequality obtained if p and v
were L1 (D) functions. This notation is also coherent with the following formula, under sufficient
smoothness assumptions on p and v,

2
(Oev/)” <.
In the following, we rigorously define the meaning of this inequality.
We now show that this inequality is stable under regularization by convolution.

Lemma 5.3. Let p,v € M(D) be two measures that satisfy the inequality (5.1), then one has

(5.3) |0u(p* )| < 2y/prvy/prp,

with p a smooth positive kernel defined on the whole domain D.

Proof. We will denote p the adjoint of the convolution with p for the L? scalar product. Then,
inequality (5.1) evaluated at f = p* g for g € D gives

(p* O, [)* < Apxv, fYp*p, f).
Since O¢(p * p) = p * O and all the other terms p x v and p x u are smooth, inequality (5.3) is

valid. O
Definition 5.4. Let 7 : R x R — Ry U {+00} be the one-homogeneous convex function defined
by

%% ifx>0
(5.4) r(z,y) = {0 if (z,y) = (0,0)

+00 otherwise.

The Fisher-Rao functional is defined on the product space of measures M?(D) by

det. dp dv
(5.5) FRy (s, ) /DT(dA’ dA)fdA
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where f € C°(D,R%) and A € M(D) that dominates p and v.

Comments about the name Fisher-Rao: In the statistical literature, the Fisher-Rao func-
tional has a slightly different meaning. Indeed, let us consider © : R™ — Prob(M) be a map
from a space of parameters to the space of smooth probability densities on a manifold M. On
the space of smooth probability densities, one can use the metric G(p)(dp,dp) = [, % du
where p is the current density w.r.t. the chosen volume form p and dp is a tangent vector at p.
The pull-back of this metric by © is called the Fisher-Rao metric. Thus, it is a metric on a space
of parameters. Sometimes, the metric G directly defined on the tangent space of probability
densities is also called the Fisher-Rao metric, see [29] for instance. In our case, we consider the
same tensor on the space of all densities, that is without the constraint [dpdu = 0. Since the
metric tensor has exactly the same formulation, we chose to keep the name Fisher-Rao metric.

We recall in the proof below the arguments to show that the Fisher-Rao functional is well
defined.

Proof. First, it is easy to check that r is the Fenchel-Legendre conjugate of the indicator function

v of the convex set
dcf

(£1,&) eR*: &+ & <0} .

We will write ¢} (z,y) = r(z, y) where ¢}, is the Legendre conjugate of tx. We now consider the
functional defined on Co(D)? by

(5.6) H(u, ) /D v () £,/ f)f dt da

with values in Ry U {+o0}. This functional is convex since tx is convex, lower semicontinuous
and bounded below. Now, the Fisher-Rao functional FR;(u) can be defined as the convex
conjugate of H on M?(D). We have

H;(u,y):u,vzg%)w) {/Dudu—l-/Dvdu—/DLK(u/f,v/f)fdtdx} .

Using [37, Theorem 5, page 457], the following formula holds

dp dv dpt  dvt
HE(p,v) = dA d
7l v) / <d)\0 d)\0>f °+/D (d)\o o >f 7

where Ag Lz dt is the Lebesgue measure on D and ¢ is any measure that dominates the
singular parts of p, v w.r.t. A, which are denoted by p* and v*. Here r> denotes the recession
function of r and since r is one homogeneous, one has r* = r.

Now, by one homogeneity, one can simply use a measure A that dominates p and v and use

the formula du d
_ poav
PRy () = [ T(d)\ dA)fdA

Proposition 5.5. The subdifferential of the Fisher-Rao functional FRy at a point (u,v) in its
domain satisfies
{(u,v) € C°(D)? : Hy(u,v) =0 and (u, p) + (v,v) = FRy(p,v)} C OFRy(p,v).
Proof. The condition (u,v) € 9FR(p,v) is known to be equivalent to
FR} (u,v) + FRy(p,v) = (p, u) + (v, v) .

Since (p1,v) € Dom(FRy), FR}(u,v) has to be finite. By one-homogeneity of FRy, its Fenchel-
Legendre conjugate takes its values in {0, +o0o} and thus FR}(u,v) = 0. Therefore, Young’s
inequality is equivalent to FR}(u,v) = 0 and FRy(u,v) = (i, u) + (v,v). Moreover, we know
that FR} = Hy since Hy is a convex and l.s.c function bounded below by 0. Therefore, we
obtain Hy(u,v) = 0 and the desired condition. O

O

Notation 5.6. Let u,v,0 be measures in M(D). We denote
(5.7) FR(p,v) <o
if for all f € C°(D,R%) one has,

FR¢(p,v) < (o, f).
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Proposition 5.7. Let p,v € M(D) be two Radon measures. Inequalities (5.1) and (5.7) are
equivalent. More precisely, we have

Ot is @ measure and FR(u, Opp) S v & (p, 0 f)? < 4w, f){p, f) for all f € C°(D,R%).

Proof. First remark that the equivalence is true if u, v are smooth functions. We present a proof
based on regularization arguments. Assume first that the inequality (5.1) is satisfied, then using

Lemma 5.3, one has
04 (p* w)| < 2/pxv/pxp,
for a kernel on the domain D. It implies
Ou/prpl> < pxv,

and therefore, for every f € C(D, R%),

FRf(p*u,at(p*u»s/ pxv fdudt.
D

Let us introduce a sequence p,, converging to the Dirac measure. The weak lower semicontinuity
of the Fisher-Rao functional leads to
FRf(p, Opp) < liminf FRf(py, % 1, O(pn * 1)) < / v fdadt,
n—o0 D
which is the Fisher-Rao inequality (5.7).

Now, let us assume that the Fisher-Rao inequality (5.7) is satisfied. Note first that it is
sufficient to prove the inequality in Lemma (5.3) for test functions that satisfy [ pfdzdt =1
since the inequality is one homogeneous with respect to f. Using the Jensen inequality on the
Fisher-Rao functional, we obtain

(5.8) FRf(px 1, Oc(px 1)) < FRypup (1, Oppr) < (p v, f) .
Then, using the Cauchy-Schwarz inequality, one has

[(f,0e(p* )| = 2|(f, (Ben/px )p* )] < 2FR s (px 11, 0 (p 5 )2 (f, px p)'/?
which implies, together with (5.8),

(£, 0upx )| < 2pxw, Y2 (F, 05 )12
Applying this inequality with p = p,, and taking the limit, one gets inequality (5.3). O
Notation 5.8. Due to Proposition 5.7, we now write FR(u, 0in) < v in replacement of the
condition {u, 0y f)? < 4(v, f)(u, f), therefore omitting to precise that Oy is in M(D).

We end up this section with an important regularity result that will be necessary for the
formulation of the first-order optimality condition.

Definition 5.9. Let a € (0,1). The space C%%(]0,1], M) is the space of Hélder continuous
paths of measures endowed with the bounded Lipschitz distance. It is defined by

(5.9) C%([0,1, M) = {p € L'([0,1], M) : IM > 0 st [|p(t) — u(s)|pr < Mt — |},

def.

where [[u(t) = p(s)llsr =" sup {(f, u(t)) = (f;1(5)) 5 [ flloo <1 and Lip(f) <1}

The bounded Lipschitz distance metrizes the weak convergence on bounded sets of the space
of Radon measures. The result hereafter proves that we will deal with paths of measures on the
space [0, 1] instead than measures on D. This distance is weaker than the dual norm.

Proposition 5.10. Let p, 0yt be Radon measures on D such that FRy(u, Oip) < oo for some
function f € CO(D,R%). Then, p € C%/2(]0,1], M ([0, 1])).

Proof. Since f € C°(D,R%) is bounded below by a positive constant, it is sufficient to prove the
result in the case where f = 1. We present a proof by regularization. Let us first study the case
where € C°([0,1], L*([0,1])) and in addition u(t) > 0 for all ¢ € [0,1]. We first note that

IVe(s)l[2 < IVr(0)lle> + /O 10l L2 A

(5.10) < p(0)([0,1]) + /51 /FR (11, Oppr)
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by application of the Cauchy-Schwarz inequality. This shows that ,/u is bounded in L2 Tt also
implies

(5.11) p(0)([0,1]) < u(D) + /FR s (1, Orpu) -

We have, by standard estimations, recalling that p > 0,

(@) = pu(s), V)| < Nla(t) = ()l 1 [P o
< (IVut) = V)] Vi) +  p(s) DIl

< V) + Vi@l | [ duatr)ar| ol
<sup Vit ||Lz> [ ot sl

TE,

2 ( Zl[tpl] I\/u(T)IIL2> VIt = s[\/FRy (1, Oep) [|¥]l oo »

where the last inequality again comes from the application of the Cauchy-Schwarz inequality.
We now prove the result by density with p,, a convolution kernel on the domain D converging
to the Dirac measure. The sequence p, * p belongs to C%/2([0,1], M([0,1])) with a Holder
constant bounded by sup,,cx FRf(pn * £, 0¢(pn * ). Since, for f = 1 we have p, x f = f, we
have

FRf(pn * g, O(pn x 1)) < FRy wp(p, Orpr)) = FRy (1, Orp))

which implies that the Holder constant is bounded uniformly. Therefore, by the Arzela-Ascoli
theorem which can be applied here since bounded sets for the dual norm are compact in
(M4 ([0,1]), || - |l BL), the limit is also in C%/2([0, 1], M ([0,1])).

We now give an explicit estimation of the Holder constant. We have

() = (), D) < Nlpnx pu(t) = o> pu(8) || 2219 ]loo
+ [{on % p(s) = p(s), )| + [(pn * p(t) — p(t), V)
The two last terms can be made arbitrarily small with n — oo and the first term can be bounded

using the previous case since p,xpu € C°([0, 1], L1([0,1])). We thus apply the previous inequalities
to get

n— oo 6

|</~L(t)—/~t(8),1/)><2<hm b 1/ Pn * 1 )m) VIt = s[\/FRy (11, 0e0) 19| oo -

Last, we have using inequality (5.10), a bound on the first term of the r.h.s.
Jim. P IV o * ()| 12 < (D) + \/FRy (11, Opps) -
€0

Indeed, we have that lim,,—, oo pn * (D) = p(D). O

Remark 5.11. We have actually proved that the path u(t) is Hélder with respect to the dual
norm on the space of measures with a constant which is explicit in terms of u(0)([0,1]) and

FRy(u, Orp).-

6. MINIMIZATION OF THE ACCELERATION

In this section, we are interested in the minimization of the acceleration on (Q,G) which
represents the group of diffeomorphisms Diff3([0,1]). We first need that the acceleration func-
tional is coercive which is the consequence of a general result on Hilbert manifolds and of the
right-invariance of the metric. Then, we study this variational problem in the particular case of

(@, G).
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6.1. A general lemma and its corollaries on the group of diffeomorphisms.

Notation 6.1. Let (M, g) be a Hilbert manifold and x(t) € H*([0,T], M). We will denote by

L@ the covariant derivative of & along z(t).

Lemma 6.2. Let (M,g) be a Hilbert manifold and z(t) € H?([0,T], M) such that i:(0) = 0.
Then, one has

T T
D . D
(6.1) /O g(&,2)ds < 4T2/O g (mg'c,mga) ds.
Proof. We start with %%g(fc,jﬁ) =g (%i,a’:) by definition of the covariant derivative. By

applications of the Cauchy-Schwarz inequality on the previous formula and time integration, we
have

1d D . D
I Dp—
5490 8) < VA o ( o)

which implies that for all s <t

Joa6) < [ Vo a o (i) ds

L)) < \/ [ ste.2) ds\/ [o(p ) o

By integration, we get

2 [ ewnassn [ s 102 L) o

which gives the result. O

We now use this result on the group of diffeomorphisms Diff*(N) where N is a compact
manifold and the metric on the group is a right-invariant Sobolev metric of the same order s.

Definition 6.3. Let (M, g) be a Hilbert manifold and C be the set of paths defined by
¢t = {a(t) e H*([0,T], M) : (2(0),3(0)) = (wo,v0) € TM and (w(1), (1)) = (1,v1)}.

The acceleration functional 7 is defined by

T
def. D . D.
(6.3) J(x) = /0 g (Dtx’ Dta:) ds,

subject to the boundary constraints (z(0),%(0)) = (zo,v0) € TM and (z(1),£(1)) = (x1,v1) €
TM.
We also define the set of unconstrained path at time 1

C’ = {x(t) e H*([0,T), M) : (x(0),2(0)) = (z0,v0) € TM}.

Theorem 6.4. Let (N, g) be a compact manifold. On Diff*(N), the acceleration functional (6.3)
is coercive on C endowed with the topology of H*([0,1], H*(N)).

Proof. The geodesic energy fOT g(z, ) is bounded above by the functional (6.3). We now use
the fact that the topology on the Diff*(IN) is stronger than that of H?([0, 1], H*(N)) (see [11]).
In coordinates, the acceleration can be written as

D. . .

D=1 + D(x)(,2),

where I' denotes the Christoffel symbols associated with the right-invariant metric (see for in-
stance [22, Section 3.2] for the finite dimensional case of a Lie group with right-invariant metric).
By smoothness of the metric, the Christoffel symbols are thus bounded on a neighborhood of
identity. Then, by right invariance of the metric, the Christoffel symbols is a bounded bilinear
operator on every metrically bounded ball. Therefore, z is bounded in H?([0,1], H*(N)).
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Corollary 6.5. Let (N,g) be a compact manifold. On Diff*(N), any minimizing sequence for
the acceleration functional (6.3) is

(1) bounded in H?([0,1], H*(N)),

(2) bounded in C1([0, 1], Diff*(N)).

Proof. The first point is Theorem (6.4). Let us prove the second point. Using Lemma 6.2,
one can apply [11, Theorem 3.1] which gives that the path is bounded in C°([0, 1], Diff*(NV)).
Recall that on every metrically bounded ball the topologies of Diff*(N) and H*(N) are equiv-
alent. Since the path is also bounded in H2([0, 1], H*(N)), it gives that the path is bounded in
C1([0, 1], Diff*(N)). O

In order to study the relaxation problem, we will need a controllability lemma which is valid
on an infinite dimensional Riemannian manifold.

Lemma 6.6. Let (M,g) be a Riemannian manifold possibly of infinite dimensions and a C*
curve ¢(t) € M such that ¢(0) =x € M. Let V C T, M be an open neighborhood of 0 on which
the exponential map is a diffeomorphism and we denote by log,, the inverse of this map. Consider
the map, for any t > 0,

(6.4) Re(t) : (TeM)* - TM

(6.5) (u1,ug) — (exp, (2(t,ur,usz)), dexp, (2(t, uy, uz))(¢(0) + tug + %t2u2)) ,

where z(t,u1, uz) = log, (c(t)) + 2t2uy + Lt3us and Opz(t, ui,us) = 5 log, (c(t)) + tug + $t%us.
For t > 0 and small enough, the map R, is a local diffeomorphism at (0,0) € (T,M)?.

Proof. We first treat the case when M is the Euclidean space denoted by E. In this case, the
curve z is z(t,u1,u2) = c(t) + 3t%u1 + §t3uz. The differential of the map R.(t) : E? — E is
given by

(6.6 aro.0 = (T LI

which is invertible for all time ¢ > 0. For t,uy, us small enough, z(¢, u1,us) lies in the neighbor-
hood V.

Let us treat the general case of a manifold. Since the exponential map is a local diffeomorphism
on V, the map dexp : TT, M — TM is also a local diffeomorphism for any element (v,w) €
TT,M =~ (T,,M)? such that v € V. Therefore, it is sufficient to prove the result on the map
S (T,M)?> — TT,M defined by S(t,ui,us) = (2(t,us,uz), 2 (t,us,us)) which reduces to the
Euclidean case treated above. O

This lemma will be used to extend the relaxation result to general initial conditions on the
path and general endpoint conditions on the defect measures by developping a perturbation
argument.

Remark 6.7. When the curve ¢ lies in H*([0,1], M), a direct estimation leads to
(6.7) [1Re(s ur, u2) = ell a2 (o7, < kmax([Jua], [uzl)

where Re(-,u1,u2) denotes the path defined in Lemma 6.6. The constant k is local and depends
on the metric in the neighborhood V .

6.2. The case of Diff3([0,1]).

Notation 6.8. Recall the geodesic equation
g =mn(q)p

05 p==—%jfn@hfdy+[l W}H51

a
b+c

with a, b, ¢ the coefficients defined in (4.22a), (4.22b) and (4.22¢) and define

(6.9 u(foa))™ 5 [ ata)say.
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The projection [1 cp] H2_1 [ ¢ ] will be decomposed into two terms:

b+c

mp,q) = [1 o] Hy' m

7'('2((]7 f) = (ld —’/T:;)(Z/[(f, q)) .
We will often omit arguments in w1, mo and U when there is no possible confusion.

The decomposition into two parts for the projection is used for clarity in the next proof.
Indeed, m; is continuous w.r.t. the weak topology whereas 75 is not.

Definition 6.9 (Minimization of the acceleration). On the Hilbert manifold @, the minimization
of the acceleration can be rewritten as the minimization of

(6.10) Flo.a) = [ ata) (h+ UG, 0) = m — m) daat,

on the set of curves

(611) €™ (p(0).q(1) € T°Q : g € HA([0.1), L2(0.1])) such that ¢ = n(a)p

and under the boundary constraints ¢(0) = qo, q(1) = ¢ and p(0) =po € T, Q,p(1) =p1 € Tq*lQ} )

We shall be mainly interested in similar minimization problems but for a relaxed endpoint
constraint, namely

1 1
(6.12) JI(p.q) = Jo(p,q) + U?Ilp(l) —pill7e + ;%IIQ(D — a2,

where 01,09 are two positive constants. The set of admissible curves will be denoted by C° is
defined as above but without the constraint at time 1, namely ¢(1) = g1 and p(1) = p;.

Due to the square on p in U, the functional J is expected to fail being lower semi continuous
with respect to the weak topology on C. We now introduce the set of relaxed curves.

Definition 6.10 (Set of relaxed curves). The set of relaxed curves is
(6.13) C% def: {(p,q,,u,u) eC®x M? : pu>p*,v>p? and FR(p — p?, 0,(pn — p*)) g v — p?
under the boundary constraints ¢(0) = qo , p(0) = po € T, Q and u(0) = p(0)2} )

We also denote by C%’l the set as above under the additional constraint at time 1 given by
q(1) = 1, p(1) = p1 € T;,Q and p(1) = p(1)*.

In the sequel, the notation Cg stands for either C% or C%’l and we will use the same convention
for C.

Proposition 6.11. The sets C% and C%’l are closed in the weak topology on C x M?(D).

Proof. Let (pn, Gn, tin, Vn) € Cr be a weakly convergent sequence in C x M? to (p, q, i1,v) € Cg.
Up to extracting subsequences, we can assume in addition that p2 — 7, p2 — § in M. By passing
to the limit and using Fatou’s lemma on pu, > p% and v,, > p?, we first obtain u > 7 > p? and
v > 6 > p? which are the two first conditions on the measures p, v.

On one hand, we first write p, = p + a,, with a,, = 0, a2 — 7 — p? and a,,> = § — p>. By
Cauchy-Schwarz inequality, we have for every f € C*°([0,1],R%),

FRy (a7, 0(a7)) < (dn?, f) .

The right-hand side is converging to (§ — p?, f). Since the Fisher-Rao functional is lower semi-
continuous, passing to the limit gives

(6.14) FRy(m —p?, 0y(m —p?)) < (6 — %, f).
Moreover, by assumption, we have the inequality

FRy(pn — 2, 0(pn — 12)) < (U — D2, f)
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on which, the same previous arguments give
(6.15) FRy (1=, 0(n— ) < (v =0, f).
On the other hand, the Fisher-Rao functional is subadditive (one-homogeneous and convex)
which implies

FRy(u—p?,0i(u —p*)) < FRy(n— 7,0y (p — m)) + FRy (1 — p*, 04 (m — p?))
which, using inequality (6.15), gives

FRy (1 —p? 0(p— 1)) < (v = 6, f) + FRy(m — p*, 8(m — p?)) .

Introducing p? in the dual pairing, this last inequality can be rewritten as

FRf(:U’ *]92,815(/1 7p2)) g <l/ 7p2,f> + <p2 - 5a f> + FRf(’/T 7p2,at(7r 7p2)) .
By inequality (6.14), we have (p? — 4§, f) + FR (7 — p2, 0;(m — p*)) < 0. We thus get the result

FRy(u—p*,0i(u— 1)) < (v =% f).

The last condition to be checked is that (p,q) € T*Q, which is also true since the con-
straints defining @ are weakly continuous: lim,,_, fol gndzr = fol gdz and lim,,_, o fol n(gn) dz =
fol n(q) dz and Lemma 4.17 gives that m,, (pn) = p, weakly converges to m,(p) and therefore
mq(p) = p.

Last, the boundary constraints are trivially satisfied under weak convergence. O

Remark 6.12. We could have written the relazed set Cg in terms of the defect measures p — p?
and v — p?. However, the corresponding relaxed acceleration functional would have been only
lower semi-continuous and not continuous with respect to these defect measures. Although it
does not change the result, we prefer working with a continuous relazed functional, as defined

below.

Definition 6.13 (Relaxed acceleration functional). The relaxed functional defined on C%’l is

©16) T8 peapr) = [ndv+ [l + Una) = mipa) = malu ol - 7)ot
The relaxed acceleration functional for a soft constraint at time 1 defined on CY, is
(6.17)

g = [ nas [ a4 Ul = ma,a) = malu ) = 7)ot + (D). a(1).

where P is a functional on 7*@Q which is the penalization term. The notation Jg stands for
either Jp'" or J9.

Proposition 6.14. The functional jlg’l s lower semi-continuous with respect to the weak topol-

0gy.
If P is also l.s.c with respect to the weak topology on (L?[0,1])? it is also the case for Jp.

Proof. Let (pn, qn, tin,Vn) € Cr be a weakly convergent sequence in C x M?2. The first term
in (6.16) is the dual pairing between a weakly convergent sequence of measures and a strongly
convergent sequence in C°(D), which gives the continuity of the first term.

In order to prove the continuity of the second term, we expand it into:

618) [ 20(0) P 0) = m0,) = m2(00:0) + 0(a) (U 0) = 71 (p0) = o)) o

Using Lemma 4.17, we have that U(un,qn) — ™1 (Pn,qn) — T2 (lin, ¢n) strongly converges in
CY(D). Therefore the second term in (6.18) is strongly convergent in C°(D). The first term
is the L? pairing between a weakly convergent sequence p, and a strongly convergent sequence

1(an) U (s @n) — 71 (Pr @n) — T2(ns @n))- O

Remark 6.15. The penalization terms |p(1)—p1 |32 and ||q(1)—q1||32 are lower semi-continuous
and the previous proposition applies to the functional (6.12).
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Theorem 6.16. If P is assumed continuous w.r.t. the weak topology then the continuous func-
tional (6.17) defined on C% is the relazation of the acceleration functional. Namely, for every
(p,q, i, v) € C%, there exists a sequence (pn,qn) € C° such that

(6.19) lim sup J (pn, 4n) < Tr(ps q; s v) -
n— oo

Proof. We first treat the case of the soft endpoint constraint.
First step: Since the functional Jg is continuous for the weak topology (Proposition 6.14),
it is sufficient to prove that the space

Co = {(p,a.p%,9?) : (p.q) €C°} C CY,

is dense in C% for the weak topology. Since v is a Radon measure, it is inner regular and
therefore, the measure 7 defined by 0 on [0,¢[x[0, 1] and on [t, 1] x [0, 1] by the restriction of v
to [t, 1] x [0, 1] weakly converges to v when ¢ goes to 0. By time integration, fos Uy ds’ weakly
converges to u since (0) = 0. In particular, it implies that the desired property can be shown
only on the space of measures p, v that vanish on [0,¢]. Let us choose a time ¢ €]0,1[ and a
couple of measures (u, ) whose support is contained in J¢,1]. Let (p,q,u,v) € C% and ¢(t) be
the path of diffeomorphisms associated with (p, ¢) given by Proposition 4.9.

Second step: We first show that we can transform the problem to a similar condition to
p(0),4(0) € L>([0,1)).

Since the path ¢(t) lies in H2([0,1], Diff3([0, 1])), for any € > 0, there exists a smooth kernel

in space denoted p, such that the curve ¢, at pe * p satisfies

e = ol a2 (0,17, Dierz(f0,17)) < €
and ¢g, 9. € C*([0,1]). The corresponding estimates on T*Q are, for a positive constant ¢;

lp = pellao,13,22(017)) < cre,
lg — gellm2 (0,17, 2(0,17)) < cre-

Now, since H'([0,1], H3([0,1])) is embedded in C°([0,1], H3([0,1])), the evaluation at time ¢ is
continuous and therefore, for any ¢ € [0, 1], we have, for a positive constant ¢y

Ip(t) — pe(®)ll 20,1y < 2,
lq(t) = ge(®)llL2(jo,1)) < c2€.

We now use Lemma 6.6 to define a curve close to ¢ in the strong topology in H2([0, 1], H2([0,1]))
and which has the same initial conditions (¢(0), ¢(0)):

For any 4,t > 0 sufficiently small, there exists a choice of € such that, for the given initial
condition (g-(),q-(t)), Lemma 6.6 gives existence and uniqueness of u1,us € Ty()Q satisfying
lur|l < & and |juz|| < § and Ry (¢, w1, u2) = (¢:(t), ¢ (t) = 1(¢ge)pe(t)). Then, we define the path
G=(s) by gluing R,(s, u1,uz) for s € [0,t] and ¢g.(s) on s € [t,1]. Since the curves and their first
derivatives coincide at time ¢, the curve g.(s) lies in H?([0,1], H3([0,1])). In addition, this path
is O(g, ) close to the initial curve ¢(¢) since by construction it is the case on [t,1] and on [0, ¢]
by the remark 6.7. In conclusion, the constructed curve §.(s) satisfies the same initial conditions
than ¢(t) at time 0 and p.(¢),¢-(t) € C°°([0,1]), which gives in particular the desired result
5e(1), ¢:(t) € L=([0, 1]).

Third step: Since D is compact, every bounded balls of C x M(D)? is metrizable. We will
use such a distance denoted by dist on a ball that will be defined afterwards. Let us denote by
pe a smoothing kernel in space, we have, for every f € D

FRy(pe * (1t — p?), 0¢(pe * (10— p®))) < {pex (v —p*), f).
Define
pe = pox (1 —p?) +p2,
def.

Ve = pa*(y_p2)+p?'

By choosing adequatly the smoothing kernel, we shall impose dist(p. * (u — p?), u — p?) < € and
similarly, dist(p. * (v — p?),v — p?) < e. Moreover, by the control we have on p., g., there exists
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a positive constant ¢’ such that
|<pz _p27f>| < ClE‘flOO7
(92 = 1%, )] < el floo -

Therefore, for an other positive constant ¢”, it holds

dist ((p7 q; 1, V)v (p57 Ge, He,s Vs)) < CHE .

Now, Lemma (6.19) hereafter proves that there exists an element (p, ¢, 5°, §>) which is € close
to (e, Ge, fte, ve) in C%. By the triangle inequality, we have

dist ((p, q, 11, v), (5. 4. 5%, ) < (1 +")e,
which ends proving the result. Note that all the terms are bounded in the weak-* topology

so that one can fix a ball on which the previous computations can be made and on which the
distance dist can be defined. (]

Remark 6.17. The relazation of the functional given in Definition 6.3 is more involved due
to the boundary constraint and is out of the scope of the paper. In fact, the strategy developed
in Lemma 6.19 for finding the relaxation domain does not apply when adding the boundary
constraint at time 1.

Lemma 6.18. Let v, € LY(D) and p € WH1(D) that satisfy the constraint (5.2) and such
that u(t = 0,2) = 0 a.e in x. Then there exists p, € H'([0,1], L*(D)) such that p, — 0, p2 — pu
and p2 — v and p,(0) = 0.

If, in addition, p € L>(D), then we also have that p, € L*(D) and is uniformly bounded
(w.r.t. n) in L>(D).

Lemma 6.19. Let p(0),q(0) € L>=([0,1]) and (p(t), q(t)) be a solution to ¢ = n(q)m;(p) = n(q)p

such that (p,q) € H'([0,1], L>([0,1])) x H*([0,1], L>([0,1])). For (p,q,p,v) € Cr N (C° x
L>®(D) x LY(D)), there exists (pn,qn) € C° such that (pn, gn,p%,0%) — (D, q, i1, V).

The proof of the three previous lemmas are given in Appendix B.

7. VARIATIONAL STUDY OF THE RELAXED ACCELERATION

Since we aim at minimizing the relaxed functional Jgr, we give a first simple reduction by
minimizing over v. The constraint FR(u—p?, 9;(u—p?)) < v—p? gives that the first term fDn dv
is lower bounded by FR,, (11 — p?, 9 (1 — p?)) +np? and the formula (7.1) follows. Minimizing Jg
over v when (p, ¢, 1) are fixed, gives

(7.1)  minJp = FRy (1 —p*, 0:(1n — p?))

+ [ ) (5 1. 0) = ma(p20) = malin.0)) e+ P(p(1). (1)

This way of writing the functional was used for proving the lower semicontinuity and since it
is now proven, we can use a slightly simpler and more geometric formulation. Using the defect

measure A p — p? and recognizing the acceleration of the original curve (p, ¢), the functional
can be written as F(A,p, q) " min, Jr(1, v, p,q) with

1 b 2
12 Fapa) = @08+ [ () meaa)| a o Pen.ao).

Note that the boundary constraint on p transfers to A as Ay—g = 0 (the disintegration of A at
time ¢ = 0), which will be written A € M(D). Therefore, we are interested in the minimization
of the functional F with respect to A taking values in M (D) space of measures

The previous functional can be understood as follows: The original acceleration functional
can be possibly made lower using the term p which is paid at the price FR,, (1 — p?, 9 (1 — p?)).
In particular, when the path (p(¢),q(t)) € T*Q is fixed, one can look at the minimization over
A of the previous functional. With respect to A the previous functional is convex and thus any
critical point w.r.t. A is a global minimizer. A priori, the functional F is not strictly convex
which is due to the fact the Fisher-Rao functional is one homogeneous. Moreover the projection



22 RABAH TAHRAOUI AND FRANCOIS-XAVIER VIALARD

operator 7, has a non trivial kernel and therefore the strict convexity of the norm squared does
not help. However, we do not need strict convexity to conclude to the following interesting
property. The result will be given by the following simple lemma whose proof is postponed in
Appendix B.

Lemma 7.1. Let X be a Banach space, f: X — Ry be a convex function and o € X such that
FY{f(x0)}) = {xo}. Let g: X = R be a strictly convex function and A be a linear operator
on X, then if xg is a minimum for the function f 4+ go A, it is the unique minimum.

Proposition 7.2. Let (p,q) € C° be a path in T*Q. The minimization of F over A on Mg(D)
is a conver minimization problem and if the functional F has a minimum at A = 0 then it is
the unique minimum.

Proof. This is the direct application of the previous lemma if we show that the equality FR, (A, 0, A) =
0 implies that A = 0 since A(0) = 0. Suppose on the contrary that A # 0, then, for a regularizing
kernel p we have that px A # 0 and by convexity,

FR,(p*A,0:(p* A)) <FR,.p (A, 0:A),

moreover, by continuity of 7, there exists a constant C' > 0 such that pxn < Cn and therefore
FRpwn (A, 0:A) < CFR,(A,0;A) = 0. Thus, FR,(px A, 0:(px A)) = 0 which directly implies
that p* A = 0 which is a contradiction. d

In the next theorem, we make explicit the first-order optimality condition.

Theorem 7.3. Let (p,q) € C° be a path in T*Q and consider the minimization of F over A on
the relazed set C%. A necessary and sufficient condition for optimality at A is that both following
conditions are satisfied:

For any 1 € My(D) such that Oy € M(D),

(7.3) FR,, (1, Oept) > {p, —w) ,

and the equality
FR,(A,0.A) + (A,w) =0,

* (D
= — (UA dy.
w n/o (th+7f ( wz))) y
The proof of this theorem relies on a well-known lemma for one-homogeneous functionals,
whose proof is given in Appendix B.

where

Lemma 7.4. Let X be a Banach space, X* be its topological dual and f : X — RU {+o0} be a
convex function which is positively one-homogeneous. That is f(Ax) = Af(xz) for every A > 0.
Then, v € Of(x) if and only if the following two conditions hold

(1) f(y) = (y,v) for every y € X,
(2) f(x) = (z,v).

Proof of Theorem (7.3). The first-order optimality condition is 0 € 9F(A). Note that the func-
tional F can be written as F(A,p,q) = Fi1(A) + G(A) (omitting the dependency in (p,q))

where
1
G(A) def. /
0

is a smooth function on the space of measures M and F; is a one-homogeneous function on
Mo(D). Namely we have

dt + P(p(1),q(1))

(L4) +wwing)

FR(A,0;A) if 0,A e M
+00 otherwise.

Fi(A) {

Therefore, the first-order condition for optimality reads 0 € 0F;(A) + DG(A), by smoothness
of G, see [20, Proposition 5.6]. Then, Lemma 7.4 gives the result using

06(8) = [ e+ wia.a)) d.
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and the first-order condition 0 € OF then reads
(7.4) —DG(A) € 0F1(A).
O

This characterization will be used to show the existence of standard paths (p,q) € C such
that the minimization of F with respect to A is not A = 0. However, this characterization is
still relatively general and it only uses the one-homogeneity of the Fisher-Rao functional. In the
next proposition, we give a more explicit but only sufficient condition for optimality. Recall that
we denoted by Cj o(D) the space of continuous real functions which are C! with respect to the
first (time) variable.

Proposition 7.5. Let (p,q) € C be a path in T*Q. A sufficient condition for optimality at A
for the minimization of F over A € Mqy(D) is that
(1) there exists a function g € C1,0(D) such that g(1,z) =0 for all x € [0,1],

1, * /D
. —g2 < = *
(7.5) 8tg+ng _77/0 (thJrﬁ (U(A,q))> dy,
(2) the following equality is satisfied
(7.6) (—DG(A),A) =FR,(A,0:A).

Proof. Instead of considering the functional defined on the space of measures M, we consider
its extension to M?(D) defined as follows (which we still denote by JF)

F(A,8) = FR, (A, 6) + G1(A, 0) + wv (A, ),
where G1(A,6) < G(A) and
(7.7) VE{(A,8) e M?: (8,f,A) + (f,6) =0Vf € C1,0(D) and f(1,z) = 0Vz € [0,1] },

The definition of V' corresponds to the weak definition of the space of measures (A, §) such that
A(0) =0 and 0;A = 4. Then, the first-order condition reads

(7.8) 0 € 0(FR,(A,0)+G1(A,0) + v (A,9)) .
Since G is a smooth function, 8G1 (A, §) = (DG(A),0) and condition (7.8) becomes
(7.9) (—DG(A),0) € D (FR, (A, 8) + 1 (A,5)) .

However, standard conditions in [20] or finer conditions in [8, Theorem 7.15] cannot be applied
to guarantee that the subdifferential of the sum is the sum of the subdifferentials for the sum
FR,(A,d) + v (A, d). We only have

OFR,(A,0) 4+ 0wy (A, 6) C 0(FR,(A,6) + v (A,9)) .
Using the definition of V' in equation (7.7), it is clear that
{Ouf, f) : feCip(D)and f(1,2) =0Vz € [0,1] } C Oy (A,9).
Using Proposition 5.5, we have that
{(u,v) € C°(D) : Hy(u,v) =0 and (u, A) + (v,6) = FR,(A,5)} C 9FR,(A,6).

Therefore, a sufficient condition for optimality is the existence of (u,v) € C(D)? and f €
C10(D) such that f(1,z) =0 for all z € [0, 1]

(7.10) (=DG(A),0) = (u,v) + (Ocf, f) ,
satisfying also
(Ocf — DG(A),A) + (f, 0:A) = FR, (A, 0:A)

which is condition (2) when simplifying the formula by integration by part on f and A. Equation
(7.10) can be rewritten H,(—0,f — DG(A), —f) = 0 or equivalently, with g = —f,

1 *D .,
g € Cio(D) s.t. Org + 592 < n/ Dl T U(A,q))dy,
0

which is condition (1). O
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Remark 7.6. Note that equality (7.10) implies that —DG(A) is a continuous function on D.
Since we have that
(D
p6(a) = [ (it w @) av.
0

o Bxqdy is only L2([0,1], H') and therefore it is not continuous on D. However, the second
term fox 7 (U(A, q)) dy is more regular. Since A is a minimizer, Proposition 5.10 applies and
therefore [ 7 (U(A, q)) dy is Hélder continuous in time with values in C* w.r.t. x so that it is
actually jointly continuous on D.

Now, assuming that (p,q, A) is a minimizer of the relaxed acceleration functional, it would be

probably possible to prove time reqularity as is usual for (p,q) using the Euler-Lagrange equation
and therefore DG(A) would be continuous.

Since we will be particularly interested in the case where A = 0, we emphasize it hereafter.

Corollary 7.7. Let (p,q) € C be a path in T*Q such that 7 foz L gdy € C°(D). The minimiza-
tion of F over A for fized (p,q) € C is attained at A = 0 if there exists a function g € C1 o(D)
such that

(7.11) 0 +12< /xD'd
. tg 779 =7 o th Y.
We are thus interested in global solutions of the Riccati inequality
1 *D
og+—-g* < —qd
19 + 779 > 77/0 th Y

on the time interval [0, 1]. Riccati equations have been intensively studied and we summarize
some useful results hereafter.

Lemma 7.8 (Sturm comparison lemma). Let m, M be two functions in L*(D) such that m < M
and m,m2 € C°(D) be positive functions such that n; < ny. Consider the two Riccati equations

1

(7.12) Qg+ —g*=m
m

and
1

(7.13) 8tf+n—f2:M.
2

Then, if g(t =0,-) < f(t=0,-), the solution f to (7.13) exists at least as long as the solution g
to (7.12) ewists.

Proof. Substract Equations (7.13) and (7.12) to get, for y def. Foyg

1 11
Oy+ —y(f+9)=M—-—m+ (—)gQ,
2 moon2

which implies that

= t s) —m(s LI 5)? | ds
y0B0 =y + [ (3106 = mie) + (o - Y92 .
where E(t) < exp (fg%(f+g) ds). Since y(0) > 0 and M(s) —m(s) EOandn%(s)fn%(s) >0,

we have that f(t,-) > g(t,-). Moreover, we also have that d;f < M which implies that f is
bounded on every time interval of existence of g. Therefore, f exists as long as g exists. O

Corollary 7.9. A solution to the inequality (7.5) satisfying also boundary conditions exists if
and only if there exists a solution g € C1,0(D) to

1 D
7.14 d Z¢% = —q4d
(7.14) t9‘|‘779 n/o 4

and satisfying the constraint g(1,z) = 0 for x € [0,1]; Equivalently, iff there exists a solution u
to

(7.15) Oy + (/ cjdy) Oyu — </ Dq'dy)u:(),
0 o Dt



RIEMANNIAN CUBICS ON THE GROUP OF DIFFEOMORPHISMS 25

such that for every x € [0,1], w(0,2) = 0 and u(t,x) > 0 for t €]0,1] and dyu(l,x) = 0 for
x € [0,1]. The previous equation can be rewritten as follows

D
(7.16) —0r (NOyu) +n ( (jdy) u=0.
, Dt

Proof. The comparison lemma implies that if the solution to the Riccati inequality exists then
the solution to the Riccati equation also exists. The equivalence with the second-order linear
ordinary differential equation is obtained by exchanging the function g with %. O

xT

Let us stress the fact that there exist coefficients of the Riccati for which there does not exist
any solution defined on the whole interval [0, 1] as detailed in the following remark.

Remark 7.10. Let a,b be two non-negative real numbers, then there exists a solution to the
Riccati equation

&+ a’z? = —b?
defined on the time interval [0,1] if and only if ab < w. By direct integration, we have, for a
solution defined on the time interval [0,1], assuming b # 0 and t <1

=(®) dy 1 1 1 ‘
7.17 ———— = —(tan” "(x(0)) — tan™ " (x(t))) = ds<1.
(717) L, wreme = e @) —tn ) = [dss
This gives the result. For b= 0, x =0 is a solution. In this particular case, existence of solutions

implies existence of solutions satisfying the boundary condition x(1) = 0.

Corollary 7.11. The Riccati equation (7.14) has a solution defined on D wvanishing at time

t=17if

supp[n foz %cjdy],
infpn

where [f]— denotes the negative part of f.

The Riccati equation (7.14) has no solution defined on D if there exists x € [0, 1] such that
T D . L X
77[0 54 dy < —m for a positive constant m and if

2
<7,

(7.18)

m 2
—_— >7°.
SUP¢ef0,1] M

Proof. This is a direct consequence of the remark 7.10 and the Comparison lemma. O
As a direct but important application, we have:

Corollary 7.12. The set of paths (p,q) € C such that F has an optimum w.r.t. A at A =0
contains an open neighborhood of every geodesics q(t) in the C2([0,1], L%([0,1])) topology.

Proof. For geodesics, Equation (7.18) is trivially satisfied since D%q’ = 0 and this condition is
stable under perturbations in C°([0, 1], L2([0, 1])). O

We now want to show that there exist paths for which F does not achieve its minimum at
A = 0. A simple situation where the acceleration term is easily computable is a reparametrized
geodesic. Thus, we are now interested in paths that are reparametrizations of a geodesic which

are the simplest critical points (p,q) € T*Q for the acceleration functional. Recall that for a
def.

geodesic ¢(t) and « a time reparametrization, the acceleration of y = ¢ o « satisfies we have
that 29 = d@qg(a).

Proposition 7.13. There exist a a time reparametrization and a geodesic denoted in Hamilton-

def

ian coordinates by (po, qo) such that (p(t),q(t)) = (apo(), qo((t))) is a curve in C for which
A =0 is not a minimum of the functional F(A).

Proof. We first define the geodesic for which we will then construct a suitable reparametrization
a. Consider a momentum mg which is symmetric with respect to 1/2. For instance, mg =
d1/4 — 0374 and we consider the geodesic generated at identity by mg. From Proposition 4.6,
we have that 7)(t,1/2) is decreasing and that lim;_, . n(¢,1/2) = 0. Actually, any geodesic that
has a fixed point z €]0,1[ and a jacobian 7(t, z) whose limit is 0 for t — +o0, will allow for the
following construction.
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Let us now prove the existence of a suitable reparametrization. Using Theorem 7.3, it is
sufficient to prove that there exists u € M(D) such that the following inequality is satisfied:

*D
(7.19) FRy (1, Orp) < — </M7 th dy>
0

which corresponds to the inequality (7.3) where A = 0. We consider u(t) = f(t)%1 /2 where 61 /2
is the Dirac distribution at point 1/2 and the previous inequality can be written as

1 1 1/2
(7.20) | £ensyas<— [ Ponsa) is,y) dy ds.
0 0 0 Dt!
We now observe that we have the following formula
1/2 1/2 & d
ws.1/2) [ Dty =n(s1/2) [ d(s)in(ale).n)dy = § moal.
0 0

where the second equality comes from éit n(q)(t,z)] = n(t,z) [, (s,y) dy. Inequality (7.20) can
be reformulated as

(7.21) /f s)ds < — /f i(s,1/2) ds

where we have used n(s,1/2) = no(a(s), 1/2). Since n(s,1/2) < 1, we have

/ 2 (s)n(s) ds < / ' f2(s) ds

Let us consider for instance f(t) = sin(nt), one has fol f2(s)ds = %2 . On the interval [1, 3], one
has sin®(7t) > % and therefore, since 7(s,1/2) <0

3/4 -

/ F2(s)=0(s,1/2)ds > —%/ gn(s 1/2)ds

1/4
under the additional assumption % > 0 which will be satisfied in our subsequent choice. By
(7.21), it is sufficient to prove that there exists a reparametrization « such that

b 1[G
(7.22) / frdt < _7/ —n(s,1/2)ds
0 2 1/4 @

Let A>0and a(t) = 1/4+ et — e4/* for t > 1/4, then £ = A > 0 for ¢ > 1/4 which implies

/ F(5) Sii(5,1/2) ds > 5 AGmo 0 a(1/4) — o 0 a(3/4)) ds

To conclude, we note that ngo«(3/4) —nooa(1/4) > no(3/4) —no(1/4) as long as A is sufficiently
big enough so that «(3/4) > 3/4. Therefore, there exists A big enough such that

1
: 1
= [ Ps)ds < At/ —m(1/4).
which implies inequality (7.20). O

In the previous proof, we did not look for the simplest parametrization for which the inequality
(7.20) holds. However, since cubic reparametrizations of geodesics are critical points for the
initial functional of the acceleration, it is natural to ask if there exists a cubic reparametrization of
the previous geodesic for which the same estimations hold. However, the analytical computations
are rather difficult since there is no closed form solutions of the geodesic equation and we therefore
chose to show the result by numerical simulations.
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8. A NUMERICAL EXPERIMENT

In this section, our goal consists in showing numerically that there exists cubic reparametriza-
tions of geodesics that are not minimizers with respect to defect measure. It thus proves that
being a critical point of the initial functional does not help for being a minimizer w.r.t. the
defect measure. Although this result is not surprising because for non convex variational prob-
lems, critical points are not necessarily minimizers, this is yet another hint that tends to show
that there exist minimizing solutions to the relaxed acceleration functional for which the defect
measure is not zero.

We consider the following geodesic defined by its initial position ¢y = Id, and its initial
velocity corresponding to the momentum mg 15 (6174 — 03/4). By the result in Proposition
4.6, the geodesic has a jacobian at x = 1/2 which tends to 0, as shown in Fig. 2. We consider the
cubic reparametrization r(t) et o3 plotted in Fig 3. Then, the right-hand side of the Riccati
equation (7.14) is shown in Fig 4.
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FiGURE 1. The diffeomor-

phism at time ¢ = 16. The red FiGUurRe 2. The Jacobian at
dot represents the point 1/2 x = 1/2 for the initial geodesic.
which is fixed by the flow.
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FIGURE . 3.' The cubic FIGURE 4. The right-hand side
reparametrization defined of the Riccati equation (7.14)
by r(t) = 2t3. d o

We then consider A(t,z) = sin(27t)?§,, and we numerically compute the Fisher-Rao functional
FR,(A,0;A) = 1.387 and the quantity — fol sin(2mt) (¢, 1/2)% dt = 1.483, which satisfy the
inequality (7.19):

*D
FR,(A,0;A) < — <A,77 Qdy> .
, Dt

It thus shows numerically that this cubic reparametrized geodesic is not a minimizer with respect
to the defect measure A by application of Theorem 7.3.
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9. CONCLUSION AND PERSPECTIVES

In this paper we have studied the relaxation of the acceleration in the case of a right-invariant
Sobolev metric on the group of diffeomorphisms in one dimension. We have shown, that for the
relaxed endpoint constraint, the relaxation of the functional involves the Fisher-Rao functional.
Being a convex and one-homogeneous functional on measures, we have derived several optimality
conditions by means of convex analysis: optimality is linked to the existence of a solution to a
Riccati equation that involves the acceleration of the curve.

Several interesting questions remain open:

(1) We have proved the existence of an example where the minimizer of the relaxed acceleration
functional has a non zero defect measure. In other words, we ask whether all the minimizers of
the relaxed acceleration functional satisfy A = 0.

(2) Another important point is to add a boundary hard constraint at time 1 on the couple (p, q).
It is probable that it will involve a different form of the Fisher-Rao metric.

(3) Our proof relied at different steps on the one dimensional case. For instance, the formulation
of the geodesic equations was a key point for obtaining the properties on the derivative of the
metric. This step can probably be extended to higher dimensional case, i.e. on Diff*([0, 1]¢) for
s > d/2 + 1. However, the relaxation of the functional will certainly differ from the Fisher-Rao
functional.

(4) In a different direction, we could also have written the Euler-Lagrange equations for the
relaxed functional on the space Cg. An interesting question would be to use this Euler-Lagrange
equation to derive regularity properties of the solutions from the endpoints such as in the geodesic
case as in Corollary 4.14.

(5) We also have left behind a technical question about the characterization of the subdifferential
of the Fisher-Rao functional similarly to what has been done for the TV norm on functions. This
would lead to a finer characterization than that presented in Theorem 7.3.

APPENDIX A. COMPUTATION OF THE GEODESIC EQUATIONS

We give hereafter the proof of theorem 4.13 which is based on rather straightforward compu-
tations.

Proof. As is well known, the geodesic equation on @ is the projection of the geodesic equation on
L? for the same Riemannian metric, whose Levi-Civita connection is denoted by V. We denote
by V? the induced Levi-Civita connection on Q. It is given by

V&Y = VxY —II(X,Y),

with X, Y two vector fields tangent to @ and arbitrarily extended to L?. In the previous formula,
the second fundamental form II is a tensor defined by

I[(X,Y) = (VxY)*,

where (VxY)* is the orthogonal projection of VxY on (T'Q)*. Therefore, the geodesic equation
on () can be written as

1L
D D
D116 = (2 .
ppd =14, 4) (an)
The previous formulation can be rewritten as wq(%Q) = 0 where 7, is the orthogonal projection

corresponding to the constraints w.r.t. the scalar product (4.16), i.e the scalar product in L?
with the weight % If there were no constraints on ¢, the geodesic equation would be

q=mn(q)p
(A1) {ﬁ==—§]§n@hﬁdy.

In order to project these equations on T;Q, we need to compute the scalar product of p +

% frl n(q)p? dy with 1 and ¢. Note that for a given path (q(t), p(t)) € T*Q, one has % fol npdx =
0 which implies, using formula (A.1) and after few (straightforward) computations

<n1M==1Tﬁndw=-iélpn(4xmﬂw>dw:v—l;(lfnpmo2]1=07

0
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since fol q(t,r)dx = 0 for all t € [0,1].
For the scalar product with 1 of the r.h.s. term in the momentum equation of (A.1), we use
a change of variable by ¢ to obtain

<17; (/: n(q)p? dy>>77 = /01 % (/: n(q)p° dy) ndz

1 /1t 1 /!
:5/ /p2o<p71dyd:17:§/ zplop ldr=a.
0 T 0

Therefore we get the result in the formula (4.22a).
After some computations, we also have % fol pnpdx = 0 which implies

(D, @)y = /Olpw(/ownpdy) dw/olpcpn(/omn(/oypndZ) dy> dz
([ ) e ([ )

2

3 1 x .
=3 poy dz =0,
2 0 0

where the second line is obtained by integration by part and the last one by the change of
variable with ¢. Last, we compute, by integration by part

1 1 1 1 1 1 1 1 1
<<p72</ n(q)pzdy)> =§/ W(/ npzdy) dx:;/ <p277p2dw=1/ 2’ pPop~tdr =c.
x n 0 x 0 0

The geodesic equation then reads:

q=n(g)p
(A.2) . 1l 5 -1 a
=1 dy + {1 ] H
p=—3 [, n@p’dy oI, L
where the coefficients a, b, ¢ are defined in the Theorem. O

APPENDIX B. OTHER PROOFS

Proof of Proposition 4.6. For instance, consider n = 2, A a positive real and « €]0, %[, q1(0) =
1/2 — «, p1(0) = X and ¢2(0) = 1/2 + «, p2(0) = —\, then the solution has the following
properties.

First, by (central) symmetry with respect to 1/2, v(¢,1/2) = 0 for all time ¢ € Ry and as a
consequence, 1/2 is a fixed point of the flow, that is (¢, %) = % Second, lim;_,, ¢;(t) = 1/2 for
1= 1,2 indeed, it is easy to see that the trajectory of ¢; is monotonic. Then, since the manifold
of landmarks is complete, (¢1,¢2) has to escape every compact set which implies the desired
property. The jacobian of the flow satisfies

(B.1) Orpu(t,1/2) = 0y0(t,1/2) 0 (t,1/2).

Therefore, since 0,v(¢, 1/2) is always negative, it implies that ¢, (¢, 1/2) is decreasing and remains
positive. Then, using the fact that lim;_,. ¢;(t) = 1/2 for ¢ = 1,2, one can conclude that
lim; 00 02 (t,1/2) = 0 which is the last property we will need. We summarize what we have
shown as follows:

Of course, the argument developed above would be valid for a larger class of initial momentums
with a central symmetry but this is not needed. O

Proof of Theorem 4.15. Local existence follows from existence of Caratheodory ordinary differ-
ential equations [36]. Simple estimates give that the right-hand side is Lipschitz continuous
w.r.t. ¢ € L*([0,1]) on every bounded balls: Indeed, on the ball B(0,r) in L*°(]0, 1]), the map
q — exp( foz q(y) dy) is Lipschitz with the Lipschitz constant corresponding to that of exp on
[—r, r] which we denote by K. More precisely, for q1, g2 € L>°([0,1]) we have

(B.2) n(qu)my, (p) — n(g2)my, (p) = (5, (p)) (n(qr) — n(a2)) + nlaz) (73, (p) — 75, (p)) -
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Using inequalities (B.3a), (B.3b) and (B.3c¢) below, we obtain

In(a1)g, (p) = 1(a2)7g, (P) oo < Kllmg, (P)lloollar — a2lloc + €"[|7g, () — 75, (P)lloo
< 3K ||plloollgr — g2lloo + 2€7[[Plloc K [lg1 — 2|00
< 3+ 2¢")K|lpllsollar — a2l -
As for the time regularity of ||p(t)||oo, the hypothesis L? is sufficient as proven in [36].

In order to prove global existence, we provide some a priori estimates on the norm of ¢ that
bound its growth. For that, we first remark that for any ¢ € L*([0,1]), we have

(B.3a) [olloe <1
(B.3b) |2, n(@)] < lpllooln(@)lr = [1Plloo
(B.3c) [(ps (@) < llpellocln(@lr < llplloo -

These inequalities imply first that |7} (p)||o is bounded and also that ¢ is bounded in L'. Indeed,
one has, using [|7(g)||1 = 1,

174 (P)lloo < 3lplloc
In(@)mg @)l < (@)Lt llmg (P)lloe < 3Plloo -

Now, since ¢ is bounded in L' (using initial condition), we get

(B.4) 17()] 0o < ella(®)lloo+Jg 3llp(s)lloc ds

and therefore

(B.5) la(@®llze < lg(0)]|ze + K/Ot p(s)][ oo (19O loe 5 Sl v s

which implies global existence. O

Proof of Lemma 4.17. Note that the second point is a direct consequence of the first one since
p(x) = fom 1 dy, therefore the convergence of 7 implies the convergence of the first spatial deriv-
ative of . The first point follows by application of the Aubin-Lions-Simon lemma [3, 28, 39]
on [ qdy € H'([0,1], H'([0,1]) which is compactly embedded in C°([0,1],C°([0,1])). As a
consequence, it is not difficult to prove that it is also compactly embedded in C°(D).

We now prove the last two points. We refer to formulas (4.19) and (4.20) which involve 7, ¢.
Let us recall for readability the projection 7,:

B.6 - _r_ g1 [ <f777>1/n } )
(B.6) J(f)=f—[n en] H Gromn

The two functions 7, and ¢,, are strongly convergent in C°(D) (and therefore in L?). Thus,
it is also the case for polynomial functions of 7, and ¢,, since C°(D) is a Banach algebra. Since
the projections 7,, and 7; only involve strongly convergent functions and associated scalar
product, it gives the result. The last point follows the same line since one has

U P 21 | fomam | 1 0
B dt oD ==ln gt en) 1y {(fﬁpﬂh/n} - on] o [<fv¢77>1/n].

We check that each term in the formula (B.7) are strongly convergent using

7'7=77/ qdy

0

<P—/77</ ddy>dx-
0 0

Using the assumption p € H'([0,1], L*([0,1])), we have ¢ = n(q) 7} (p) and also [ ¢, dy €

H1([0,1], H*([0,1])). Using the compact embedding in C°(D), it implies the strong convergence
of fomcjdy in C°(D). Then, the result follows easily for %ﬂq and it is similar for %w;.

The last point follows from the fact that the projection part in (B.6) involves dual pairings
between vectors ¢,,, 7, that are strongly convergent in C°(D) (and therefore strong convergence

in L?) z, which weakly converge. The same argument also applies to (%an) (zn)- O
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Proof of Proposition 4.18. From the proof of Proposition 4.15, formulas (B.4) and (B.5) give that
¢y is bounded in H'([0, 1], L*([0,1])) and therefore bounded in H'([0, 1], L?([0,1])). Proving the
weak convergence can thus be done on every converging subsequence. We consider now a weakly
converging subsequence also denoted by ¢, to § € H*([0,1], L?([0,1])), then Lemma 4.17 implies
the strong convergence of 7y and 7(qy) to 77 and 7(q). As a consequence, 1(qy,)m; (pn) weakly
converges in L?(D) to n(q) 75 (Poo) we get that ¢ is a solution associated with p., and that this
solution is also in H([0,1], L>°([0,1])). Therefore, § is the unique solution given by Proposition
4.15, that is ¢ = ¢oo. It implies that all the converging subsequences of ¢, € H'([0,1], L*([0,1]))
converges to ¢, which gives the result. O

Proof of Lemma 6.18. We look for p,(t,z) under the following form
pn(t, ) = (a(t,x) + b(t, x) cos(2mnx)) sin(2mnx) .
It is clear that the first condition p, — 0 is satisfied using the identity
2 cos(2mnx) sin(2mnx) = sin(4dnnx) .
Now we expand p? to obtain
P2 (t, ) = a®(t, x) sin®(2nnz) + b(t, z)? cos®(2mnx) sin? (27na)
+ 2a(t, 2)b(t, z) sin? (2wnx) cos(2mnx) .
We observe that
sin?(27na) cos(2mnz) = %cos(%mx) - i(cos(&mm) + cos(2mnx))

which weakly converges to 0. Therefore, we get that

1 1
pi — 5@24— 1()2,

since sin®(27na), cos?(2rnz) — 4. Similarly, we have

p2(t, ) = a*(t, ) sin®(2mnz) + b(t, ©)? cos®(2mna) sin® (27nz)
+ 2a(t, 2)b(t, z) sin?(2wnz) cos(2mnz)

and ) )
-2 -2 P2
- = =b°.
Pn =5 1
We want to find a, b such that

12 12

- “p2 =
2(1 +4 i
1, 1.,

At =,
gt =Y

with initial conditions a(0) = 0 and b(0) = 0.
We solve this equation in polar coordinates and set (a/v/2,b/2) = rexp(if) to obtain
142 4 1p2 — 2
(B.5) P YA
507+ 70 =7+ 130

This implies that r = \/u € L?(D) and therefore #* = (9;,/n)?. A necessary and sufficient
condition for the existence of a solution to the system (B.8) is
(B.9) (Ory/m)? <w.
which is exactly another way to write condition (5.2). Indeed, one has
. — (0, 2
g2 = oV (;\/ﬁ) € LY(D, ),

for which the following formula is a particular solution

H(t):9(t:0)+/0t ”_(iwds,
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and this implies that § € L?(D, u). Now, this in turn implies that 7sin(f) and r cos(f) belong
to H'([0,1], L3([0,1])).

The initial condition p(0) = 0 is implied by the fact that |rsin(#)|(0) < (/(0) = 0 and
Ircos(8)[(0) < V/E(0) = 0.

The last assertion of the lemma is obvious. Note that if (1) = 0 then a(1) = b(1) = 0, this
case will also be used in the relaxation with boundary constraints. O

Proof of Lemma 6.19. We use Lemma 6.18 to obtain «,, € L?(D) such that o, — 0, a2 — p—p?
and 62 — v — 2. Since (p,q) € H(0,1],L=(0,1))) x H2([0,1], L([0,1])) and (p,q, . v) €

def.

CrNC x L>=(D) x L*(D) we have that p, = p+ «a, € L>(D) is bounded uniformly in n.
Therefore, Lemma 4.15 provides a solution to

Gn = n(Qn>7T:;,L (pn) .

and this solution g, weakly converges to ¢ in L?(D) which is the solution associated with p.
Now, we show that (7 (pn),qn) satisfies the requirements. Indeed, m; (pn) = 7 (p) +

7y (). The first term strongly converges to m;(p). Moreover, the second term satisfies the

identity
ﬂ-;” (Oén) = Qnp + ﬁn
with £, that strongly converges to 0 (5, is the projection of cv, on a finite dimensional subspace).
We then write m; (pn) = 7, (p) + Bn + ap with 77 (p) + B, strongly converging to 7 (p) and
we apply the remark B.1 below to obtain (pn)? — p.
We now prove in the same way the result for < (% (p,)) using

d_, : d_,

Eﬂ-qn (pn) =Dn+ (dtﬂ-q") (pn) .
Lemma 4.17 applies and the second term strongly converges to 0. Then, Remark B.1 below gives
that (- (7 (pn)))2 — v. Redefining p, by 7 (pn) gives the result. O

Remark B.1. Let X C R? be a compact domain and j1 be a Borel measure on X. In L*(X, i),
we consider fr, — f a strongly convergent sequence and g, — 0 a weakly convergent sequence.
We also assume the weak convergence g2 — z in M4 (X). Then one has

(fn +gn)2 — a? +zin M+(X> :
Indeed, one has (fn + gn)? = f2+ g2 + 2fngn. Moreover, for every ¢ € C°(X)

/ Jfagnpdp — 0

since @ fy, strongly converges to wf, which proves the result.

Proof of Lemma 7.1. Let x be a minimum of f 4+ g o A. Note that it is sufficient to prove that
Azg = Az since in this case, g(Axzg) = g(Az) and therefore, since the value of the function
f+ go A is the same at xg and x, we have that f(x) = f(x¢). This implies that zo = x by the
hypothesis on f.

We now prove Axg = Azx. If it were not the case, then by strict convexity of g on the segment
[Azg, Az] and convexity of f, we have that

9(1/2(Azg + Ax)) < 1/2g(Axo) + 1/2g(Ax)
f(/2(z0 + @) < 1/2f(w0) +1/2f(2) .
which implies
9(1/2(Azg + Az)) + f(1/2(Azo + Ax)) < f(20) + 9(Azo) ,
which gives a contradiction. O

Proof of Lemma 7.4. If v € 9f(x), then for every z € X,

(B.10) f(z) > f(z)+ (z — z,v).

For z = Ay and A — 400, the previous inequality implies f(y) > (y,v) which is the first
condition. Taking A = 0 implies (z,v) > f(z), which gives, together with the previous inequality,
the second condition.
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If the two conditions are fulfilled then, adding the equality of the second condition to the
inequality of the first one gives inequality (B.10). d

APPENDIX C. REPRODUCING KERNEL HILBERT SPACE OF HZ([0,1])

The reproducing kernel for the space H?([0,1]) endowed with the metric

(1) IFI2 = £(0)% + £/(0)% + / £"(s)? ds

is known to be [5, Section 1.6.2],

(C.2) K(s,t)=1+st—|—/o (t—u)y(s—u)ydu

and equivalently,

1+ st+ 5t — g3 if s <t
(C.3) K(s,t)z{ + st + 5ts 5s” it s <

1+ st + st> — 113 otherwise.

Now, we want to use this formula to give an explicit expression of the kernel of HZ([0,1])
endowed with the norm fol f"(s)*ds which coincides with the norm (C.1). Therefore, this
situation is a particular case of computing the kernel associated with a closed subspace G of an
initial reproducing Hilbert space H. In such a case, the orthogonal sum G @ G implies that
Ky = Kg + Kgu (see [5, Section 1.3]). Let p be the orthogonal projection on G, then the
reproducing kernel K can be expressed as follows

(C.4) Ka(s,t) = (p(K(s, ")), p(K(t,-))) -
In our setting, we have G = HZ([0,1]). For an explicit expression of the kernel, one has, following
for instance [5, Section 1.2],

K(s,t) K(1,t) M K(1,t)
K(s,1) K(1,1) A K(1,1)
agK 8,1) 82K(1,1) 61 QK( ,1)
C.5 K t) = :
(©5) a(s:1) K1,1) o&K(L1)
" K(1,1) 012K(1,1)
More explicitely, this gives
(C.6) Kg(s,t) = K(s,t) + <1 + %(s +1)— ;ts) (ts)?.
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