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ENERGY DECAY IN A WAVE GUIDE WITH DISSIPATION AT INFINITY

MOHAMED MALLOUG AND JULIEN ROYER

Abstract. We prove local and global energy decay for the wave equation in a wave guide
with damping at infinity. More precisely, the absorption index is assumed to converge slowly
to a positive constant, and we obtain the diffusive phenomenon typical for the contribution
of low frequencies when the damping is effective at infinity. On the other hand, the usual
Geometric Control Condition is not necessarily satisfied so we may have a loss of regularity
for the contribution of high frequencies. Since our results are new even in the Euclidean space,
we also state a similar result in this case.

1. Introduction and statement of the main results

In this paper we study the wave equation with stabilisation at infinity, either in the usual
Euclidean space or in a wave guide. We state our main results for the case of a wave guide,
which was the original motivation of this paper. However some of our estimates are not known
in the Euclidean space, so we will also give the analogous statements in this context.

Let d, n ∈ N∗, and let ω be a bounded, open, smooth and connected subset of Rn. We denote
by Ω the straight wave guide Rd × ω ⊂ Rd+n. The main examples which we have in mind are
the tube in R

3 (d = 1, ω ⊂ R
2), a layer in R

3 (d = 2 and ω is a bounded interval of R) or a strip
of R2 (d = 1, ω ⊂ R). Everywhere in the paper we denote by (x, y) a general point in Ω, with
x ∈ Rd and y ∈ ω.

Given u0 ∈ H1(Ω) and u1 ∈ L2(Ω), we first consider on Ω the dissipative wave equation with
Neumann boundary condition











∂2t u−∆u+ a∂tu = 0 on R+ × Ω,

∂νu = 0 on R+ × ∂Ω,

(u, ∂tu)|t=0 = (u0, u1) on Ω.

(1.1)

The similar problem with Dirichlet boundary condition and the damped Klein-Gordon equation
will be discussed below.

The function a is the absorption index. It is bounded, takes non negative values and goes
to 1 at infinity. More precisely, we assume that there exists ρ > 0 such that for β ∈ Nd with
|β| 6 d

2 + 1 we have

∀x ∈ R
d, ∀y ∈ ω,

∣

∣∂βx
(

a(x, y)− 1
)
∣

∣ 6 Cβ 〈x〉−ρ−|β|
. (1.2)

If u is a solution of (1.1), then its energy at time t is defined by

E(t) =

∫

Ω

|∇u(t)|2 +
∫

Ω

|∂tu(t)|2 . (1.3)

We can check that

E(t2)− E(t1) = −2

∫ t2

t1

∫

Ω

a |∂tu(t)|2 dt,

so the energy is a non-increasing function of time and the decay is due to the loss in the region
where a > 0. Our purpose in this paper is to say more about this decay. It is also an important
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2 MOHAMED MALLOUG AND JULIEN ROYER

question to understand the decay of the local energy

ER(t) =

∫

|x|6R

|∇u(t)|2 +
∫

|x|6R

|∂tu(t)|2

for any R > 0.

On a compact manifold, it is now well known since the stabilisation results of [RT74] (for
a manifold without boundary) and [BLR92] (for stabilisation at the boundary) that we have
uniform (therefore exponential) decay for the energy of the damped wave equation under the so-
called Geometric Control Condition. Roughly speaking, the assumption is that any ray of light
(trajectory for the flow of the underlying classical problem) should meet the damping region.

For the undamped wave equation on unbounded domains, we have uniform decay of the
energy on any compact under the similar non-trapping condition, which says that all the classical
trajectories should escape to infinity. Notice that since the total energy is conserved in this case,
it is equivalent to say that the energy on any compact goes to 0 or that all the energy escapes
to infinity.

This is in particular the case for the free wave equation on Rd by the Huygens principle. For
compact perturbations of this model case and under the non-trapping assumption, the energy on
any compact decays exponentially in odd dimensions and at rate t−2d if the dimension d is even.
See [MRS77] and [Mel79]. See also [Ral69] for the necessity of the geometric assumption. In
[BH12] and [Bou11] the problem is given by long-range perturbation of the free wave equation.
The local energy (defined with a polynomially decaying weight) decays at rate O(t−2d+ε) for any
ε > 0 in this case.

In this paper we are interested in the (local and global) energy decay for the damped wave
equation on an unbounded domain. The local energy decay in an exterior domain (with stabili-
sation at the boundary or in the interior of the domain) has been studied in [AK02, Khe03]. We
also mention [BR14, Roy16a] for a non-compact perturbation of the free model. The decay rates
are the same as for the corresponding undamped problems, but the non-trapping condition can
be replaced by the assumption that all the classical trajectories go through the region where the
damping is effective or escape to infinity.

If all the classical trajectories go through the damping region, and not only the bounded
ones, we can obtain decay estimates for the total energy. We mention for instance [AIK15] for
the wave equation in an exterior domain with damping at infinity and [BJ16] for the damped
Klein-Gordon equation in Rd.

In our setting the Geometric Control Condition is not necessarily satisfied. For instance, if
there exists x0 ∈ Rd such that a(x0, y) = 0 for all y ∈ ω then any trajectory staying in {x0}×ω
will neither see the damping nor escape to infinity. This means that some high frequency solu-
tions may stay in a bounded region without going through the damping region for a very long
time, so we cannot have any uniform decay for the local energy (or, a fortiori, for the global
energy). However, if we allow some loss of regularity we may have some energy decay. Such
results were given in [Leb96, LR97] for the damped wave equation on a compact domain and
in [Bur98] for the undamped wave equation equation in an exterior domain. These papers give
the minimal decay without any geometric assumption. There are also settings for which G.C.C.
fails to hold even if it is satisfied by “most of the classical trajectories”. This is the case here,
since all the rays which have a non-zero velocity in the x directions escape to infinity. Moreover,
outside some bounded subset all the trajectories meet the damping region. We refer for instance
to [Sch11, AL14, LL] for a partially damped wave equation, and to [NZ09] for the local energy
decay with trapped trajectories (more precisely, for the corresponding high frequency resolvent
estimates). We have mentioned [BJ16] above. In this paper the damped Klein-Gordon without
G.C.C. is also considered (see also [Wun] for a periodic damping). Here the geometry of our
trapped and undamped classical trajectories is close to the setting of [BH07] where the wave
equation on partially rectangular domains with damping on both ends is considered (see also
[Nis09]).
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The geometry of undamped and/or trapped trajectories governs the behavior of the contri-
bution of high frequencies. However, in unbounded domains, the general rate of decay is also
limited by the contribution of low frequencies. We know that with a short range damping the
rate of decay for the local energy is the same as in the undamped case. We also know that
with a stronger damping, the local energy decay can be slower than without damping (even if,
of course, the global energy decays faster). More precisely, when the damping is effective at
infinity, the contribution of low frequencies tends to behave like a solution of a heat equation.
For the wave equation with constant dissipation on Rd

∂2t u−∆u+ ∂tu = 0, (1.4)

this can be understood as follows: for the contribution u of low frequencies the term ∂2t u becomes
small compared to ∂tu and the solution behaves like a solution of the diffusive equation

−∆u+ ∂tu = 0. (1.5)

For the energy decay of (1.4) we refer to [Mat76]. For the comparison with the solution of
(1.5) we refer to [Nis03, MN03, HO04, Nar04]. An asymptotic expansion of the solution in a
periodic setting is given in [OZP01]. For results on an exterior domain we refer to [Ike02] (with
constant damping) and [AIK15] (the damping index is constant outside a compact and satisfies

G.C.C.). When the absorption index a decays slowly (a(x) ∼ 〈x〉−ρ with ρ ∈]0, 1]), we have
some global energy decay (see for instance [TY09] when ρ < 1 and [ITY13] when ρ = 1) and
we recover the diffusion phenomenon (see [Wak14] when ρ < 1). As already mentioned, we
recover for the short range case (ρ > 1) the same kind of results as in the undamped case (see
[Moc76, BR14, Roy16a]). Finally, results on an abstract setting can be found in cite Chill-Ha-
04, Radu-To-Yo-11, nishiyama,Radu-To-Yo-16.

Here we consider the damped wave equation on a wave guide, which is neither compact nor
close to the Euclidean space at infinity in any usual sense. Closely related problems have been
considered in [Roy15] (about the dissipative Schrödinger equation) and [Roy] (about the wave
equation with constant dissipation at the boundary).

Before stating our results, we introduce the usual notation for the wave equation in the energy
space. We define EN as the Hilbert completion of C∞

0 (Ω)× C∞
0 (Ω) for the norm

‖(u, v)‖2
EN

= ‖∇u‖2L2(Ω) + ‖v‖2L2(Ω)

(C∞
0 (Ω) is the set of restrictions to Ω of functions in C∞

0 (Rd+n)). Given δ ∈ R, we denote by E
δ
N

the weighted energy space defined as the Hilbert completion of C∞
0 (Ω)× C∞

0 (Ω) for the norm

‖(u, v)‖2
E δ
N
=
∥

∥

∥
〈x〉δ ∇u

∥

∥

∥

2

L2(Ω)
+
∥

∥

∥
〈x〉δ v

∥

∥

∥

2

L2(Ω)
,

where 〈x〉 stands for
(

1 + |x|2
)

1
2 . We also denote by Hδ

N the Hilbert completion of C∞
0 (Ω) ×

C∞
0 (Ω) for the norm

‖(u, v)‖2Hδ
N
=
∥

∥

∥
〈x〉δ u

∥

∥

∥

2

L2(Ω)
+
∥

∥

∥
〈x〉δ∇u

∥

∥

∥

2

L2(Ω)
+
∥

∥

∥
〈x〉δ v

∥

∥

∥

2

L2(Ω)
.

We write HN instead of H0
N .

We consider on EN the operator AN defined by

AN =

(

0 I
−∆ −ia

)

(1.6)

on the domain

D(AN ) = {(u, v) ∈ EN : AN (u, v) ∈ EN and ∂νu = 0 on ∂Ω} . (1.7)

Now let U0 = (u0, iu1) ∈ D(AN ). It is standard that u is a solution of (1.1) if and only if
U : t 7→ (u(t), i∂tu(t)) is solution of

{

∂tU(t) + iANU(t) = 0, t > 0,

U(0) = U0.
(1.8)
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Since the operator AN is maximal dissipative (see Proposition 2.2 below), we know from the
Hille-Yosida theorem that −iAN generates a contractions semigroup, so that the problem (1.8)
has a unique solution U : t 7→ e−itANU0 ∈ C0(R+,D(AN )) ∩ C1(R+, EN).

Our purpose is to prove local and global energy decay for the solution of (1.1). The main
result of this paper is the following:

Theorem 1.1 (Energy decay). Let k ∈ N∗, s1, s2 ∈
[

0, d2 ], κ > 1, s ∈ [0,min(d, ρ)[ with s 6 1,

δ1 > κs1 + s and δ2 > κs2 + s. Then there exists C > 0 such that for t > 1 and U0 ∈ D(Ak
N )

with (AN − i)k ∈ Hδ2
N we have

∥

∥e−itANU0

∥

∥

E
−δ1
N

6 C

(

t−
1
2 (1+s1+s2+s) +

ln(t)k/2+1

tk/2

)

∥

∥(AN − i)kU0

∥

∥

H
δ2
N

.

More precisely, if we write U0 = (u0, iu1) and e
−itANU0 = (u(t), i∂tu(t)) where u is the solution

of (1.1) then we have

‖∇u(t)‖L2,−δ1 (Ω) 6 C

(

t−
1
2 (1+s1+s2+s) +

ln(t)k/2+1

tk/2

)

∥

∥(AN − i)kU0

∥

∥

H
δ2
N

and

‖∂tu(t)‖L2,−δ1(Ω) 6 C

(

t−
1
2 (2+s1+s2) +

ln(t)k/2+1

tk/2

)

∥

∥(AN − i)kU0

∥

∥

H
δ2
N

.

In this result we obtain a polynomial rate of decay. We will see in Theorem 1.5 below that
this rate of decay is sharp in general.

The term ln(t)k/2+1/tk/2 is due to the contribution of high frequencies and depends on the
regularity of U0. Under G.C.C., it could be replaced by an exponentially decaying term and the
estimate would be uniform. On the other hand the damping is effective at infinity, so for the
contribution of high frequencies the energy which escapes to infinity is dissipated. Thus it is
equivalent to look at the local or global energy decay and the weights do not play any role.

The first term in the brackets describes the decay for the contribution of low frequencies. It
depends on the weights (if δj > 0 then we can choose sj > 0, which improves the decay). If we
want to estimate the global energy without assumption of localization for the initial data, we
have to take s1 = s2 = s = 0 in the theorem. This gives the following estimates:

Corollary 1.2 (Uniform global energy decay). There exists c > 0 such that for t > 1 and
U0 = (u0, iu1) ∈ D(A3

N ) we have

‖∇u(t)‖L2(Ω) 6
c√
t

∥

∥(AN − i)3U0

∥

∥

HN
and ‖∂tu(t)‖L2(Ω) 6

c

t

∥

∥(AN − i)3U0

∥

∥

HN
,

where u is the solution of (1.1).

In this result we chose the regularity assumption to ensure that the decay is limited by the
contribution of low frequencies. Again, under G.C.C. we obtain the same estimates without loss
of regularity.

In [Mat76], [TY09] or [AIK15], where global energy decay is studied, the initial data is
localized (compactly supported, or at least in L2 ∩ Lq for some q ∈ [1, 2[). Theorem 1.1 also
contains this kind of result if we take δ1 = 0 and δ2 > 0. For instance, for compactly supported
initial data we can take s2 = d

2 and we obtain the following estimates (as before we take an
initial data regular enough to avoid problems with the contribution of high frequencies).

Corollary 1.3 (Global energy decay for localized initial data). Let K be a compact subset of
Ω. Let k > d

2 + 2. Then there exists c > 0 such that for t > 1 and U0 = (u0, iu1) ∈ D(Ak
N )

supported in K ×K we have

‖∇u(t)‖L2(Ω) 6
c

t
d
4+

1
2

∥

∥(AN − i)kU0

∥

∥

HN
and ‖∂tu(t)‖L2(Ω) 6

c

t
d
4+1

∥

∥(AN − i)kU0

∥

∥

HN
,

where u is the solution of (1.1).

Notice that for compactly supported initial data we do not have better estimates than for
(AN − i)kU0 ∈ H−δ2

N with δ2 >
d
2 .

Finally, the dependance in s1 in the estimates of Theorem 1.1 emphasizes the fact the local
energy decays faster than the global energy. We said that these two quantities should decay at
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the same speed for the contribution of high frequencies since the damping is effective at infinity.
However this does not apply to the contribution of low frequencies, since then the damping term
a∂tu is small.

Corollary 1.4 (Local energy decay). Let K be a compact subset of Ω. Let k > d + 2. Let s
be as in Theorem 1.1 Then there exists c > 0 such that for t > 1 and U0 = (u0, iu1) ∈ D(Ak

N )
supported in K ×K we have

‖∇u(t)‖L2(K) 6
c

t
d+1+s

2

∥

∥(AN − i)kU0

∥

∥

HN
and ‖∂tu(t)‖L2(K) 6

c

t
d
2+1

∥

∥(AN − i)kU0

∥

∥

HN
,

where u is the solution of (1.1).

If we can take s = 1 then we recover the same rate of local energy decay as in [Roy]. This
parameter s will be discussed after Theorem 1.5 and in Remarks 2.14 and 3.2 below.

In all these statements, we had to deal simultaneously with the contributions of low and high
frequencies, even if they have very different behaviors. The difficulty is that the operator AN is
not self-adjoint, so there is no obvious way to localize spectrally on low or high frequencies. One
possibility is to localize with respect to the transverse (Neumann) Laplacian. This will be done
in Theorem 4.4 under the additionnal assumption that the absoption index a(x, y) only depends
on x.

As already said, the contribution of low frequencies for the wave equation with damping at
infinity is expected to behave like the solution of a corresponding heat equation. The purpose
of the next result is to emphasize this fact. Before giving the statement, we remark that the low
frequency part in the estimate of Theorem 1.1 is exactly what we would obtain for the solution of
a heat equation on Rd. On the wave guide Ω, we show that our solution behaves like a function
which does not depend on y ∈ ω and is indeed the solution of a heat equation with respect to
x ∈ R

d.

For u ∈ L2(Ω) we set

P0u : x 7→ 1

|ω|

∫

y∈ω

u(x, y) dy. (1.9)

Then P0u is defined for almost all x ∈ R
d and belongs to L2(Rd). The function P0u can also

be seen as a function on Ω which does not depend on the transverse variable y, so that P0 is a
projection of L2(Ω). We also set P⊥

0 = 1− P0.

Now let v be the solution on R+ × Rd for the heat equation
{

∂tv −∆v = 0, on R+ × Rd,

v(0) = P0(au0 + u1), on R
d.

(1.10)

Again, this solution can be seen as a function on R+ × Ω which does not depend on y ∈ ω.

Theorem 1.5 (Comparison between the damped wave equation and the heat equation). Let
s1, s2 ∈

[

0, d2 ], κ > 1, s ∈ [0, 1], δ1 > κs1 + s and δ2 > κs2 + s. Then there exists C > 0 such

that for t > 1 and u0, u1 ∈ L2,δ2(Ω) we have

‖∇v(t)‖L2,−δ1 (Ω) 6 Ct−
1
2 (1+s1+s2+s) ‖au0 + u1‖L2,δ2 (Ω) (1.11)

and

‖∂tv(t)‖L2,−δ1 (Ω) 6 Ct−
1
2 (2+s1+s2) ‖au0 + u1‖L2,δ2 (Ω) , (1.12)

where v is the solution of (1.10). Now let s̃ ∈ [0,min(2, d, ρ)[. Then for k ∈ N
∗ there exists

C > 0 such that for t > 1 and U0 = (u0, iu1) ∈ D(Ak
N ) with (AN − i)kU0 ∈ Hδ2

N we have

‖∇u(t)−∇v(t)‖L2,−κs1 6 Ct−
1
2 (1+s1+s2+s̃)

∥

∥(AN − i)kU0

∥

∥

H
κs2
N

(1.13)

and

‖∂tu(t)− ∂tv(t)‖L2,−κs1 6 Ct−
1
2 (2+s1+s2+s̃)

∥

∥(AN − i)kU0

∥

∥

H
κs2
N

, (1.14)

where u is the solution of (1.1).
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Theorem 1.1 can be seen as a consequence of Theorem 1.5. More precisely, if we can take s̃
greater than s (this is for instance the case if we are interested in the global energy decay) then
the energy of u − v decays faster than that of v. This implies that u behaves like v at the first
order for large times.

We notice that the restriction s 6 1 in Theorem 1.1 is due to the behavior of the solution of
the heat equation (see Remark 3.2), while the assumption s < min(d, ρ) comes from the analysis
of the rest. We will see that in the case a(x, y) ≡ 1 we can take s = 1 even if d 6 2. See Remark
2.14.

Theorems 1.1 and 1.5 are given for wave guides, which are the topic of this paper. However,
for some aspects these results are better than what is known in the Euclidean space. First, we
give optimal decay in any weighted space (for the initial conditions and for the energy itself),
which is more precise than in the previous papers. Moreover, we allow a slow convergence of
the absorption index to a constant. For these reasons it is important to notice that our analysis
will also give these improvements in the Euclidean space. For u0 ∈ H1(Rd) and u1 ∈ L2(Rd) we
consider the problem

{

∂2t u−∆u+ a∂tu = 0, on R+ × R
d,

(u, ∂tu)|t=0 = (u0, u1), on Rd,
(1.15)

where absorption index a satisfies the same kind of estimate as on the wave guide:

∀x ∈ R
d,

∣

∣∂βx
(

a(x) − 1
)∣

∣ 6 Cβ 〈x〉−ρ−|β|
. (1.16)

for δ ∈ R we define Hδ
d as Hδ

N , except that the norms are in L2(Rd) instead of L2(Ω).

In this setting we obtain a result analogous to Theorem 1.1, except that we do not have any
problem with high frequencies:

Theorem 1.6 (Energy decay for the damped wave equation in the Euclidean space). Let s1, s2 ∈
[

0, d2 ], κ > 1, s ∈ [0,min(d, ρ)[ with s 6 1, δ1 > κs1 + s and δ2 > κs2 + s. Then there exists

C > 0 such that for t > 1 and U0 = (u0, iu1) ∈ Hδ2
d we have

‖∇u(t)‖L2,−δ1 (Rd) 6 Ct−
1
2 (1+s1+s2+s) ‖U0‖Hδ2

d

and

‖∂tu(t)‖L2,−δ1(Rd) 6 Ct−
1
2 (2+s1+s2) ‖U0‖Hδ2

d

,

where u(t) is the solution of (1.15).

All these results will be proved from a spectral point of view. In Section 2 we prove all the
required resolvent estimates, in Section 3 we deduce the local and global energy decay for (1.1)
and, finally, in Section 4 we discuss some closely related problems: the above mentioned problem
on Rd, the problem similar to (1.1) with Dirichlet boundary condition, and finally the damped
Klein-Gordon equation in all these settings.

2. Resolvent estimates

The proofs of Theorems 1.1 and 1.5 rely on a spectral analysis (and in particular some resolvent
estimates) for the operator AN on EN and for the corresponding Schrödinger operator on L2(Ω).

2.1. General properties. Because of the damping, the operator AN is not selfadjoint. How-
ever, since the absorption index a has a sign, it is at least dissipative.

We recall that an operator T on some Hilbert space K with domain D(T ) is said to be
dissipative if for all ϕ ∈ D(T ) we have

Im 〈Tϕ, ϕ〉K 6 0.

Moreover T is said to be maximal dissipative if it has no other dissipative extension on K than
itself. We know that the dissipative operator T is maximal dissipative if and only if (T − ζ) is
boundedly invertible for some (therefore any) ζ ∈ C+, where

C+ := {ζ ∈ C : Im(ζ) > 0} .
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Finally, the operator T is said to be (maximal) accretive if −iT is (maximal) dissipative. If T is
both dissipative and accretive, then it is maximal dissipative if and only if it is maximal accretive.

As usual for the damped wave equation, the resolvent (AN − z)−1 on EN will be expressed
in terms of the resolvent of −∆N − iza, where ∆N is the Neumann realization of the Laplace
operator on Ω.

Proposition 2.1. Let z ∈ C+. Then z2 belongs to the resolvent set of the operator −∆N − iza.

Proof. The operator −∆N is selfadjoint and non-negative on L2(Ω). If Re(z) = 0 then −iza is
a bounded and non-negative operator, so −∆N − iza is selfadjoint and non-negative. Since z2 is
real negative, it belongs to its resolvent set. Now assume that Re(z) > 0. Then −iza is bounded
and dissipative, so −∆N − iza is maximal dissipative. Thus its resolvent set contains C+ and in
particular z2. Finally, if Re(z) < 0 then −(−∆N − iza) is maximal dissipative and −z2 belongs
to C+, so we can conclude similarly. �

For z ∈ C+ we set

RN (z) =
(

−∆N − iaz − z2
)−1

.

Proposition 2.2. The operator AN is maximal dissipative on EN . Moreover for z ∈ C+ and
F ∈ HN we have

(AN − z)−1F =

(

RN (z)(ia+ z) RN (z)
I +RN (z)(iza+ z2) zRN(z)

)

F. (2.1)

Proof. For U = (u, v) ∈ D(AN ) we have

Im 〈ANU,U〉
EN

= −〈av, v〉L2(Ω) 6 0,

so AN is dissipative on EN . Then

‖(AN − i)U‖2
EN

= ‖AN‖2
EN

+ ‖U‖2
EN

− 2 Im 〈ANU,U〉
EN

> ‖AN‖2
EN

+ ‖U‖2
EN

,

so (AN − i) is injective with closed range. It remains to prove that Ran(AN − i) is dense in EN .
Let F = (f, g) ∈ HN . For U = (u, v) ∈ D(AN ) we have

(AN − i)U = F ⇐⇒
{

v − iu = f

−∆Nu− iav − iv = g
⇐⇒

{

u = RN (i)(g + iaf + if)

v = iu+ f

Defined this way, U = (u, v) indeed belongs to D(AN ) so F ∈ Ran(AN − i). Since HN is dense
in EN , this proves that (AN − i) has a bounded inverse in L(EN ), so AN is maximal dissipative.
In particular any z ∈ C+ belongs to the resolvent set of AN . Then if we denote by RA(z)F the
right-hand side of (2.1), we can check by straightforward computation that RA(z)F ∈ D(AN )
and

(AN − z)RA(z)F = F.

This proves that (AN − z)−1 = RA(z) on HN . �

For the proofs of Theorems 1.1 and 1.5 we have to estimate the resolvent (AN − z)−1 when
Im(z) > 0 goes to 0. This aspect is simplified by the fact that with a strong absorption any real
number except 0 belongs to the resolvent set of AN .

Proposition 2.3. Let τ ∈ R \ {0}. Then the resolvent RN (τ) is well defined and extends to an
operator in L(H1(Ω)′, H1(Ω)).

Proof. Since the operator −∆N − iτ(a − 1) is a bounded and relatively compact perturbation
of the selfadjoint operator −∆N , we deduce by the usual Weyl Theorem (see [RS79], see also
Appendix B for a discussion about the essential spectrum) that its essential spectrum is the same
as for −∆N , namely R+. Then the essential spectrum of −∆N − iτa is R+ − iτ . In particular
τ2 ∈ R belongs to the spectrum of −∆N − iτa if and only if it is an eigenvalue. Now assume
that u ∈ D(∆N ) is such that (−∆N − iτa− τ2)u = 0. Then

∫

Ω

a |u|2 = − 1

τ
Im
〈

(−∆N − iτa− τ2)u, u
〉

= 0. (2.2)

This implies that u vanishes where a > 0. Then (−∆N − τ2)u = 0 and, by unique continuation,
u = 0. Finally τ2 belongs to the resolvent set of −∆ − iτa, which means that the resolvent
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RN (τ) is well defined. It defines in particular a bounded operator from L2(Ω) to H1(Ω) and by
duality, from H1(Ω)′ to L2(Ω). By the resolvent identity

RN (τ) = (−∆N + 1)−1 +RN (τ)(iτa + τ2 − 1)(−∆N + 1)−1,

we conclude that RN (τ) also extends to a bounded operator from H1(Ω)′ to H1(Ω). �

Proposition 2.4. Any τ ∈ R \ {0} belongs to the resolvent set of AN .

Proof. Let τ ∈ R \ {0}. Let µ ∈]0, 1] and z = τ + iµ. Let U = (u, v) ∈ HN . By Proposition 2.2
we have

(AN − z)−1U =

(

1
zRN (z)(iza+ z2)u+RN (z)v

u+RN (z)(iza+ z2)u + zRN(z)v

)

=

(

−u
z − 1

zRN (z)∆Nu+RN (z)v
−RN (z)∆Nu+ zRN(z)v

)

.

By Proposition 2.3 we have

‖∇RN (z)v‖L2(Ω) + ‖zRN(z)v‖L2(Ω) . ‖v‖L2(Ω)

(where . means “less or equal up to a multiplicative constant which does not depends on
µ ∈]0, 1]”). On the other hand, if we see ∆N as a bounded operator from H1(Ω) to its dual we
can write

∥

∥−z−1∇u− z−1∇RN (z)∆Nu
∥

∥

L2(Ω)
+ ‖RN (z)∆Nu‖L2(Ω) . ‖∇u‖ .

Thus
∥

∥(AN − z)−1U
∥

∥

EN
. ‖U‖

EN
.

This proves that (AN − z)−1 is bounded in L(EN ) uniformly in µ ∈]0, 1]. Since this resolvent
blows up near the spectrum of AN , this proves that τ belongs to the resolvent set of AN . �

Remark 2.5. For further use we remark that the computations for the resolvent (AN − z)−1 still
holds for τ ∈ R \ {0}. Thus for U = (u, v) ∈ EN we have

∥

∥(AN − τ)−1U
∥

∥

EN
6

1

|τ | ‖∇u‖+
1

|τ | ‖∇RN (τ)∇‖ ‖∇u‖+ ‖∇RN (τ)‖ ‖v‖

+ ‖RN (τ)∇‖ ‖∇u‖+ |τ | ‖RN (τ)‖ ‖v‖
(all the norms on the right are in L2(Ω) or L(L2(Ω))).

Remark 2.6. We can check that 0 belongs to the spectrum of AN .

2.2. Separation of variables. On a wave guide Ω ≃ Rd × ω, it is usual to write a Laplace
operator as the sum of the Laplace operators on Rd and on ω. From the spectral properties
of these two simpler terms we can deduce useful information about the full operator. See for
instance [KK05, BK08, KR14, Roy].

Here we will have to be careful with the fact that the absorption index a does not necessarily
respect the symmetry of the domain Ω. We will nonetheless use this idea in our proofs.

We denote by−∆x the usual Laplacian on Rd. Then we denote by TN the Neumann realization
of the Laplacian on ω. This is a non-negative selfadjoint operator on L2(ω) with compact
resolvent, 0 being a simple eigenvalue thereof (TNϕ = 0 if and only if ϕ is constant on ω). We
denote by

0 = λ0 < λ1 6 . . . 6 λk 6 . . .

the eigenvalues of TN and consider a corresponding orthonormal basis (ϕk)k∈N
of eigenfunctions:

for k ∈ N we have ‖ϕk‖L2(ω) = 1, ϕk ∈ D(TN ) and TNϕk = λkϕk.

Let u ∈ L2(Ω). For almost all x ∈ Rd we have u(x, ·) ∈ L2(ω), so there exists a sequence
(uk(x))k∈N such that in L2(ω) we have

u(x, ·) =
∑

k∈N

uk(x)ϕk (2.3)

and
‖u(x, ·)‖2L2(ω) =

∑

k∈N

|uk(x)|2 .

After integration over x ∈ Rd we obtain that uk ∈ L2(Rd) for all k ∈ N and

‖u‖2L2(Ω) =
∑

k∈N

‖uk‖2L2(Rd) .
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Let α be a bounded function on R
d. We can see α as a fonction on Ω which does not

depend on y ∈ ω. It is not difficult to check that for θ ∈ σ(−∆x − iα) and k ∈ N we have
θ + λk ∈ σ(−∆N − iα) (see for instance Proposition 4.1 in [Roy15] in a similar context). Here
we have denoted by ∆x the usual Laplacian on Rd. Let ζ ∈ C in the resolvent set of −∆N − iα.
Let f ∈ L2(ω). As above we can write

f =
∑

k∈N

fk ⊗ ϕk, (2.4)

where (fk)k∈N
is a sequence of functions in L2(Rd). For m ∈ N we set

gm =

m
∑

k=0

fk ⊗ ϕk and vm =

m
∑

k=0

(

−∆x − iα(x)− (ζ − λk)
)−1

fk ⊗ ϕk.

Then for all m ∈ N we have vm ∈ D(∆N ) and by direct computation (−∆N−iα(x)−ζ)vm = gm.
Therefore vm = (−∆N − iα(x)− ζ)−1gm. At the limit m→ ∞ we obtain

(−∆N − iα(x) − ζ)−1f =
∑

k∈N

(

−∆x − iα(x) − (ζ − λk)
)−1

fk ⊗ ϕk. (2.5)

In Section 2.4 we will show that the resolvent RN (z) is close to (−∆x − iz)−1 when z ∈ C+

is small. For this we will use some estimates of the latter. Since the absorption index has been
replaced by 1, we can use the separation of variables.

For σ ∈ R we denote by ḢσL2(Ω) the homogeneous Sobolev space with respect to x ∈ Rd,
endowed with the natural norm

‖u‖2ḢσL2(Ω) =

∫

y∈ω

‖u(·, y)‖2Ḣσ(Rd) dy =
∥

∥(−∆x)
σ
2 u
∥

∥

2

L2(Ω)
. (2.6)

Proposition 2.7. Let σ ∈ R and j ∈ N∗. For z ∈ C+ we have

∥

∥(−∆N − iz)−j
∥

∥

L(ḢσL2(Ω))
=

1

|z|j
,

∥

∥∇x(−∆N − iz)−j
∥

∥

L(ḢσL2(Ω))
6

√
2

|z|j− 1
2

,

and
∥

∥∇y(−∆N − iz)−j
∥

∥

L(ḢσL2(Ω))
6 λ

1
2−j
1 .

Proof. Since (−∆N − iz)−1, ∇x and ∇y commute with (−∆x)
σ
2 , it is enough to consider the

case σ = 0. The first estimate comes from the facts that −∆N is selfadjoint and non-negative
and that for z ∈ C+ we have d(iz,R+) = |z|. For f ∈ L2(Ω) and (fk)k∈N

as in (2.4) we have by
(2.5)

−∆x(−∆N − iz)−1f =
∞
∑

k=0

−∆x(−∆x − iz + λk)
−1fk ⊗ ϕk.

Since iz − λk has negative real part

∥

∥−∆x(−∆N − iz)−1f
∥

∥

2

L2(Ω)
6

∞
∑

k=0

∥

∥fk + (iz − λk)(−∆x − iz + λk)
−1fk

∥

∥

2

L2(Rd)

6 4

∞
∑

k=0

‖fk‖2L2(Rd) = 4 ‖f‖2L2(Ω) .

Then
∥

∥∇x(−∆N − iz)−1f
∥

∥

2

L2(Ω)
=
〈

−∆x(−∆N − iz)−1f, (−∆N − iz)−1f
〉

6
2

|z| ‖f‖
2
L2(Ω) ,

and the second estimate follows. For the last estimate we recall that ϕ0 is constant, so

∇y(−∆N − iz)−jf =

∞
∑

k=1

(−∆x − iz + λk)
−jfk ⊗∇yϕk.

For k, l ∈ N we have

〈∇yϕk,∇yϕl〉L2(ω) = 〈−∆yϕk, ϕl〉L2(ω) = λkδk,l,
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so the family (∇yϕk) is orthogonal and ‖∇yϕk‖2L2(Ω) = λk for all k ∈ N. This gives

∥

∥∇y(−∆N − iz)−jf
∥

∥

2

L2(Ω)
=

∞
∑

k=1

λk
∥

∥(−∆x − iz + λk)
−jfk

∥

∥

2

L2(Rd)
6 λ1−2j

1 ‖f‖2L2(Ω)

and concludes the proof. �

2.3. Contribution of high frequencies. In this section we study the resolvent (AN − τ)−1

for |τ | ≫ 1. We already know from Proposition 2.4 that any τ ∈ R\ {0} belongs to the resolvent
set of AN . In the following theorem we give an estimate for the resolvent on the real axis at
infinity. This gives in particular a region around the real axis free of spectrum.

Theorem 2.8. There exist τ0 > 0, γ > 0 and C > 0 such that any z ∈ C with |Re(z)| > τ0 and

Im(z) > −γ |Re(z)|−2
belongs to the resolvent set of AN and

∥

∥(A− z)−1
∥

∥

L(EN )
6 C |Re(z)|2 .

By Remark 2.5, Theorem 2.8 is a direct consequence of the following result (with H0(Ω) ≃
H0(Ω)′ := L2(Ω)):

Proposition 2.9. Let β1, β2 ∈ {0, 1}. There exist τ0 > 0 and c > 0 such that for any τ ∈
R \ [−τ0, τ0] we have

‖RN (τ)‖L(Hβ2 (Ω)′,Hβ1 (Ω)) 6 cτ1+β1+β2 .

For the proof of Proposition 2.9 we use the same kind of ideas as in [BH07]. After a separation
of variables, the problem will reduce to a similar problem on the Euclidean space. We will need
the following estimate, which will be discussed in Appendix A:

Proposition 2.10. Let α be a non-negative valued function on Rd such that α > c0 for some
c0 > 0 outside some bounded subset of Rd. Then there exist τ0 > 0 and c > 0 such that for
|τ | > τ0 we have

∥

∥(−∆x − iτα− τ2)−1
∥

∥

L(L2(Rd))
6
c

τ
.

With this estimate we can prove Proposition 2.9:

Proof of Proposition 2.9. • Assume that we have proved that for τ ∈ R \ {0}, f ∈ L2(Ω) and
u = RN (τ)f we have

‖u‖2L2(Ω) . ‖f‖2L2(Ω) + τ2
∫

Ω

a |u|2 . (2.7)

By (2.2) we have

τ2
∫

Ω

a |u|2 6 τ ‖f‖L2(Ω) ‖u‖L2(Ω) ,

so there exists C > 0 which does not depend on τ , f or u such that

‖u‖2L2(Ω) 6
1

2
‖u‖2L2(Ω) + Cτ2 ‖f‖2L2(Ω) .

This yields the result when (β1, β2) = (0, 0). For φ ∈ L2(Ω) we have

‖∇RN (τ)φ‖2 = 〈φ,RN (τ)φ〉 + iτ 〈aRN (τ)φ,RN (τ)φ〉 + τ2 ‖RN (τ)φ‖2 . (2.8)

This gives the case (β1, β2) = (1, 0). The case (β1, β2) = (0, 1) follows by duality, and for the
case (β1, β2) = (1, 1) we use (2.8) again. Thus the conclusion will follow from the proof of (2.7).
• First assume that (2.7) is proved when the absorption index only depends on x ∈ Rd. There
exists α such that 0 6 α 6 a on Ω, α > c0 > 0 outside some bounded subset of Ω and α only
depends on x ∈ Rd. We have

(−∆− iτα− τ2)u = f + iτ(a− α)u.

By (2.7) applied with a replaced by α we get

‖u‖2L2(Ω) . ‖f‖2L2(Ω) + τ2 ‖(a− α)u‖2L2(Ω) + τ2
∫

Ω

α |u|2 .

Since a− α is bounded, this yields

‖u‖2L2(Ω) . ‖f‖2L2(Ω) + τ2
∫

Ω

(a− α) |u|2 + τ2
∫

Ω

α |u|2 .
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This gives (2.7) for a.
• It remains to prove (2.7) when a only depends on x. In this case we can apply the separation
of variables of Section 2.2. Let (uk)k∈N

and (fk)k∈N
be the sequences in L2(Rd) defined as in

(2.3) and (2.4). As in the proof of Proposition 2.3 we observe that the real axis is included in
the resolvent set of the operator −∆x − iτa. In particular (2.5) applied with α = τa holds for
any ζ ∈ R, so for all k ∈ N we have in L2(Rd)

uk =
(

−∆x − iτa− (τ2 − λk)
)−1

fk.

Let k ∈ N. The operator −∆x − iτa is maximal accretive (if τ > 0 it is accretive and maximal
dissipative, and if τ < 0 we consider its adjoint) so if τ2 − λk 6 −1 we have

‖uk‖L2(Rd) 6 ‖fk‖L2(Rd) .

Let τ0 be given by Proposition 2.10. By continuity of the resolvent ζ 7→ (−∆x− iτa− ζ)−1 there
exists C > 0 such that if τ2 − λk ∈ [−1, τ20 ] we have

‖uk‖L2(Rd) 6 C ‖fk‖L2(Rd) .

It remains to consider the case τ2 − λk > τ20 . Let σ =
√
τ2 − λk ∈ [τ0, τ ]. We have

(−∆x − iσa− σ2)uk = fk + i(τ − σ)auk.

By Proposition 2.10 we obtain

‖uk‖L2(Rd) . ‖fk‖L2(Rd) + |τ | ‖auk‖L2(Rd) . ‖fk‖L2(Rd) + |τ |
∥

∥

√
auk

∥

∥

L2(Rd)
.

Finally

‖u‖L2(Ω) =
∑

k∈N

‖uk‖2L2(Rd) .
∑

k∈N

‖fk‖2L2(Rd) + τ2
∥

∥

√
auk

∥

∥

2

L2(Rd)
. ‖f‖2L2(Ω) + τ2

∥

∥

√
au
∥

∥

2

L2(Ω)
.

This is (2.7), and the proof of the proposition is complete. �

Remark 2.11. If a ≡ 1 then in particular GCC holds and we easily get better high frequency
resolvent estimates. If τ ∈ R \ {0}, u ∈ H2(Ω) and f ∈ L2(Ω) are such that

(−∆− iτ − τ2)u = f,

then

τ ‖u‖2L2(Ω) = − Im 〈f, u〉 6 ‖f‖ ‖u‖ ,
from which we deduce that

‖RN (τ)‖L(L2(Ω) .
1

τ

and consequently that (AN − τ)−1 is uniformly bounded for |τ | > 1.

2.4. Contribution of low frequencies. In this section we study the resolvent (AN−z)−1 when
z is close to 0. As said in introduction, for large times the solution u(t) of (1.1) behaves like the
solution of (1.10) if the initial condition is regular enough. And this is due to the contribution
of low frequencies. This can be seen from the resolvent point of view. More precisely, we prove
in Theorem 2.12 than for z small and in a suitable sense the resolvent (AN − z)−1 is close to

RHeat(z) :=

(

i(−∆N − iz)−1P0a (−∆N − iz)−1P0

iz(−∆N − iz)−1P0a z(−∆N − iz)−1P0

)

, (2.9)

where (−∆N − iz)−1 is the resolvent corresponding to the heat equation (the projection P0

appears in the initial data in (1.10), and the second row in RHeat(z) corresponds to the time
derivative, which explains the extra factor z).

In order to prove the estimates on u− v in Theorem 1.5, we need estimates for the difference
between (AN − z)−1 and RHeat(z) for z small. When it has a sense we set

Θ(z) =

(

Θ1(z) Θ2(z)
Θ3(z) Θ4(z)

)

:= (AN − z)−1 −RHeat(z). (2.10)
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Theorem 2.12. Let s1, s2 ∈
[

0, d2
]

, δ1 > s1 and δ2 > s2. Let s ∈]0,min(2, ρ, d)[. Let m ∈ N.
Then there exists C > 0 such that for j ∈ {1, 2} and z ∈ C+ with |z| 6 1 we have

∥

∥

∥
〈x〉−δ1 ∇Θ

(m)
j (z) 〈x〉−δ2

∥

∥

∥

L(L2(Ω))
6 C

(

1 + |z| 12 (s1+s2+s−1)−m
)

, (2.11)

and for j ∈ {3.4}:
∥

∥

∥
〈x〉−δ1 Θ(m)

j (z) 〈x〉−δ2
∥

∥

∥

L(L2(Ω))
6 C

(

1 + |z| 12 (s1+s2+s)−m
)

. (2.12)

The proof of Theorem 2.12 is based on a scaling argument as in [Bou11, BR14, Roy16a]. For

σ ∈ R we have defined the partial homogeneous Sobolev space ḢσL2(Ω) in (2.6). We similarly
define HσL2(Ω), endowed with the norm

‖u‖2HσL2(Ω) =

∫

y∈ω

‖u(·, y)‖2Hσ(Rd) dy =
∥

∥(−∆x + 1)
σ
2 u
∥

∥

2

L2(Ω)
.

For z ∈ C+, u ∈ C∞
0 (Ω) and (x, y) ∈ Ω = Rd × ω we set

(Φzu)(x, y) = |z|d4 u
(

|z| 12 x, y
)

(notice that Φz only depends on |z|). The function Φz extends to a bounded map on ḢσL2(Ω)
for any σ > 0 and we have

‖Φz‖L(ḢσL2(Ω)) = |z| d4+σ
2 (2.13)

(we can see this directly for σ ∈ N and by interpolation for the general case). We also have

‖Φ∗
z‖L(Ḣ−σL2(Ω)) =

∥

∥Φ−1
z

∥

∥

L(Ḣ−σL2(Ω))
= ‖Φz−1‖L(Ḣ−σL2(Ω)) = |z|− d

4+
σ
2 . (2.14)

The following proposition generalizes the idea that, as in the Hardy inequality, the multipli-
cation by a decaying function behaves in some sense like a derivative, which is small for low
frequencies.

Proposition 2.13 (Proposition 7.2 in [BR14]). Let s > 0, ρ > s and σ ∈
]

− d
2 ,

d
2

[

be such that

σ − s ∈
]

− d
2 ,

d
2

[

. Let m ∈ N be greater than d
2 . Let φ ∈ Cm(Rd) be such that

‖φ‖ρ := sup
|β|6m

sup
x∈Rd

∣

∣

∣
〈x〉ρ+|β|

∂βφ(x)
∣

∣

∣
< +∞.

Then there exists C > 0 (which does not depend on φ) such that for τ > 0 we have
∥

∥Φ−1
τ φΦτ

∥

∥

L(Hσ(Rd),Hσ−s(Rd))
6 Cτ

s
2 ‖φ‖ρ .

Notice that we can similarly obtain estimates in L(HσL2(Ω), Hσ−sL2(Ω)) if we apply this
result for each fixed y and integrate the estimate over ω.

For z ∈ C+ we set ẑ = z/ |z|, âz = Φ−1
z aΦz, a0 = a− 1, â0,z = Φ−1

z (a− 1)Φz,

−∆z = − 1

|z|Φ
−1
z ∆NΦz = −∆x +

TN
|z| ,

and
R̂N (z) =

(

−∆z − iẑâz − zẑ
)−1

.

Then we have

RN (z) =
1

|z|ΦzR̂N (z)Φ−1
z .

Proof of Theorem 2.12. • We first remark that it is enough to prove the result when s1, s2 ∈
[

0, d2
[

. If this is not the case, then we can apply the result with s1, s2 and s replaced by s1 − ε1,

s2 − ε2 and s+ ε1 + ε2 where ε1, ε2 > 0 are such that s1 − ε1 and s2 − ε2 belong to
[

0, d2
[

, and
s+ ε1 + ε2 < min(2, d, ρ).
• We begin with the estimate of

Θ1(z) = i(−∆N − iz)−1P⊥
0 a+ i

(

RN (z)− (−∆N − iz)−1
)

a+ zRN (z). (2.15)

By (2.5) applied with α = 0 we see that ∇(−∆N−iz)−1−mP⊥
0 extends to a holomorphic function

on a neighborhood of 0. In particular all its derivatives are uniformly bounded on a neighborhood
of 0 and hence satisfy the estimates of the proposition.
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• For z ∈ C+ the resolvent identity gives

RN (z)− (−∆N − iz)−1 = iz(−∆N − iz)−1a0RN (z) + z2(−∆N − iz)−1RN (z).

In (2.15) we replace zRN(z) by

z(−∆N − iz)−1 + iz2(−∆N − iz)−1a0RN (z) + z3(−∆N − iz)−1RN (z).

This ensures that in all the terms which remain to estimate in (2.15) the first factor is (−∆N − iz)−1.
Then, considering their derivatives of order m and taking into account the gradient in (2.11),
we see that we have to estimate a linear combination of terms of the form

T (z) = zq 〈x〉−δ1 ∂β(−∆N − iz)−jaν0

k
∏

l=1

(

(ia+ 2z)θlRN (z)
)

〈x〉−δ2 , (2.16)

where q ∈ N, β = (βx, βy) ∈ Nd+n (with |β| = 1, βx ∈ Nd, βy ∈ Nn), j ∈ N∗, ν ∈ {0, 1}, k > ν,
θ1 = 0, θ2, . . . , θk ∈ {0, 1} and

j + k − q − ν 6 m. (2.17)

For this we proceed by induction on m (this is true when m = 0 and the left-hand side cannot
increase by more than 1 for each derivation). Notice that we can forget the factor a which
appears in the second term of the right-hand side of (2.15) since it is a bounded operator which

commutes with the weight 〈x〉−δ2 .
• Let Z be a compact ofC which does not intersectR+ and is a neighborhood of

{

−eiθ, |θ| 6 π
2

}

.

Let σ ∈
]

− d
2 ,

d
2

[

. As in the proof of Proposition 2.7 we can check that the resolvent (−∆z−ζ)−1

is bounded in L(Hσ−1L2(Ω), Hσ+1L2(Ω)) uniformly in ζ ∈ Z and z ∈ C+. Let

σ1, σ2 ∈
]

max

(

−d
2
, σ − 1

)

,min

(

d

2
, σ + 1

)[

be such that σ1 −σ2 = s. By (1.2) and Proposition 2.13 there exists C > 0 such that for z ∈ C+

with |z| 6 1 and ζ ∈ Z we have

‖(−∆z − ζ)− (−∆z − iẑâ0,z − ζ)‖L(Hσ+1L2(Ω),Hσ−1L2(Ω))

= ‖â0,z‖L(Hσ+1L2(Ω),Hσ−1L2(Ω)) 6 ‖â0,z‖L(Hσ1L2(Ω),Hσ2L2(Ω)) 6 C |z| s2 .

Since (−∆z − ζ) is an isomorphism from Hσ+1L2(Ω) to Hσ−1L2(Ω) with inverse uniformly
bounded in ζ, we deduce that for z ∈ C+ small enough

∥

∥(−∆z − iẑâ0,z − ζ)−1
∥

∥

L(Hσ−1L2(Ω),Hσ+1L2(Ω))
. 1.

With ζ = iẑ + zẑ (which belongs to Z for z ∈ C+ small enough) we obtain
∥

∥

∥
R̂N (z)

∥

∥

∥

L(Hσ−1L2(Ω),Hσ+1L2(Ω))
. 1. (2.18)

• Now let T (z) be a term of the form (2.16). Let σ1 ∈ [0, s1] and σ2 ∈ [0, s2] be such that

σ1 + σ2 = min
(

2j + 2k − νs− |βx| , s1 + s2
)

.

Since δ1 > σ1, we obtain by the Sobolev embeddings that the weight 〈x〉−δ1 defines a continuous

operator from Ḣσ1L2(Ω) to L2(Ω). Similarly, 〈x〉−δ2 ∈ L(L2(Ω), Ḣ−σ2L2(Ω)). Moreover, since

σ1, σ2 > 0 we have Hσ1L2(Ω) ⊂ Ḣσ1L2(Ω) and Ḣ−σ2L2(Ω) ⊂ H−σ2L2(Ω). Thus

‖T (z)‖ . |z|q
∥

∥∂β(−∆N − iz)−j
∥

∥

L(Ḣσ1L2(Ω))

∥

∥

∥

∥

∥

aν0

k
∏

l=1

(

(ia+ 2z)θlRN (z)
)

∥

∥

∥

∥

∥

L(Ḣ−σ2L2(Ω),Ḣσ1L2(Ω))

.

By Proposition 2.7 we obtain

‖T (z)‖ . |z|q+ 1
2−j−k

∥

∥

∥

∥

∥

Φz â
ν
0,z

k
∏

l=1

(

(iâz + 2z)θlR̂N (z)
)

Φ−1
z

∥

∥

∥

∥

∥

L(Ḣ−σ2L2(Ω),Ḣσ1L2(Ω))

.

By (2.13)-(2.14), (2.18), Proposition 2.13 for a0,z and finally (2.17) this yields

‖T (z)‖ . |z|q+ 1
2−j−k+

σ1+σ2+νs

2 . 1 + |z|
s1+s2+sν

2 + 1
2−ν−m .
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This gives (2.11). We proceed similarly for (2.12), except that there is no derivative and (2.17)
is replaced by

1 + j + k − q − ν 6 m.

The proof is complete. �

Remark 2.14. We see in the proof that the restriction s̃ < min(d, ρ) in Theorem 1.5 comes from
the restrictions in Proposition 2.13 applied to a0 (in particular we can remove this assumption
if a0 = 0). The restriction s̃ 6 2 is due to the terms for which there is no factor a0 but an extra
power of z.

3. Energy decay

In this section we use the resolvent estimates of Proposition 2.4 and Theorems 2.8 and 2.12
to prove Theorems 1.1 and 1.5.

Because of the singularity at 0 for the resolvent and since we work in weighted spaces, we
cannot use the abstract results of [BT10] or [BCT16] to convert resolvent estimates for AN into
estimates for the propagator (this will be possible in the next section for the similar problem
with Dirichlet boundary conditions since then 0 is not in the spectrum). Here, as in [BH07], the
strategy is inspired by [Leb96]. In these two papers there is no singularity at 0 and no weighted
spaces, so we have to adapt the idea to take into account low frequencies.

3.1. The Heat equation. We begin with the decay estimates for the solution v of the heat
equation (1.10). Estimates (1.11) and (1.12) are consequences of the following proposition:

Proposition 3.1. Let s1, s2 ∈
[

0, d2
]

and κ > 1. Let β ∈ Nd with |β| 6 1 and s ∈ [0, |β|]. Then
there exists C > 0 such that for all t > 1 we have

∥

∥

∥
〈x〉−κs1−s ∂βet∆x 〈x〉−κs2−s

∥

∥

∥

L(L2(Rd))
6 C t−

s1+s2+|β|+s

2

and
∥

∥

∥
〈x〉−κs1 ∆xe

t∆x 〈x〉−κs2
∥

∥

∥

L(L2(Rd))
6 C t−

s1+s2+2
2 .

Proof. We recall that the kernel of the heat propagator et∆x is given by

K(t, x) =
1

(4πt)
d
2

e−
|x|2

4t .

For t > 0, φ ∈ C∞
0 (Rd) and x ∈ Rd we have

∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s φ

∥

∥

∥

2

L2(Rd)

=

∫

x∈Rd

〈x〉−2s

(

∫

x̃∈Rd

1

(4πt)
d
2

(x− x̃)β

(2t)|β|
e−

|x−x̃|2

4t 〈x̃〉−s φ(x̃) dx̃
)2

dx

6

∫

x∈Rd

(

∫

x̃∈Rd

1

(4πt)
d
2

〈x〉−s |x− x̃|s 〈x̃〉−s

(2t)
|β|+s

2

|x− x̃||β|−s

(2t)
|β|−s

2

e−
|x−x̃|2

4t |φ(x̃)| dx̃
)2

dx

.
1

td+|β|+s

∫

x∈Rd

(

∫

x̃∈Rd

|x− x̃||β|−s

(2t)
|β|−s

2

e−
|x−x̃|2

4t |φ(x̃)| dx̃
)2

dx

.
‖φ‖L1(Rd)

td+|β|+s

∫

x∈Rd

∫

x̃∈Rd

|x− x̃|2(|β|−s)
(2t)|β|−s

e−
|x−x̃|2

2t |φ(x̃)| dx̃ dx

.
‖φ‖L1(Rd)

td+|β|+s

∫

x̃∈Rd

|φ(x̃)|
∫

x∈Rd

|x− x̃|2(|β|−s)
(2t)|β|−s

e−
|x−x̃|2

2t dx dx̃

.
‖φ‖2L1(Rd)

t
d
2+|β|+s

.

We have used the Cauchy-Schwarz inequality and, for the last step, we have made the change of
variables η = (x− x̃)/

√
2t. This proves that
∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s

∥

∥

∥

L(L1(Rd),L2(Rd))
. t−

d
4−

|β|
2 − s

2 .
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We similarly get
∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s

∥

∥

∥

L(L2(Rd),L2(Rd))
. t−

|β|
2 − s

2 ,

∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s

∥

∥

∥

L(L2(Rd),L∞(Rd))
. t−

d
4−

|β|
2 − s

2 ,

∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s

∥

∥

∥

L(L1(Rd),L∞(Rd))
. t−

d
2−

|β|
2 − s

2 .

The second estimate gives the case s1 = s2 = 0. We consider the case s1 = 0, s2 = d
2 . Since

〈x〉−κd
2 defines a bounded operator from L2(Rd) to L1(Rd) we have

∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s−κd

2

∥

∥

∥

L(L2(Rd),L2(Rd))
6
∥

∥

∥
〈x〉−s ∂βet∆x 〈x〉−s

∥

∥

∥

L(L1(Rd),L2(Rd))
. t−

d
4−

|β|
2 − s

2 .

We similarly prove the cases s1 = d
2 , s2 = 0 and s1 = s2 = d

2 . Then the general case follows by
interpolation, and the first estimate is proved. For the second estimate we write

∥

∥

∥
〈x〉−κs1 ∆xe

t∆x 〈x〉−κs2
∥

∥

∥

L(L2(Rd))
6
∥

∥

∥
〈x〉−κs1 e t∆x

3

∥

∥

∥

∥

∥

∥
∆xe

t∆x
3

∥

∥

∥

∥

∥

∥
e

t∆x
3 〈x〉−κs2

∥

∥

∥
.

On the right-hand side the middle factor is of size O(t−1) by functional calculus. For the first
and third factors we use the previous estimate. This concludes the proof of the proposition. �

Remark 3.2. In this proof we can see the role of the parameter s which appears in Theorems
1.1 and 1.5. When considering a spatial derivative of the solution, a factor of size |x− x̃| /(2t)
appears in the kernel. We have to control this power of x. For this we can use the negative

power of t and the exponential factor exp
(

− |x− x̃|2 /(4t2)
)

. However, in suitable weighted
spaces, this power of x is controled by the weights and the negative power of t gives a better
rate of decay for the energy.

3.2. Comparison between the damped wave and the heat equations. Before the proofs
of Theorems 1.1 and 1.5, we prove the following lemma.

Lemma 3.3. Let K be a Hilbert space and let I be an open bounded interval of R. Let ν > 0,
ν0 > ν and C > 0. Let ϕ ∈ C∞

0 (I,K) and ψ ∈ C∞(I,C). Assume that for m ∈ N with
m 6 ν0 + 1 and τ ∈ I we have

∥

∥

∥
ϕ(m)(τ)

∥

∥

∥

K
6 C

(

1 + |τ |ν0−1−m
)

,

∣

∣

∣
ψ(m)(τ)

∣

∣

∣
6 C and |ψ′(τ)| > 1

C
.

Then there exists c > 0 which only depends on I, ν, ν0 and C such that for all t > 0 we have
∥

∥

∥

∥

∫

I

e−itψ(τ)ϕ(τ) dτ

∥

∥

∥

∥

K

6 c 〈t〉−ν exp
(

t sup
I

Im(ψ)

)

.

Notice that for a fixed ϕ we can replace ν by any real number. The interest of this result is to
give the uniform decay we can deduce from the uniform estimates on the derivatives of ϕ. This
kind of lemma was already used in [BR14, Roy16a, KR].

Proof. For t > 0 we set

Φ(t) =

∫

I

e−itψ(τ)ϕ(τ) dτ.

Let

σ = sup
I

Im(ψ).

Since we can replace ν0 by any ν̃0 ∈]ν, ν0[, we can assume without loss of generality that ν0
is not an integer. We first remark that for all t > 0 we have

‖Φ(t)‖K 6 ‖ϕ‖L1(I,K) e
σt,

so the difficulty comes from large values of t. Let m0 ∈ N be the integer part of ν0 and
γ = m0 + 1− ν0 ∈]0, 1[. By integrations by parts we obtain

(it)m0Φ(t) =

∫

I

e−itψ(τ)(Lm0ϕ)(τ) dτ,
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where

L =
d

dτ

1

ψ′(τ)
.

Then we can write

(it)m0Φ(t) =

m0
∑

j=0

∫

I

e−itψ(τ)qj(τ)ϕ
(j)(τ) dτ, (3.1)

where qj is a smooth function with bounded derivatives on I, and the bounds only depend on
C. For j ∈ {0, . . . ,m0 − 1} we can do another integration by parts. We have

∥

∥

∥

∥

∫

I

e−itψ(τ)qj(τ)ϕ
(j)(τ) dτ

∥

∥

∥

∥

K

=
1

t

∥

∥

∥

∥

∫

I

e−itψ(τ)L(qjϕ
(j))(τ) dτ

∥

∥

∥

∥

K

.
eσt

t

∫

I

(

‖ϕ(j)‖K + ‖ϕ(j+1)‖K
)

dτ

.
eσt

t

∫

I

|τ |−γ dτ

.
eσt

t
.

Since ϕ(m0+1) is not uniformly integrable near 0, we cannot proceed similarly for the last term
of (3.1). We separate the contribution of τ close to 0. Let β ∈]0, 1[. We have

∥

∥

∥

∥

∥

∫

|τ |6t−β

e−itψ(τ)qm0(τ)ϕ
(m0)(τ) dτ

∥

∥

∥

∥

∥

K

. eσt
∫

|τ |6t−β

|τ |−γ dτ . eσtt−β(1−γ).

For the contribution of τ ∈ I with |τ | > t−β we can use an integration by parts as above.
∥

∥

∥

∥

∥

∫

|τ |>t−β

e−itψ(τ)qm0(τ)ϕ
(m0)(τ) dτ

∥

∥

∥

∥

∥

K

6
eσt

t

(

∥

∥

∥
ϕ(m0)(t−β)

∥

∥

∥
+
∥

∥

∥
ϕ(m0)(−t−β)

∥

∥

∥
+

∫

|τ |>t−β

|τ |−γ−1
dτ

)

. eσttβγ−1.

Finally we have

tm0 ‖Φ(t)‖ . eσttβ(γ−1),

and the conclusion follows if we choose β close enough to 1. �

Now we can finish the proofs of Theorems 1.1 and 1.5:

Proof of Theorems 1.1 and 1.5. We use the notation of Theorem 1.5. Let k > 1. Let U0 =
(u0, iu1) ∈ D(Ak

N ) and W0 = (AN − i)kU0. Let u and v be the solutions of (1.1) and (1.10),
respectively. For t > 0 we set

U(t) =

(

u(t)
i∂tu(t)

)

= e−itANU0 and V (t) =

(

v(t)
i∂tv(t)

)

=

(

et∆xP0(au0 + u1)
i∆xe

t∆xP0(au0 + u1)

)

.

We prove that there exists C > 0 such that for all t > 1 we have

‖∇u(t)−∇v(t)‖L2,−δ1 (Ω) 6 C

(

t−
1
2 (1+s1+s2+s̃) +

ln(t)k/2+1

tk/2

)

‖W0‖Hδ2
N

(3.2)

and

‖∂tu(t)− ∂tv(t)‖L2,−δ1 (Ω) 6 C

(

t−
1
2 (2+s1+s2+s̃) +

ln(t)k/2+1

tk/2

)

‖W0‖Hδ2
N

. (3.3)

Estimates (1.13) and (1.14) will follow. Moreover, with (1.11) and (1.12) this will give Theorem
1.1.
• Let t > 1. Given µ ∈]0, 1[, we start from the identity

e−itAN (AN − i)−kW0 =
1

2iπ

∫

Im(z)=µ

e−itz

(z − i)k
(AN − z)−1W0 dz

(see [Bur98]). By Proposition 2.4 there exists γ > 0 such that the result of Theorem 2.8 holds
with τ0 replaced by 1. Let φ ∈ C0(R) be such that φ(τ) = µ if τ ∈ [−1, 1], φ(τ) ∈ [−γ/9, µ] if
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|τ | ∈ [1, 2], φ(τ) = −γ/9 if |s| ∈ [2, 3] and φ(τ) = −γ/τ2 for |τ | > 3. We can also assume that φ
is smooth on ]− 3, 3[. We set

Γ = {τ + iφ(τ), τ ∈ R} .
Then we have

e−itAN (AN − i)−kW0 =
1

2iπ

∫

Γ

e−itz

(z − i)k
(AN − z)−1W0 dz.

Let χ0 ∈ C∞
0 (R, [0, 1]) be supported in ]− 3, 3[ and equal to 1 on [−2, 2], and χ1 = 1 − χ0. For

j ∈ {0, 1} we set

Ij(t) =
1

2iπ

∫

Γ

χj(Re(z))
e−itz

(z − i)k
(AN − z)−1W0 dz.

• We begin with I0(t). We first notice that replacing U0 by W0 in order to introduce a factor
(z − i)−k in the integral will be necessary to estimate the contribution I1(t) of high frequencies,
but it is useless for low frequencies. It would not be a problem to obtain the uniform estimates
of Theorem 1.1 alone, but in order to prove the sharp result of Theorem 1.5 we have to go back
to an expression in U0 and without the factor (z − i)−k. For this we use the identity

(AN − z)−1(AN − i)k =
k
∑

j=1

(AN − i)k−j(z − i)j−1 + (z − i)k(AN − z)−1.

We set

Θ̃(z) =

(

Θ̃1(z)

Θ̃2(z)

)

=
k
∑

j=1

(AN − i)k−j(z − i)j−1−kU0 +Θ(z)U0,

where Θ(z) is given by (2.10). Then by Theorem 2.12 we have I0(t) = IHeat(t)+ IΘ(t) where we
have set

IHeat(t) =
1

2iπ

∫

Γ

e−itzχ0(Re(z))RHeat(z)U0 dz

and

IΘ(t) =

(

IΘ,1(t)
IΘ,2(t)

)

=
1

2iπ

∫

Γ

e−itzχ0(Re(z))Θ̃(z) dz.

• Let s ∈]s̃,min(2, d, ρ)[. For IΘ we apply Theorem 2.12 (with s instead of s) and Lemma 3.3.
This gives

‖∇IΘ,1(t)‖L2,−δ1
. etµt−

1
2 (s1+s2+s̃+1) ‖W0‖Hδ2

N

(3.4)

and

‖IΘ,2(t)‖L2,−δ1
. etµt−

1
2 (s1+s2+s̃+2) ‖W0‖Hδ2

N

. (3.5)

• We now turn to IHeat(t). We set

IHeat(t) =

(

I1Heat(t) I2Heat(t)
I3Heat(t) I4Heat(t)

)

.

We consider the upper left coefficient I1Heat(t) = i(−∆N − iz)−1P0a. We denote by EN the
spectral measure associated to −∆N and ΠN = EN ([0, γ/18]). Then

I1Heat(t)u0 = i

∫ +∞

Ξ=0

1

2iπ

∫

Γ

χ0(Re(z))
e−itz

Ξ− iz
dz dEN (Ξ)P0au0.

The integrand is holomorphic in
(

]− 2, 2[+iR
)

\ {−iΞ} so by the residue theorem

ΠNI
1
Heat(t)u0 =

∫
γ
18

Ξ=0

e−tΞ dEN (Ξ)P0au0 +
1

2π

∫
γ
18

Ξ=0

∫ 3

τ=−3

χ0(τ)
e−it(τ−iγ/9)

Ξ− iτ − γ/9
dτ dEN (Ξ)P0av0

= ΠNe
t∆NP0au0 +

1

2π

∫ 3

τ=−3

χ0(τ)e
−itτ−γt/9ΠN

(

−∆N − iτ − γ/9
)−1

P0au0 dτ.

The second term can be considered as a rest:
∥

∥

∥

∥

1

2π

∫ 3

τ=−3

χ0(τ)e
−itτ−γt/9ΠN

(

−∆N − iτ − γ/9
)−1

P0au0 dτ

∥

∥

∥

∥

L2(Ω)

. e−
γt
9 ‖u0‖L2(Ω) .
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We also have
∥

∥(1−ΠN )et∆NP0au0
∥

∥ . e−
γt
18 ‖u0‖ and after a change of contour (such that

Im(z) = − γ
36 if |Re(z)| 6 1)

∥

∥(1−ΠN )I1Heat(t)u0
∥

∥ . e−
γt
36 ‖u0‖ .

This yields
∥

∥∇
(

I1Heat(t)u0 − et∆NP0au0
)∥

∥

L2(Ω)
. e−

γt
36 ‖u0‖L2(Ω) .

We estimate similarly iI2Heat(t)u1, I
3
Heat(t)u0 and iI4Heat(t)u1 and finally obtain

‖IHeat(t)− V (t)‖
EN

. e−
γt
36 ‖U0‖HN

. (3.6)

• For I1(t) we use the strategy of [Leb96, BH07]. We set

ρ(t) =

(

t

ln(t)

)
1
2

.

Let m > d
2 , c2 ∈

]

0,
√

γ/(m+ 2)
[

and c1 ∈]0, c2[. We can write

I1(t) =
1

2iπ

1√
2π

∫

z∈Γ

∫

σ∈R

e−(z−σ)2/2χ1(Re(z))
e−itz

(z − i)k
(AN − z)−1W0 dσ dz.

Then we split I1(t) as I11(t) + I12(t) where I11(t) and I12(t) are defined as I1(t) except that in
I11(t) the integral on σ is restricted to [−c1ρ(t), c1ρ(t)] (and to its complement for I12(t)).
• We first consider I11(t). If z ∈ Γ is such that |Re(z)| 6 c2ρ(t) then

Im(z) 6 − γ

c22ρ(t)
2
,

so
∥

∥

∥

∥

e−itz

(z − i)k
(AN − z)−1

∥

∥

∥

∥

EN

. e
− tγ

c22ρ(t)2 ρ(t)2 . t
1− γ

c22 .

On the other hand there exists ε0 > 0 such that if |σ| 6 c1ρ(t) and |Re(z)| > c2ρ(t) (with t large
enough) then we have

Re
(

(σ − z)2
)

> 2ε0(ρ(t)
2 +Re(z)2),

so

‖I11(t)‖EN
. ρ(t)t

1− γ

c22 ‖W0‖EN
+

∫

z∈Γ
|Re(z)|>c2ρ(t)

e−2ε0(ρ(t)+Re(z)2) ‖W0‖EN
dz . t−m ‖W0‖EN

.

(3.7)
• It remains to estimate I12(t). In the integrand the factor 1

(z−i)k is small when |Re(z)| is large,
and this is what we will use to obtain the time decay. On the other hand we observe that the
factor e−itz is small when Im(z) ≪ −1, while (AN − z)−1 is small for Im(z) ≫ 1. We also have

to keep in mind that the factor e−(z−σ)2/2 can become large if Im(z − σ) is large compared to
Re(z − σ). For θ ∈ [0, t] we set

Jt(θ) =
1

2iπ

1√
2π

∫

z∈Γ

∫

|σ|>c1ρ(t)

e−(z−σ)2/2χ1(Re(z))
e−iθz

(z − i)k
(AN − z)−1W0 dσ dz

and

Kt(θ) =
1

2iπ

1√
2π

∫

z∈Γ

∫

|σ|>c1ρ(t)

e−(z−σ)2/2χ1(Re(z))
e−iθz

(z − i)k
W0 dσ dz.

We have

(∂θ + iAN )Jt(θ) = iKt(θ),

so

I12(t) = Jt(t) = Jt(0) + i

∫ t

0

e−i(t−θ)ANKt(θ) dθ. (3.8)

It remains to estimate separately Jt(0) (for which we no longer have the factor e−itz) and the
integral of Kt(θ) (for which we no longer have the resolvent of AN ).
• We begin with Jt(0). For this we follow [Leb96]. We write

Jt(0) =
1

2iπ

1√
2π

∫

|σ|>c1ρ(t)

S(σ) dσ, (3.9)



ENERGY DECAY IN A WAVE GUIDE WITH DISSIPATION AT INFINITY 19

where for σ ∈ R we have set

S(σ) =

∫

z∈Γ

χ1(Re(z))
e−(z−σ)2/2

(z − i)k
(AN − z)−1W0 dz. (3.10)

In (3.9) we estimate the integral over [c1ρ(t),+∞[. The integral over ]−∞,−c1ρ(t)] is analogous.
We set

Ωt =
{

σ ∈ C : arg
(

σ − c1ρ(t)
)

∈
[

0,
π

8

]}

.

For σ ∈ Ωt we define the contour Γσ = Γ− ∪ Γ0,σ ∪ Γ+,σ where Γ− = Γ ∩ {Re(z) 6 3}, Γ0,σ

is the line segment joining the points 3 − iγ/9 and 3 + i Im(σ) + i and Γ+,σ is the half-line
{Re(z) > 3, Im(z) = Im(σ) + 1}. In (3.10) we replace the contour Γ by Γσ, and we denote by
S−(σ), S0(σ) and S+(σ) the contributions of Γ−, Γ0,σ and Γ+,σ, respectively. There exists ε0 > 0
such that for σ ∈ Ω and z ∈ Γ− ∪ Γ0,σ we have

∣

∣

∣
e−(z−σ)2/2

∣

∣

∣
6 e−ε0(ρ(t)

2+|σ|2+|z|2),

so

‖S−(σ)‖ + ‖S0(σ)‖ . e−ε0(ρ(t)
2+|σ|2) ‖W0‖ . (3.11)

On the other hand

‖S+(σ)‖ .

∫ +∞

η=3

e−((η−Re(σ))2−1)/2

(1 + η)k
1

Im(σ) + 1
‖W0‖ dη .

1

(1 + Re(σ))k
1

Im(σ) + 1
‖W0‖ .

(3.12)
The function S+ is holomorphic in C. We consider the contour

Σt =
{

c1ρ(t) + ηe
iπ
8 , η > 0

}

.

By (3.12) we have
∫

σ>c1ρ(t)

S+(σ) dσ =

∫

σ∈Σt

S+(σ) dσ

and
∥

∥

∥

∥

∫

σ∈Σt

S+(σ) dσ

∥

∥

∥

∥

.

∫

η>0

1

(c1ρ(t) + η)k
1

1 + η
‖W0‖ dη .

ln(ρ(t))

ρ(t)k
‖W0‖ .

With (3.9) and (3.11) this yields

‖Jt(0)‖EN
.

ln(t)k/2+1

tk/2
‖W0‖EN

. (3.13)

• For the integral of Kt(θ) we proceed similarly, but on the other side of the real axis. We
write

Kt(θ) =
1

2iπ

1√
2π

∫

|σ|>c1ρ(t)

S∗
θ (σ) dσ,

where for σ ∈ R we have set

S∗
θ (σ) =

∫

z∈Γ

χ1(Re(z))e
−(z−σ)2/2 e−iθz

(z − i)k
W0 dz.

Again we only consider the integral for σ over [c1ρ(t),+∞[. We denote by Ω∗
t the image of Ωt

by complex conjugation. For σ ∈ Ω∗
t we define the contour Γ∗

σ = Γ− ∪ Γ∗
0,σ ∪ Γ∗

+,σ where Γ∗
0,σ

is the line segment joining the points 3 − iγ/9 and 3 + i Im(σ) − i and Γ∗
+,σ is the half-line

{Re(z) > 3, Im(z) = Im(σ)− 1}. We denote by S∗
−,θ(σ), S

∗
0,θ(σ) and S∗

+,θ(σ) the contributions

of Γ−, Γ
∗
0,σ and Γ∗

+,σ in S∗
θ (σ), respectively. As above

∥

∥S∗
−,θ(σ)

∥

∥ +
∥

∥S∗
0,θ(σ)

∥

∥ . e−ε0(ρ(t)
2+|σ|2) ‖W0‖ . (3.14)

On the other hand

∥

∥S∗
+,θ(σ)

∥

∥ 6

∫ +∞

η=3

e−((Re(σ)−η)2−1)/2

(1 + η)k
e−θ(1+|Im(σ)|) ‖W0‖ dη .

1

(1 + Re(σ))k
e−θ(1+|Im(σ)|) ‖W0‖ .
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Using the complex conjugation Σ∗
t of Σt we obtain

∫ t

θ=0

∥

∥

∥

∥

∥

∫

σ∈Σ∗
t

S∗
+,θ(σ) dσ

∥

∥

∥

∥

∥

dθ .

∫

η>0

1

(c1ρ(t) + η)k

∫ +∞

0

e−θ(1+sin(π/8)η) ‖W0‖ dθ dη

.

∫

η>0

1

(c1ρ(t) + η)k
1

1 + sin(π/8)η
‖W0‖ dη

.
ln(ρ(t))

ρ(t)k
‖W0‖ ,

hence
∥

∥

∥

∥

∫ t

0

e−i(t−θ)ANKt(θ) dθ

∥

∥

∥

∥

EN

.

∫ t

0

‖Kt(θ)‖EN
dθ .

ln(t)k/2+1

tk/2
‖W0‖EN

.

With (3.8) and (3.13) this gives

‖I12(t)‖EN
.

ln(t)k/2+1

tk/2
‖W0‖EN

. (3.15)

• With (3.4), (3.5), (3.6), (3.7) and (3.15) we obtain (3.2) and (3.3) up to a factor etµ. But all
these estimates are uniform in µ ∈]0, 1[, so we can take the limit µ → 0. This gives (3.2) and
(3.3) and concludes the proofs of Theorems 1.1 and 1.5. �

4. Related problems

In this section we discuss several problems close to (1.1). More precisely we explain how our
analysis provides results about the global and local energy decay for damped wave equation
on Rd, on the wave guide with Dirichlet boundary conditions, and the damped Klein-Gordon
equation.

4.1. The damped wave equation in Rd. We begin with Theorem 1.6 about the energy decay
on the Euclidean space. The analysis of low frequencies is the same as for the wave guide.
Indeed we saw that the main contribution was given by functions which do not depend on y ∈ ω
but only on x ∈ Rd. There is nothing else on Rd. The main difference with the wave guide is
that on Rd any classical trajectory goes to infinity and therefore meet the damping. Thus by
Proposition 2.10 we obtain that the corresponding resolvent (A−τ)−1 (where A is defined as AN

but on E = Ḣ1(Rd)× L2(Rd) and there is no boundary so no boundary condition) is uniformly
bounded on E for |τ | > 1. In this case we know that the contribution of high frequencies decays
exponentially and without loss of derivative (see for instance [Roy15] for a proof of the energy
decay with a uniform bound on the resolvent in a slightly different setting). Thus the energy
decay in this case is similar to the results on the wave guide except that the energy decay is only
limited by the contribution of low frequencies. This is what was stated in Theorem 1.6.

4.2. The damped wave equation on the wave guide with Dirichlet boundary condi-

tion. Now we discuss the damped wave equation on the wave guide Ω with Dirichlet boundary
condition:











∂2t u−∆u+ a(x)∂tu = 0 on R+ × Ω,

u = 0 on R+ × ∂Ω,

(u, ∂tu)|t=0 = (u0, u1) on Ω.

(4.1)

Here we can replace the assumption (1.2) on the absorption index by the following weaker
version: a is bounded and there exist a compact subset K of Ω and c0 > 0 such that

∀(x, y) ∈ Ω \K, a(x, y) > c0. (4.2)

Contrary to the Euclidean case, we will have the same problems as for (1.1) for the contribution
of high frequencies, but there is no longer any restriction due to low frequencies (which is why
the absorption index no longer has to go to a constant at infinity).

The operator AD is defined by

AD =

(

0 I
−∆ −ia

)
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on the Hilbert space
ED = H1

0 (Ω)× L2(Ω)

with domain
D(AD) = {(u, v) ∈ ED : AD(u, v) ∈ ED} . (4.3)

Proposition 4.1. The operator AD is maximal dissipative on ED. Moreover any τ ∈ R belongs
to the resolvent set of AD.

Proof. • For the maximal dissipativeness we proceed as with Neumann boundary conditions
(see also [AK02] where the similar statement is proved in an exterior domain).
• Now let τ > 0 (the case τ < 0 is analogous). Since we have weakened the assumption on the
absorption index, we have to adapt the proof of Proposition 2.3. Let ã = a+ c01K . Then ã > c0
everywhere on Ω. This implies that the operator −∆ − iτ(ã − c0) is maximal dissipative, and
hence its spectrum is contained in the lower half-plane. Therefore the spectrum of −∆− iτ ã(x)
(and in particular its essential spectrum) is a subset of {Im(ζ) 6 −τc0}. Since −∆− iτa(x) is a
bounded and relatively compact perturbation of −∆− iτ ã(x), we deduce by the Weyl Theorem
(see Theorem B.1 in appendix, applied with U containing {Im(z) > −τc0}) that its essential
spectrum is included in {Im(ζ) 6 −τc0}. Then τ2 belongs to the spectrum of −∆− iτa if and
only it is an eigenvalue. As in the Neumann case we can check that this is not the case, that
(−∆D−iza−z2) −1 extends to a bounded operator in L(H1(Ω)′, H1(Ω)) uniformly in z = τ+iµ
with µ ∈ [0, 1], and consequently that τ belongs to the resolvent set of AD.
• It remains to prove that 0 also belongs to the resolvent set of AD. We use the separation of
variables as in Section 2.2. The only difference is that in this case the transverse operator is the
Dirichlet Laplacian TD on ω, whose first eigenvalue is positive. We denote by 0 < λ̃1 6 λ̃2 6 . . .
the eigenvalues for the transverse operator TD and by (ϕ̃k)k∈N∗ a corresponding orthonormal
sequence of eigenfunctions. Then as in Section 2.2 for u =

∑

k∈N∗ uk(x)ϕ̃k(y) ∈ D(−∆D) we
can write

〈−∆Du, u〉L2(Ω) =
∑

k∈N∗

〈

(−∆x + λ̃k)uk, uk

〉

L2(Rd)

> λ̃1
∑

k∈N∗

‖uk‖2L2(Rd)

> λ̃1 ‖u‖2L2(Ω) .

This proves that −∆D is invertible. Then, for z ∈ C small enough, this is then also the case for
(−∆D − iza− z2). We deduce that 0 is not in the spectrum of AD. �

With the same high frequency estimate as in Theorem 2.8 this proves that there exists C > 0
such that for all t ∈ R we have

∥

∥(AD − τ)−1
∥

∥

L(ED
6 C 〈τ〉2 . (4.4)

It only remains to apply the abstract result of [BT10] to obtain the global energy decay for (4.1):

Theorem 4.2. Let k ∈ N∗. Then there exists C > 0 such that for all U0 ∈ D(Ak
D) and t > 1

we have
∥

∥e−itADU0

∥

∥

ED
6 Ct−

k
2

∥

∥Ak
DU0

∥

∥

ED
.

4.3. Neumann boundary condition when a is constant on each section. We have seen
that on the Euclidean space the energy decay is limited by the contribution of low frequencies,
while on the wave guide with Dirichlet boundary conditions it is mainly a high frequency problem.
The difficulty in Section 3.2 about the wave guide with Neumann boundary condition was that
we had to deal with both difficulties at the same time.

In the analysis of RN (z) is Section 2 we saw that the main contribution is given by RN (z)P0

for low frequencies (see (2.9)). On the other hand, for high frequencies the difficulty come from
the contribution of high transverse frequencies. More precisely, RN (z)(1 − P0) extends to a
holomorphic function around 0 (as for Dirichlet boundary condition), while RN (z)P0 behaves
nicely for high frequencies (as in the Euclidean space).

For U = (u, v) ∈ EN we set

P0U =

(

P0u
P0v

)

and P⊥
0 U =

(

(1 − P0)u
(1 − P0)v

)

. (4.5)
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Because of the factor a in (2.1), we cannot simply say that (AN − z)−1P0 behaves nicely for
high frequencies and that (AN − z)−1P⊥

0 behaves nicely for low frequencies. However, if a only
depends on x, then it commutes with P0 and in this case we can reduce the Neumann problem
to two simpler analyses.

Proposition 4.3. Assume that a does not depend on y ∈ ω. By restriction, the operator AN

defines a maximal dissipative operator A⊥
0 on E

⊥
0 = P⊥

0 EN (with domain D(A⊥
0 ) = D(AN )∩E

⊥
0 )

such that σ(A⊥
0 ) ∩ R = ∅.

Proof. Let (u, v) ∈ D(AN ) ∩ E
⊥
0 . We define the sequences (uk)k∈N

and (vk)k∈N
as in (2.3). By

(2.2) we have

−∆u− iav =
∑

k>1

(

−∆xuk + λkuk − iavk
)

⊗ ϕk ∈ Ran(1− P0),

so

AN

(

u
v

)

=

(

v
−∆u− iav

)

∈ E
⊥
0 .

Similarly (AN−z)−1 leaves E
⊥
0 invariant for any z ∈ C+, and the restriction is a bounded inverse

for (A⊥
0 − z). This proves that A⊥

0 is maximal dissipative on E
⊥
0 . As for AN , any τ ∈ R \ {0}

belongs to the resolvent set of A⊥
0 . And for τ = 0 we follow the same proof as for AD. �

Thus when the absorption index only depends on x we can deal sperately with the projections
on P0EN and P⊥

0 EN of the solution. On P0EN everything is exactly as in the Euclidean space
and on E

⊥
0 the resolvent (A⊥

0 − z)−1 satisfies the same estimate as in (4.4). In particular, as
for Theorem 4.2 we can use [BT10] and hence we have no logarithmic loss as was the case in
Theorem 1.1.

Theorem 4.4. Assume that a only depends on x ∈ Rd.

(i) Let k ∈ N∗. Then there exists C > 0 such that for t > 1 and U ∈ D(Ak
N ) we have

∥

∥e−itANP⊥
0 U
∥

∥

EN
6 Ct−

k
2

∥

∥P⊥
0 U
∥

∥

D(Ak)
.

(ii) Let s1, s2 ∈
[

0, d2 ], κ > 1, s ∈ [0,min(d, ρ)[ with s 6 1, δ1 > κs1 + s and δ2 > κs2 + s.

Then there exists C > 0 such that for t > 1, u0, u1 ∈ C∞
0 (Ω) we have

∥

∥e−itANP0U
∥

∥

L2,−δ1 (Ω)2
6 Ct−

1
2 (1+s1+s2+s) ‖P0U‖L2,δ2 (Ω)2 .

4.4. The damped Klein-Gordon equation. We finally discuss the damped Klein-Gordon
equation

∂2t u−∆u+m2u+ a∂tu = 0,

where m > 0, either on Rd or on Ω with Neumann or Dirichlet boundary conditions. The
corresponding operator is now

AKG =

(

0 I
−∆+m2 −ia

)

,

with suitable domain depending on the context. The corresponding resolvent on L2(Ω) is then

RKG(z) =
(

−∆+m2 − iza− z2
)−1

.

If a = 0 we can check that the spectrum of AKG is R\]−m,m[. Moreover for z close to m
or −m the resolvent RKG(z) behaves like (−∆ − ζ)−1 for ζ close to 0. This explains why we
have the same rate of decay for the energy as for the Schrödinger equation. With compactly
supported damping, we have the same kind of behavior (see [Mal16]).

For the damped version of the Klein-Gordon equation with damping effective at infinity, the
situation is quite different. Indeed, for the same reason as for the wave equation, any τ ∈ R\{0}
belongs to the resolvent set of AKG (in particular there is no singularity for τ = ±m). But, for
the same reason as for the undamped Klein-Gordon equation, 0 also belongs to the resolvent set
of AKG. Thus, there is no “low frequency effect” at all for the damped Klein-Gordon equation.
On the other hand, for |τ | ≫ 1 the resolvent RKG(τ) behaves as the wave analog (m

2 is negligible
compared to τ2) so, finally, the energy decay for the damped Klein-Gordon equation is the same
as for the contribution of high frequencies for the corresponding wave equation. Thus, on the
Euclidean space we have a uniformly bounded resolvent on all the real axis, hence a uniform
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exponential global energy decay for the time dependant problem (this is in fact a particular case
of citeBurqJo). And in a wave guide with Neumann or Dirichlet boundary conditions we obtain
the same decay as in Theorem 4.2.

Appendix A. High frequency resolvent estimates on R
d with damping at infinity

In this appendix we give two proofs for Proposition 2.10. This high frequency resolvent
estimate is well known in weighted spaces when a is compactly supported (or decays suit-
ably at infinity). This can be proved either with semiclassical defect measures and the now
usual contradiction argument (see [GL93, Leb96, Bur02, Jec04]) or with the Mourre theory (see
[Mou83, ABG96]) for dissipative operators (see [Roy10, BG10, BR14, Roy16b]). Both methods
can be adapted in this situation. Notice that the setting of Proposition 2.10 is quite simple
and that both methods will prove to be efficient here. However it is interesting to have both of
them for more general situations. For instance, the method with semiclassical measures allows a
Schrödinger operator whose non-selfadjoint part has no sign (see [Roy14]) and/or is supported
by the boundary of the domain (see [Roy]). On the other hand the Mourre method can be
applied to more general operators and requires less regularity.

For both proofs we rewrite the problem with semiclassical notation. With h = τ−1 the
estimate reads

∥

∥(−h2∆x − ihα− 1)−1
∥

∥

L(L2(Rd))
.

1

h
, 0 6 h≪ 1. (A.1)

We refer to [Zwo12] for general results about semiclassical analysis.

Proof 1 (with semiclassical measures). Assume by contradiction that (A.1) is wrong. Then we
can find sequences (hm)m∈N

∈]0, 1]N, (θm)m∈N
∈ RN, (um)m∈N

∈ H2(Rd)N and (fm)m∈N
∈

L2(Rd)N such that hm → 0, θm → 1, ‖fm‖L2(Rd) = o(hm) and for all m ∈ N we have

‖um‖L2(Rd) = 1 and
(

− h2m∆x − ihmα− θm
)

um = fm.

The sequence (um) is bounded in L2(Rd) so, after extraction of a subsequence if necessary, there
exists a Radon measure µ on R

2d such that for all q ∈ C∞
0 (R2d) we have

〈

Opwhm
(q)um, um

〉

−−−−→
m→∞

∫

R2d

q dµ.

We first observe that

‖αum‖2L2(Rd) .
∥

∥

√
αum

∥

∥

2

L2(Rd)
= − 1

hm
Im
〈

(−h2m∆x − ihmα− θm)um, um
〉

−−−−→
m→∞

0. (A.2)

Now let q ∈ C∞(R2d) be such that q and all its derivatives are bounded, and q(x, ξ) = 0 if
∣

∣

∣
|ξ|2 − 1

∣

∣

∣
6 1

2 . Then for m large enough we can define q̃m : (x, ξ) 7→ q(x, ξ)/(|ξ|2−θm) and write

lim
m→∞

〈

Opwhm
(q)um, um

〉

= lim
m→∞

〈

Opwhm
(q̃m)(−h2m∆x − θm)um, um

〉

(A.3)

= lim
m→∞

〈

Opwhm
(q̃m)(−h2m∆x − ihmα− θm)um, um

〉

= 0.

Let χ ∈ C∞
0 (Rd, [0, 1]) be such that α(x) > c0 on a neighborhood of supp(1 − χ). (A.2) and

(A.3) imply that µ is supported in supp(χ)×
{

∣

∣ |ξ|2 − 1
∣

∣ 6 1
2

}

. Moreover for χ̃ ∈ C∞
0 (Rd, [0, 1])

such that χ̃(ξ) = 1 if
∣

∣ |ξ|2 − 1
∣

∣ 6 1
2 we have

∫

R2d

χ(x)χ̃(ξ) dµ(x, ξ) = lim
m→∞

〈

Opwhm
(χ(x)χ̃(ξ))um, um

〉

= lim
m→∞

〈um, um〉 = 1,

so µ 6= 0. To obtain a contradiction, it remains to show that in fact µ = 0. For this we use
the invariance of the support of µ by the classical flow. Let q ∈ C∞

0 (R2d,R) be supported in
{

(x, ξ) :
∣

∣ |ξ|2 − 1
∣

∣ 6 3
4

}

. We have

d

dt

∫

R2d

q ◦ φt dµ =

∫

R2d

{

|ξ|2 , q ◦ φt
}

dµ,
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where φt(x, ξ) = (x + 2tξ, ξ) and {p, q} is the Poisson bracket ∂ξp · ∂xq − ∂xq · ∂ξq. With (A.2)
we obtain that for any q̃ ∈ C∞

0 (R2d,R) we have
∫

R2d

{

|ξ|2 , q̃
}

dµ = lim
m→∞

i

hm

〈

[−h2m∆x,Opwhm
(q̃)]um, um

〉

= − lim
m→∞

2

hm
Im
〈

Opwhm
(q̃)um, (−h2m∆x − ihmα− θm)um

〉

= 0.

This proves that the integral of q ◦ φt does not depend on t. But for some t large enough the
supports of q ◦ φt and µ are disjoint. This yields

∫

q dµ = 0. Then µ = 0, which gives the
contradiction and concludes the proof of the proposition. �

Now we give a proof based on the Mourre’s commutators method. For a perturbation of a
Laplace operator, it is usual to consider (a perturbation of) the generator of dilations

Ãh = − ih
2
(x · ∇+∇ · x) = Opwh (x · ξ)

as conjugate operator. Here, due to the damping at infinity, we will only need a “localized
version” of Ãh. We refer to [Roy16b] for the general theorem.

Proof 2 (with Mourre’s method). Let χ ∈ C∞
0 (Rd, [0, 1]) be such that α(x) > c0 on a neighbor-

hood of supp(1− χ). Let χ̃ ∈ C∞
0 (R, [0, 1]) be supported in

]

1
2 , 2
[

and equal to 1 on
[

3
4 ,

3
2

]

. For
h ∈]0, 1] we set

Ah = Opwh
(

(x · ξ)χ(x)χ̃(|ξ|2)
)

.

This operator is selfadjoint and bounded on L2(Rd). We check that it satisfies all the assumptions
of [Roy16b, Theorem 4.1]. Let h ∈]0, 1] and t > 0. For u ∈ C∞

0 (Rd) we have

∥

∥∇e−iθAhu− e−iθAh∇u
∥

∥ 6

∫ θ

0

∥

∥

∥

∥

d

ds
e−isAh∇e−i(θ−s)Ahu

∥

∥

∥

∥

ds

6

∫ θ

0

∥

∥

∥
e−isAh [Ah,∇]e−i(θ−s)Ahu

∥

∥

∥
ds

. ‖u‖ .

This proves that the form domain H1(Rd) is invariant by e−iθAh . By pseudo-differential calculus
the commutators

[−h2∆x, Ah], [−h2∆x − ihα,Ah] and [[−h2∆x − ihα,Ah], Ah]

extend to bounded operators on L2(Rd) uniformly in h ∈]0, 1]. It remains to check the main point,
namely the lower bound of the commutator. There exists β > 0 such that for all (x, ξ) ∈ R2d we
have
{

|ξ|2 , (x · ξ)χ(x)χ̃(|ξ|2)
}

+βα(x) = 2 |ξ|2 χ(x)χ̃(|ξ|2)+2(x ·ξ)ξ ·∇χ(x)χ̃(|ξ|2)+βα(x) > χ̃(|ξ|2).

After quantization and multiplication by h we obtain

[−h2∆x, iAh] + βhα(x) > hχ̃(−h2∆x) +O(h),

where the rest is estimated in L(L2(Rd)). We set J =
[

3
4 ,

3
2

]

. We compose this inequality by

the spectral projection 1J(−h2∆x) on both sides, and for h small enough we obtain

1J(−h2∆x)
(

[−h2∆x, iAh] + βhα(x)
)

1J(−h2∆x) >
h

2
1J(−h2∆x).

This is the Mourre assumption in the dissipative and semiclassical setting. By [Roy16b] we
obtain that there exists h0 ∈]0, 1] and c > 0 such that for h ∈]0, h0] we have

∥

∥

∥
〈Ah〉−1 (−h2∆x − ihα− 1)−1 〈Ah〉−1

∥

∥

∥

L(L2(Rd))
6
c

h
.

But 〈Ah〉 is a bounded operator on L2(Rd), so we easily deduce the same estimate without
weight. This gives (A.1) and concludes the proof. �
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Notice that we did not make standard use of the Mourre theory. Indeed we did not have to
prove the limiting absorption principle in some weighted space, since here the resolvent is well
defined even on the real axis. The point was only to use the parameter dependant version of the
abstract result to obtain uniform estimate for this resolvent.

Appendix B. Weyl’s essential spectrum Theorem

In this section we briefly discuss the essential spectrum of a non-selfadjoint operator. We first
recall that there are different reasonable definitions which coincide for selfadjoint operators but
not in the general case (see for instance [Sch66, GW69, EE87]).

Here we follow [RS79]. Let A be a closed operator on some Hilbert space K. We denote by
ρ(A) the resolvent set of A. Let λ in the spectrum σ(A) of A. We say that λ is in the discrete
spectrum σdisc(A) of A if it is isolated in σ(A) and if the projection

1

2iπ

∫

|σ−λ|=r

(A− σ)−1 dσ

(where r > 0 is such that σ(A) ∩D(λ, 2r) = {λ}) is of finite rank. Then we define the essential
spectrum of A by σess(A) = σ(A) \ σdisc(A). It is a closed subset of C.

With this definition, the essential spectrum of A is preserved by perturbation by a relatively
compact operator if A is selfadjoint but not in the general case (see Corollary 2 and Example
1 in Section XIII.4 of [RS79]). It may happen that a connected component of C \ σess(A) is
included in the spectrum (and therefore in the essential spectrum) of the perturbed operator.
However, we can check that this is the only problem which can occur. Thus, if we can show that
some connected component of C \ σess(A) intersects the resolvent set of the perturbed operator,
it has empty intersection with its essential spectrum:

Theorem B.1 (Weyl’s essential spectrum theorem). Let A and B be closed operators such that
(B −A) is A-compact. Let U be a connected component of C \ σess(A). Then

U ∩ ρ(A) ∩ ρ(B) 6= ∅ =⇒ U ∩ σess(B) = ∅.
The proof follows the same lines as the proof of Theorem XIII.14 in [RS79]. We recall the

ideas.

Proof. Let z0 ∈ U ∩ ρ(A) ∩ ρ(B), RA = (A − z0)
−1 and RB = (B − z0)

−1. By the resolvent
identity the difference D := RA − RB = RB(B − A)RA is compact. Let V be the (connected
and open) set of z ∈ C∗ such that z0 + z−1 ∈ U . By Lemma 2 in [RS79, Section XIII.4] we have
V ∩ ρ(RA) ∩ ρ(RB) 6= ∅ and it is enough to prove that V ⊂ σess(RB).

Let z ∈ V . If z ∈ ρ(RA) then (RB−z)−1 exists if and only if (1−D(RA−z)−1)−1 exists. This
is the case for at least one point in V . Moreover the map z 7→ 1−D(RA − z)−1 is meromorphic
in V . By the meromorphic Fredholm Theorem (Theorem XIII.13 in [RS79]) we obtain that
(1−D(RA− z)−1)−1 exists on V except for a discrete set where it has finite rank residues. Thus
RB only has discrete spectrum in V , and the conclusion follows. �
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