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An illumination problem: optimal apex and optimal
orientation for a cone of light

Annabella Astorino · Manlio Gaudioso ·
Alberto Seeger

Abstract Let {ai : i ∈ I } be a finite set in R
n . The illumination problem addressed in this

work is about selecting an apex z in a prescribed set Z ⊆ R
n and a unit vector y ∈ R

n so
that the conic light beam

C(z, y, s) := {x ∈ R
n : s ‖x − z‖ − 〈y, x − z〉 ≤ 0}

captures every ai and, at the same time, it has a sharpness coefficient s ∈ [0, 1] as large as
possible.

Keywords Illumination problem · Revolution cone · Aperture angle · Sharpness
coefficient · Max–min problem

1 Introduction

There is a broad literature devoted to various sorts of illumination and/or visibility problems;
see for instance [1,7,9,22]. Most illumination problems arising in practice are stated in
dimensions two and three, but one could equally well consider higher dimensions. Let R

n

be equipped with its usual inner product 〈·, ·〉 and the associated norm ‖ · ‖. Mathematically
speaking, a conic light beam is a generalized revolution cone
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C(z, y, s) := {x ∈ R
n : s ‖x − z‖ − 〈y, x − z〉 ≤ 0} (1)

depending on three parameters:

• The apex z of the cone is the geometric locus at which a source of light is placed.
Throughout this work, z is selected from a closed set Z ⊆ R

n . One refers to (1) as a
“generalized” revolution cone because the apex z is not necessarily the origin 0 of the
space R

n .
• The axis y ∈ R

n is a nonzero vector that determines the orientation of the light beam.
The axis can always be normalized, so one takes it from the unit sphere Sn := {y ∈ R

n :
‖y‖ = 1}.

• The scalar s ∈ [0, 1] is the sharpness coefficient of the light beam. One refers to
ϑ := 2 arccos s as the aperture angle of (1). So, maximizing the sharpness coefficient
amounts to minimizing the aperture angle.

One may think of (1) as the visible or illuminated region of the space R
n . Thus, a sample

A = {ai : i ∈ I } is illuminated by the conic light beam (1) if and only if A ⊆ C(z, y, s).
The smallest aperture angle illumination problem reads then as follows:

(P)

⎧
⎨

⎩

maximize s
(z, y, s) ∈ Z × Sn × [0, 1]
fi (z, y, s) ≤ 0 for all i ∈ I,

(2)

where each fi : R
2n+1 → R is defined by

fi (z, y, s) := s ‖ai − z‖ − 〈y, ai − z〉.
The above maximization problem will be studied in detail in Sects. 2 and 3, both theoret-

ically and algorithmically. We shall be concerned also with a sort of dual version of (2). Up
to a closure operation, the invisible or penumbra region

D(z, y, s) := {x ∈ R
n : s ‖x − z‖ − 〈y, x − z〉 ≥ 0} (3)

corresponds to the set-complement of (1). The formulation of the largest aperture angle
penumbra problem is as follows:

(Q)

⎧
⎨

⎩

minimize s
(z, y, s) ∈ Z × Sn × [0, 1]
fi (z, y, s) ≥ 0 for all i ∈ I.

(4)

Despite their striking similarity, the problems (2) and (4) are structurally different. Note
for instance that the illuminated region (1) is convex, while the penumbra region (3) is
nonconvex. Section 4 will be devoted to the analysis of the penumbra problem. One should
not view (2) and (4) as a pair of dual problems in the sense of convex optimization theory.
The word duality is used here in a loose sense.

2 Theoretical aspects of the illumination problem

2.1 Preliminary material on supporting cones

The symbols Pc, int(P), and bd(P) denote respectively the set-complement, the interior,
and the boundary of the polytope P := co{ai : i ∈ I }. We use also the notation

�(y, s) := C(0, y, s) and T (z) := R+(P − z). (5)

2



Both sets in (5) are closed convex cones with apices at 0. The first one is a standard revolution
cone, whereas the second one is a polyhedral (or finitely generated) convex cone:

T (z) =
{
∑

i∈I

μi (ai − z) : μi ≥ 0 for all i ∈ I

}

.

One refers to T (z) as the supporting cone to P at z. Such cone is of special interest when z
belongs to Pc.

The continuity result stated in Proposition 2.1 is recalled here for the sake of convenience.
One considers the set �(Rn) of nontrivial closed convex cones in R

n equipped with the
spherically truncated Pompeiu–Hausdorff metric

�(K1, K2) := haus(K1 ∩ Sn, K2 ∩ Sn),

where haus(·, ·) refers to the classical Pompeiu–Hausdorff metric on the collection of non-
empty compact sets, i.e.,

haus(�1,�2) := max

{

max
x∈�1

dist(x,�2), max
x∈�2

dist(x,�1)

}

.

That a closed convex cone in R
n is nontrivial simply means that it is different from the

singleton {0} and different from the whole space R
n .

Proposition 2.1 The function T : Pc → �(Rn) is continuous. In fact, for all z1, z2 ∈ Pc,
one has

�(T (z1), T (z2)) ≤ 2

dist(z1, P)+ dist(z2, P)
‖z1 − z2‖ . (6)

Proof It is not difficult to check that

T (z) ⊆ lim inf
v→z

T (v) for all z ∈ R
n, (7)

T (z) ⊇ lim sup
v→z

T (v) for all z ∈ Pc,

where the lower and upper limits are understood in the Painlevé-Kuratowski sense. This
proves already the continuity of T : Pc → �(Rn), because convergence in �(Rn) with
respect to the metric � is equivalent to Painlevé-Kuratowski set-convergence. However, one
can go beyond mere continuity and prove a Lipschitz type estimate like (6). Let us examine
the expression

e(K1, K2) := max
x∈K1∩ Sn

dist(x, K2 ∩ Sn)

for K1 = R+(�1) and K2 = R+(�2), where �1,�2 ⊆ R
n are nonempty convex compact

sets not containing the origin 0. A direct computation shows that

e(K1, K2) = max
u1∈�1

min
u2∈�2

∥
∥
∥
∥

u1

‖u1‖ − u2

‖u2‖
∥
∥
∥
∥ .

But the Dunkl-Williams inequality [12] asserts that
∥
∥
∥
∥

u1

‖u1‖ − u2

‖u2‖
∥
∥
∥
∥ ≤ 2

‖u1 − u2‖
‖u1‖ + ‖u2‖

for any pair u1, u2 of nonzero vectors. One gets in this way

e(K1, K2) ≤ � max
u1∈�1

min
u2∈�2

‖u1 − u2‖
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with � := 2 [dist(0,�1)+ dist(0,�2)]−1 . A similar estimate holds for the symmetric term
e(K2, K1), so one ends up with

�(K1, K2) ≤ � haus(�1,�2). (8)

If one takes � j = P − z j , then dist(0,� j ) = dist(z j , P) and haus(�1,�2) = ‖z1 − z2‖.
Substituting this information in (8) one gets (6). �


The inequality (6) shows that T is Lipschitzian on any compact set contained in Pc.
Indeed, if Z is the compact set under consideration, then

�(T (z1), T (z2)) ≤ (1/β) ‖z1 − z2‖ for all z1, z2 ∈ Z

with β := minz∈Z dist(z, P).

Remark 2.2 The set Pc is open in R
n . If {zk}k∈N is a sequence in Pc converging to z̄ ∈ bd(P),

then it does not follow necessarily that limk→∞ �(T (zk), T (z̄)) = 0. In other words, is not
always possible to predict the behavior of T (z) as z approaches to a point on the boundary
of P . This issue is discussed at length in [21, Section 5].

2.2 Existence of solutions for the illumination problem

The optimal value of the illumination problem (2) is denoted by s∗. The feasible set

W := {(z, y, s) ∈ Z × Sn × [0, 1] : A ⊆ C(z, y, s)}
= {(z, y, s) ∈ Z × Sn × [0, 1] : fi (z, y, s) ≤ 0 for all i ∈ I }

of (2) is closed, but nonconvex in general. For making sure that W is nonempty one asks Z
to contain a point that is not in the interior of P .

Proposition 2.3 The set W is nonempty if and only if Z is not included in int(P).

Proof For (z, y, s) ∈ Z × Sn × [0, 1] one has

A ⊆ C(z, y, s) ⇔ A − z ⊆ �(y, s)

⇔ P − z ⊆ �(y, s)

⇔ T (z) ⊆ �(y, s).

Hence, the illumination problem (2) is feasible if and only if T (z) �= R
n for some z ∈ Z . In

other words, W is nonempty if and only if there exists a point z ∈ Z that is not in the interior
of P . �


The next proposition shows that the z-component of a solution to the illumination problem
(2) is necessarily on the boundary of Z .

Proposition 2.4 Assume that A is not on ray emanating from a point of Z. Let (z, y, s) be a
solution to (2). Then

Z ∩ int[z − �(y, s)] = ∅. (9)

In particular, z ∈ bd(Z).
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Proof Since A is not on ray emanating from a point of Z , the sharpness coefficient s is
smaller than 1. Consequently, �(y, s) has nonempty interior. Suppose that (9) is not true.
Then there existsw ∈ int[�(y, s)] such that z0 := z−w belongs to Z . Since A−z ⊆ �(y, s)
and

�(y, s)+ int[�(y, s)] = int[�(y, s)],
one obtains

A − z0 = (A − z)+ w ⊆ int[�(y, s)].
In other words, for all i ∈ I , one can write

ai − z0 ∈ int[�(y, s)]. (10)

The interiority condition (10) implies that each ai is different from z0. Moreover,

ai − z0 ∈ bd[�(y, si )] ⊆ �(y, si ) ⊆ �(y, s̃),

where s̃ := mini∈I si and

0 ≤ s < si :=
〈

ai − z0

‖ai − z0‖ , y

〉

≤ 1.

Note that the sharpness coefficient s̃ is larger than s and that

A ⊆ z0 + �(y, s̃) = C(z0, y, s̃).

This contradicts the maximality of s. �

The next lemma provides an easily computable lower bound for s∗. The symbols cA and

rA indicate, respectively, the Chebishev center and the Chebishev radius of the sample A. By
definition, (cA, rA) is the unique solution to

⎧
⎨

⎩

minimize r
x ∈ R

n, r ≥ 0
A ⊆ x + rBn,

where Bn := {x ∈ R
n : ‖x‖ ≤ 1} is the n-dimensional closed unit ball.

Lemma 2.5 For any z ∈ Z that is not in the Chebishev ball cA + rABn, one can write
[

1 −
(

rA

‖z − cA‖
)2
]1/2

≤ s∗. (11)

Proof The Chebishev ball contains the sample A. In fact, it is the closed ball of smallest
radius that contains A. It follows that

A − z ⊆ M(y, r) := R+(y + rBn), (12)

where y := ‖cA − z‖−1(cA − z) and r := ‖cA − z‖−1rA. A matter of computation shows
that

M(y, r) = �(y, s) (13)

with s = [1 − r2
]1/2

. The formula (13) can be found for instance in [18, Lemma 2.1]. The
combination of (12) and (13) yields the inequality (11). �
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The issue concerning the existence of solutions to illumination problem (2) is settled in
Theorem 2.6. The proof of the part (a) is based on Lemma 2.5, but one could use also a more
direct argument.

Theorem 2.6 Suppose that A is not on ray emanating from a point of Z.

(a) If Z is unbounded, then s∗ = 1 and (2) has no solution.
(b) If Z is bounded and not included in the interior of P, then (2) has at least one solution.

Proof Suppose that Z is unbounded. Then there exists a sequence {zk}k∈N in Z such that
limk→∞ ‖zk‖ = ∞. Lemma 2.5 implies that

[

1 −
(

rA

‖zk − cA‖
)2
]1/2

≤ s∗ (14)

for all k sufficiently large. By passing to the limit in (14) one gets s∗ = 1. Supposed now that
Z is bounded and not included in the interior of P . In such a case the problem (2) is about
maximizing a linear function on a nonempty compact set. �

2.3 Link with the theory of incenters and circumcenters

As explained next, the illumination problem (2) is somewhat related with the problem of
finding the circumcenter of a polyhedral convex cone. Our first observation is that

s∗ = sup
z∈Z

	(z), (15)

where 	(z) denotes the optimal value of the lower dimensional problem

(P)z

⎧
⎨

⎩

maximize s
(y, s) ∈ Sn × [0, 1]
fi (z, y, s) ≤ 0 for all i ∈ I.

(16)

The solution set to (15) is given by

Z∗ := {z ∈ Z : 	(z) = s∗}
= {z : (z, y, s) solves (2)}.

For a fixed z ∈ Z , the reduced problem (16) has a very interesting geometric interpretation.
Note that (16) can be rewritten as

⎧
⎨

⎩

maximize s
(y, s) ∈ Sn × [0, 1]
T (z) ⊆ �(y, s).

(17)

In other words, one must find a standard revolution cone of smallest aperture angle that
contains the polyhedral cone T (z). The optimization problem (17) has been studied in [16,
17,19] in the more general context in which T (z) is changed by an arbitrary K ∈ �(Rn).
The optimal value of

⎧
⎨

⎩

maximize s
(y, s) ∈ Sn × [0, 1]
K ⊆ �(y, s)

(18)

is denoted by τ(K ) and called the sharpness coefficient of K (cf. [19, Section 5]). If K is
pointed, then the maximization problem (18) admits exactly one solution. The y-component
of such solution is called the circumcenter of K .
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Theorem 2.7 For all z ∈ Pc, the term	(z) is equal to the sharpness coefficient of T (z). In
particular, the function 	 : Pc → R is not merely continuous but satisfies

|	(z1)−	(z1)| ≤ 2

dist(z1, P)+ dist(z2, P)
‖z1 − z2‖ (19)

for all z1, z2 ∈ Pc.

Proof For all z ∈ Pc, the cone T (z) is pointed. Recall that	(z) is equal to the optimal value
of (17), so the first part of the theorem is nothing new. For proving the last part of the theorem
we view z ∈ Pc �→ 	(z) = τ(T (z)) as a composite function. Proposition 13 of [19] asserts
that

|τ(K1)− τ(K1)| ≤ �(K1, K2)

for all K1, K2 ∈ �(Rn). One gets in this way

|	(z1)−	(z1)| ≤ �(T (z1), T (z2))

for all z1, z2 ∈ Pc. Proposition 2.1 completes the proof of (19). �

The inequality (19) implies that	 is Lipschitzian on any compact set contained in Pc. In

particular, 	 : Pc → R is locally Lipschitz and one obtains the upper estimate

∂	(z) ⊆ [dist(z, P)]−1
Bn

for the Clarke subdifferential

∂	(z) := co

{

lim
k→∞ ∇	(zk) : {zk}k∈N → z, zk ∈ dom(∇	)

}

of 	 at z ∈ Pc. In general, 	 : Pc → R is a nondifferentiable function, but the set dom∇	
of differentiability points of 	 has full Lebesgue measure in Pc.

Remark 2.8 	 is finite-valued also on the boundary of P . For all z ∈ [int(P)]c one has

	(z) = sup{s : (y, s) ∈ M(z)},
where M(z) is the nonempty compact set given by

M(z) := {(y, s) ∈ Sn × [0, 1] : T (z) ⊆ �(y, s)}.
By using (7) and the continuity of the function � : Sn × [0, 1] → �(Rn), one can check
that M is upper-semicontinuous as set-valued map between the metric spaces [int(P)]c and
Sn × [0, 1]. By relying on Berge’s maximum theorem (cf. [6, Theorem 1.4.16]), one deduces
that	 : [int(P)]c → R is upper-semicontinuous. However,	(z) may not converge to	(z̄)
as z approaches to a point z̄ on the boundary of P .

Corollary 2.9 For all z ∈ Pc one has

max

{

0, 1 − diam(A)

dist(z, P)

}

≤ 	(z),

where diam(A) = maxi, j∈I ‖ai − a j‖. In particular,

lim‖z‖→∞	(z) = 1. (20)
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Proof The proof is inspired from Theorems 3.2 and 3.4 in [21]. Since the sharpness coefficient
of a ray is equal to 1, the nonexpansiveness of τ : �(Rn) → R yields

|	(z)− 1| ≤ �(T (z), R+y) (21)

for all y ∈ Sn . If y is a unit vector taken from T (z), then

�(T (z), R+y) = max
u∈T (z)∩ Sn

dist(u, R+y ∩ Sn) = max
u∈T (z)∩ Sn

‖u − y‖.

This and (21) yield 1−	(z) ≤ diam(T (z)∩Sn). By the Dunkl-Williams inequality, one has

diam(T (z) ∩ Sn) = max
u,v∈P

∥
∥
∥
∥

u − z

‖u − z‖ − v − z

‖v − z‖
∥
∥
∥
∥

≤ 1

dist(z, P)
max

u,v∈P
‖u − v‖.

So, we have proven that

1 −	(z) ≤ diam(P)

dist(z, P)
.

It suffices now to observe that diam(P) = diam(A), because a polytope admits always a pair
of vertices attaining its diameter. �


A problem closely related to (18) is that of finding a largest ball centered at a unit vector
and contained in a given Q ∈ �(Rn):

⎧
⎨

⎩

maximize r
(x, r) ∈ Sn × [0, 1]
x + r Bn ⊆ Q.

(22)

The optimal value of (22) is denoted by ρ(Q) and called the inradius of Q. If the cone Q
has nonempty interior, then the maximization problem (22) admits exactly one solution. The
x-component of such solution is called the incenter of Q.

Lemma 2.10 Suppose that K ∈ �(Rn) is pointed or, equivalently, that its positive dual cone

Q := {v ∈ R
n : 〈v, u〉 ≥ 0 for all u ∈ K }

has nonempty interior. In such a case, τ(K ) = ρ(Q) and the circumcenter of K is equal to
the incenter of Q.

Lemma 2.10 is borrowed from [16,17]. A matter of computation shows that the positive
dual cone of T (z) is equal to the polyhedral convex cone

R(z) := {x ∈ R
n : 〈ai − z, x〉 ≥ 0 for all i ∈ I }. (23)

Hence, for all z ∈ Pc, the term	(z) can be seen also as the inradius of R(z). For notational
convenience, we introduce the vector function y : Pc → R

n given by

y(z) := circumcenter of T (z)

= incenter of R(z).

The next corollary is a direct consequence of Lemma 2.10 and does not need further expla-
nation.
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Corollary 2.11 Let Z be a compact set not intersecting P. Then

(z, y, s) solves (2) ⇔ z solves (15) and (y, s) = (y(z),	(z)).

For each fixed z ∈ Pc, the pair (y(z),	(z)) is the unique optimal solution to (17). So,
one can view the set C(z, y(z),	(z)) as the optimal conic light beam with prescribed apex
z. We next explain how to evaluate the functions y(·) and 	(·) in practice. In what follows,
the notation 
m refers to the standard simplex in R

m .

Theorem 2.12 Let m be the cardinality of I . Then	 admits on Pc the lower hull represen-
tation

	(z) = min
λ∈
m

∥
∥
∥
∥
∥

m∑

i=1

λi ci (z)

∥
∥
∥
∥
∥
, (24)

where each ci : Pc → R
n is given by

ci (z) := ai − z

‖ai − z‖ . (25)

In particular, if Z is a compact set not intersecting P, then the optimal value of (2) admits
the max–min formulation

s∗ = max
z∈Z

min
λ∈
m

∥
∥
∥
∥
∥

m∑

i=1

λi ci (z)

∥
∥
∥
∥
∥
. (26)

Proof We take z ∈ Pc and write (23) in the equivalent form

R(z) = {x ∈ R
n : 〈ci (z), x〉 ≥ 0 for all i ∈ I }. (27)

Note that each ai is different from z and therefore the unit vector ci (z) is well defined. The
representation formula (24) is obtained by applying [15, Proposition 3.3] to the polyhedral
convex cone (27). The second part of the theorem follows by combining (24) and (15). �

Remark 2.13 One of the oldest illumination problem in the history of mathematics was
formulated by the scholar Regiomontanus in the 15th century. Regiomontanus asked to find
a point on the ground so that a perpendicularly suspended rod appears largest, i.e., subtends
the greatest visual angle (cf. [11]). Regiomontanus’ problem is a particular instance of the
minimization problem

s̃ := min
z∈Z

	(z).

If Z is a compact set not intersecting P , then one gets

s̃ = min
z∈Z
λ∈
m

∥
∥
∥
∥
∥

m∑

i=1

λi ci (z)

∥
∥
∥
∥
∥
.

In principle, computing s̃ is simpler than computing s∗.

An interesting aspect of (24) is that	(z) can be evaluated by solving an “easy” convex opti-
mization problem. To be more precise, one has to find the projection π(z) := Proj [0,�(z)]
of 0 onto the polytope �(z) := co{c1(z), . . . , cm(z)}. By relying on [15, Proposition 3.1],
one can write

	(z) = min
i∈I

〈ci (z) , y(z)〉 (28)
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with y(·) admitting the explicit formula y(z) = π(z)/‖π(z)‖. Note that (28) is yet another
characterization of the function 	 : Pc → R.

2.4 Differentiability properties of 	

The lower hull representation (24) and the continuity of

(λ, z) ∈ 
m × Pc �→ L(λ, z) :=
∥
∥
∥
∥
∥

m∑

i=1

λi ci (z)

∥
∥
∥
∥
∥

(29)

confirms that	 is continuous on Pc. The function (29) is differentiable with respect to z and
its partial gradient is given by

∇z L(λ, z) =
(

m∑

i=1

λi

‖ai − z‖
(

ci (z)(ci (z))
T − In

)
) ∑m

i=1 λi ci (z)
∥
∥
∑m

i=1 λi ci (z)
∥
∥
,

where In is the identity matrix of order n and the superscript “T ” stands for transposition.
Beware that the differentiability of each L(λ, ·) does not imply the differentiability of 	. In
fact, it is not difficult to construct a sample A for which 	 : Pc → R is nondifferentiable.
The next theorem shows that 	 is directionally differentiable and Clarke lower-regular.

Theorem 2.14 Let m be the cardinality of I . Then

(a) 	 : Pc → R is directionally differentiable and its directional derivative at z ∈ Pc is
given by

h ∈ R
n �→ 	′(z; h) = min

λ∈
(z)
〈∇z L(λ, z), h〉 , (30)

where L is the function introduced in (29) and 
(z) is the solution set to (24).
(b) 	 : Pc → R is Clarke lower-regular, i.e., for all z ∈ Pc the directional derivative

	′(z; ·) coincides with the Clarke lower derivative

h ∈ R
n �→ 	↓(z; h) := lim inf

v→z
t→0+

	(v + th)−	(v)

t
.

In particular, the Clarke subdifferential of 	 admits the representation

∂	(z) = co{∇z L(λ, z) : λ ∈ 
(z)}. (31)

Proof For proving (a) it suffices to apply Danskin’s directional differentiability theorem [10]
to

z ∈ Pc �→ 	(z) = min
λ∈
m

L(λ, z).

The set 
m is compact and the function (λ, z) ∈ 
m × Pc �→ ∇z L(λ, z) is continuous.
Hence, the hypotheses of Danskin’s theorem are in force. Part (b) is obtained by applying [8,
Theorem 2.1]. �


The formula (30) shows that 	 is differentiable at each z ∈ Pc for which (31) is a
singleton. For instance, if the vectors c1(z), . . . , cm(z) are linearly independent, then the
optimization problem (24) admits a unique solution, say λ(z), and, in such a case, one gets
∇	(z) = ∇z L(λ(z), z). Linear independence of the ci (z)’s is however a very stringent
assumption, because usually the size of the sample A is much larger than the dimension of
the underlying space.
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Corollary 2.15 For all z ∈ Pc, the directional derivative	′(z; ·) : R
n → R is concave and

max‖h‖=1
|	′(z; h)| ≤ 1

dist(z, P)
. (32)

Proof The first part follows from Theorem 2.14. The estimate (32) is a consequence of (19).�

2.5 Directions of ascent for the function 	

By Proposition 2.4 one knows that all the solutions to the maximization problem (15) are on
the boundary of Z . As shown in the proposition below, the interior of Z is also free of local
solutions to (15).

Proposition 2.16 Let Z be a compact set not intersecting P. Assume that A is not on ray
emanating from a point of Z. Then any local maximum of 	 : Z → R is on the boundary
of Z.

Proof Let z ∈ Pc. Recall that y(z) stands for the circumcenter of T (z). One has

	(z − t y(z)) > 	(z) (33)

for all positive real t . The above inequality is obtained by working out the proof of Proposi-
tion 2.4 with the particular choice w = t y(z). Now, if z ∈ int(Z), then z − t y(z) remains in
Z for all t sufficiently small. Hence, a point z in the interior of Z cannot be a local maximum
of 	 : Z → R. �


The inequality (33) says that −y(z) is a direction of ascent of 	 at the point z. This
information could be useful for algorithmic purposes. It is tempting to conjecture that −y(z)
is a steepest ascent direction, but we have no evidence supporting this conjecture. The next
proposition shows that 	(z) does not decrease if the argument of 	 moves in a direction
opposite to T (z).

Proposition 2.17 Let z ∈ Pc and h ∈ T (z). Then for all positive real t one has

	(z − th) ≥ 	(z). (34)

Proof We start by proving a result that is of interest by itself:

T (z − w) ⊆ T (z) for all w ∈ T (z). (35)

The statement (35) is somewhat implicit in [21, Lemma 5.1], but we give here a direct proof.
Take

w = α(x − z) and u = β(v − (z − w)) (36)

with α, β ≥ 0 and x, v ∈ P . One must prove that u ∈ T (z). Let β �= 0, otherwise u = 0 and
we are done. Note that

(1/β)u = v − (z − α(x − z)) = v + αx − (1 + α)z.

Hence,

1

β(1 + α)
u =

[
1

(1 + α)
v + α

(1 + α)
x

]

− z (37)

belongs to P − z, because the term between brackets is a convex combination of vectors in
P . This shows that u ∈ T (z) and completes the proof of (35). Now, since T (z) is a cone, one
can apply (35) to w = th. This yields T (z − th) ⊆ T (z), from where one derives (34). �
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We state next a sort of “strict” version of Proposition 2.17. To do this, we need first to
prove a technical lemma concerning the function τ : �(Rn) → R. It is plain to see that τ(·)
is nonincreasing with respect to set inclusion. The following property is a bit more subtle,
but not altogether surprising.

Lemma 2.18 Let K1, K2 ∈ �(Rn) be such that K1 ∩ Sn ⊆ int(K2). Then τ(K1) > τ(K2).

Proof Let (ȳ, s̄) be a solution to (18) for the choice K = K2. Then s̄ = τ(K2) and K2 ⊆
�(ȳ, s̄). It follows that x ∈ int(�(ȳ, s̄)) for all x ∈ K1 ∩ Sn . In other words, s̄ < 〈ȳ, x〉 for
all x ∈ K1 ∩ Sn . If one sets

ψ(ȳ) := min
x∈K1∩ Sn

〈ȳ, x〉,

then ψ(ȳ) > s̄ and K1 ⊆ �(ȳ, ψ(ȳ)). Thus, τ(K1) ≥ ψ(ȳ) > s̄ = τ(K2). This completes
the proof. �

Proposition 2.19 Suppose that P has nonempty interior. Let z ∈ Pc and h ∈ int(T (z)).
Then for all positive real t one has

	(z − th) > 	(z). (38)

Proof For all z ∈ Pc one has

int(T (z)) = {α(x − z) : α > 0, x ∈ int(P)}.
In view of Lemma 2.18, for proving (38) it is enough to check that

T (z − w) ∩ Sn ⊆ int(T (z)) for all w ∈ int(T (z)).

The above condition corresponds to a strict version of (35). Letw ∈ int(T (z)) and u be a unit
vector in T (z − w). One can represent w and u as in (36), with α > 0, β > 0, x ∈ int(P),
and v ∈ P . The term between brackets in (37) belongs now to the interior of P . Hence,
u ∈ int(T (z)). �

Remark 2.20 Let z ∈ Pc. Beware that y(z) belongs to T (z), but not necessarily to int(T (z)).
So, the condition (33) cannot be inferred directly from Proposition 2.19.

2.6 How many ai’s are on the boundary of an optimal conic light beam?

We open a parenthesis and address the question raised above. We do this just out of curiosity.
The next proposition shows that at least two points of the sample {ai : i ∈ I } must be on the
boundary of the optimal conic light beam. The following lemma is intuitively clear.

Lemma 2.21 Let m ≥ 2. Consider a polyhedral convex cone

K :=
{

m∑

i=1

μi ci : μ1 ≥ 0, . . . , μm ≥ 0

}

generated by a finite collection {ci }m
i=1 of unit vectors. Suppose that K is pointed and let

(yK , sK ) be the solution to (18). Then the boundary

E(yK , sK ) = {x ∈ R
n : sK ‖x‖ = 〈yK , x〉}

of the revolution cone �(yK , sK ) contains at least two of the ci ’s.
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Proof We suppose that sK < 1, otherwise �(yK , sK ) is a ray and we are done. If the ci ’s are
all in the interior of�(yK , sK ), then there exists s̃ ∈]sK , 1] such that {c1, . . . cm} ⊆ �(yK , s̃),
contradicting the maximality of sK . Hence, at least one of the ci ’s is in E(yK , sK ). Suppose
for instance that

c1 ∈ E(yK , sK ),

{c2, . . . , cm} ⊆ int[�(yK , sK )]. (39)

We must arrive to a contradiction. For t ∈]0, 1], consider the new axis

yt = yK + t (c1 − yK )

‖yK + t (c1 − yK )‖
and the new sharpness coefficient st = 〈c1, yt 〉. By construction, one has c1 ∈ E(yt , st ).

Since

lim
t→0+ yt = yK

lim
t→0+ st = 〈c1, yK 〉 = sK ‖c1‖ = sK ,

the interiority condition (39) ensures the existence of t̃ ∈]0, 1] such that {c2, . . . cm} ⊆
�(yt , st ) for all t ∈]0, t̃]. We have proven in this way that K ⊆ �(yt , st ) whenever t is
sufficiently small. On the other hand, if one computes the right-derivative at 0 of the function
t �→ st , then one gets

(
dst

dt

)

t=0+
= 1 − 〈c1, yK 〉 > 0.

Hence, st > sK for all t near 0, contradicting again the maximality of sK . �

As a by-product of Lemma 2.21 one gets:

Proposition 2.22 Let Z be a compact set not intersecting P. Let (z, y, s) be a solution to the
illumination problem (2). Then the boundary of C(z, y, s) contains at least two of the ai ’s.

Proof Let the ci (z)’s be defined as in (25). Note that T (z) = cone{ci (z) : i ∈ I } is pointed
and that (y, s) is a solution to the problem (17). Lemma 2.21 implies that E(y, s) contains
at least two of the ci (z)’s. In other words,

bd[C(z, y, s)] = {x ∈ R
n : s ‖x − z‖ − 〈y, x − z〉 = 0} = z + E(y, s)

contains at least two of the ai ’s. �

2.7 Some particular cases

This short section displays a few useful examples and counter-examples.

Example 2.23 If the ai ’s are arranged on a line, then one can drop the intermediate points
and keep only the two extreme points. Renumbering the ai ’s if necessary, one may suppose
that the extreme points are a1 and a2. Hence, P is the closed line segment [a1, a2] and the
function 	 : Pc → R is given by

	(z) = min
α∈[0,1] ‖(1 − α)c1(z)+ α c2(z)‖ .
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The above minimum is attained at α = 1/2 and one gets the explicit formula

	(z) = 1√
2

[1 + 〈c1(z), c2(z)〉]1/2 . (40)

The behavior of (40) is problematic if z approaches either to a1 or to a2. If Z is a compact
set not intersecting P , then an optimal apex z∗ ∈ Z is found by solving the maximization
problem

κ∗ := max
z∈Z

〈c1(z), c2(z)〉 .
A corresponding optimal axis y∗ ∈ Sn is obtained by normalizing the vector

ξ∗ := c1(z∗)+ c2(z∗)
2

and the optimal sharpness coefficient is given by s∗ = [(1 + κ∗)/2]1/2 .

It is a great advantage to count on an explicit formula for 	 as in (40). What happens,
however, if the points ai are not on a line? The planar case is discussed in the example below.

Example 2.24 Consider an arbitrary sample {ai : i ∈ I } on the plane. What makes the planar
case so simple is that, for each z ∈ Pc, the supporting cone T (z) is already a revolution cone.
If ϑ(z) denotes the aperture angle of T (z), then clearly

ϑ(z) = max
i, j∈I

i �= j

arccos
〈
ci (z), c j (z)

〉
.

Since the smallest revolution cone that contains T (z) is the cone T (z) itself, one has

	(z) = cos

(
ϑ(z)

2

)

=
[

1 + cos(ϑ(z))

2

]1/2

.

After simplification one ends up with

	(z) = 1√
2

⎡

⎣1 + min
i, j∈I

i �= j

〈
ci (z), c j (z)

〉

⎤

⎦

1/2

(41)

for all z ∈ Pc. Beware that the explicit formula (41) is no longer true for illumination
problems in dimension three or more. In the nonplanar case, the expression on the right-hand
side of (41) is a rather coarse upper bound of 	(z).

The next example shows that the number of optimal apices in a planar illumination problem
is not necessarily finite. In fact, it may form a continuum. This phenomenon is well known
in the literature.

Example 2.25 Consider a sample formed with two points on the plane, say a1 = (0, 0) and
a2 = (1, 0). Let

Zε = {(r cos θ, r sin θ) : θ ∈ [ε, π/2] and r = cos θ + sin θ} ,
where ε is a small positive parameter. Clearly, Zε is a compact set not intersecting the line
segment [a1, a2]. A direct computation shows that 〈c1(z), c2(z)〉 = 1/

√
2 for all z ∈ Zε.

Hence, the function	 is constant over Zε . Every element of Zε is therefore an optimal apex.
If one sets ε = 0, then the situation is of course entirely different. Such choice of ε leads to
an illumination problem admitting z∗ = a2 as unique optimal apex.
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The most bothersome aspect of the optimization problem (15) is the lack of convexity of
the objective function 	. The nondifferentiability of 	 is not truly a serious drawback. The
proposition below is part of the folklore of constrained optimization theory.

Proposition 2.26 Let Z be a convex compact set not intersecting P. If z∗ is a local solution
to (15), then z∗ satisfies the criticality condition

	′(z∗; h) ≤ 0 for all h ∈ TZ (z∗), (42)

where TZ (z∗) denotes the tangent cone to Z at z∗.

A point z∗ ∈ Z as in (42) is called a critical point of (15). If	 is differentiable at z∗, then
the condition (42) takes the simpler form

∇	(z∗) ∈ NZ (z∗), (43)

where NZ (z∗) denotes the normal cone to Z at z∗. The reader should be aware that the
optimization problem (15) may have critical points that are not a solution to (15), not even a
local solution. This issue is illustrated with the help of the next example.

Example 2.27 Let A be formed with a1 = (1, 0) and a2 = (0, 1). Consider Z =
[−1, 0] × [−1, 0], which is a convex compact set not intersecting P . Let us examine
κ(z) = 〈c1(z), c2(z)〉 around z∗ = (−1, 0). If α and β are the Cartesian coordinates of
z, then

κ(z) = κ(α, β) = α2 + β2 − α − β
√
(1 − α)2 + β2

√
(1 − β)2 + α2

,

and a matter of computation shows that

∂κ

∂α
(−1, 0) < 0 and

∂κ

∂β
(−1, 0) = 0.

Since
√

2	(·) = √
1 + κ(·), one has

∂	

∂α
(α, β) = 1

2
√

2

1√
1 + κ(α, β)

∂κ

∂α
(α, β)

∂	

∂β
(α, β) = 1

2
√

2

1√
1 + κ(α, β)

∂κ

∂β
(α, β).

Hence,

∂	

∂α
(−1, 0) < 0 and

∂	

∂β
(−1, 0) = 0. (44)

The gradient ∇	(z∗) belongs to the boundary of NZ (z∗) = R− × R+. In particular, z∗
satisfies the criticality condition (43). However, z∗ is neither a local maximum nor a local
minimum of 	 on Z . Since 	 is a nonconvex function, criticality alone is not enough to
guarantee optimality. In this example, the critical point z∗ is not even a local extremum.
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3 Numerical resolution of the illumination problem

This section concentrates on the numerical resolution of the illumination problem (2). We
have adopted a simple structure for set Z , by defining it either as a box or as the parametric
representation of a curve. We have focused on the max–min formulation

s∗ = max
z∈Z

	(z) = max
z∈Z

min
λ∈
m

∥
∥
∥
∥
∥

m∑

i=1

λi ci (z)

∥
∥
∥
∥
∥
,

which has been tackled by resorting to a bundle type method (BM) suited for local mini-
mization of nonconvex, nonsmooth functions in presence of linear constraints. The code used
is NCVX which is based on the algorithm described in [14] and has been already used for
solving classification and separation problems in [2–5]. NCVX is written in Fortran 77.

In addition we have tested a direct evaluation (DE) method which is merely based on
a sampling of the feasible set Z and on direct calculation of 	(z). We remark that latter
calculation, as explained in Sect. 2.3, requires to solve, at each tested point of Z , a least-norm
problem on a polytope, a structured convex quadratic program widely studied in the literature
(see [13,20,23]).

We have applied DE when Z (or its boundary) can be parameterized with the help of a
single parameter ranging on a compact interval. Suppose for instance that

Z = {z(t) : t ∈ [0, 1]},
where z : [0, 1] → R

n is a continuous function.
In such a case, the maximization problem (15) is nothing but a one dimensional optimiza-

tion problem:

s∗ = max
t∈[0,1]	(z(t)). (45)

Note that (45) is about maximizing the continuous function	z(·) := 	(z(·)) on the interval
[0, 1]. DE is quite easy to implement and reads as follows.

• Step 0. Initialization. A tolerance parameter ε > 0 is given. Choose two integers N and
pmax. Set p = 1 and s∗ = 0.

• Step 1. Set s(p) = 0.
For k = 1, . . . , p N

– set t (k) := 1
2

(
k−1
p N + k

p N

)
and z(k) := z(t (k)),

– solve the least-norm problem

	z(t
(k)) = min

λ∈
m

∥
∥
∥
∥
∥

m∑

i=1

λi ci (z
(k))

∥
∥
∥
∥
∥
. (46)

If 	z(t (k)) > s(p), then set s(p) = 	z(t (k)).
EndFor
If |s(p) − s∗| ≤ ε, then STOP.

• Step 2. If s(p) > s∗ , then set s∗ = s(p). Increase p by one unit. If p > pmax, then STOP.
Go to Step 1.

For the numerical resolution of the least norm problem (46) we have used the function
“DQPROG” (from IMSL Fortran Numerical Libraries) written in Fortran 77 for solving a

16



quadratic programming problem subject to linear equality/inequality constraints. We have
set ε = 10−4, N = 1000 and pmax = 3.

Both the codes BM and DE have been run on a 1.66 GHz Intel Core Duo, under Microsoft
Windows XP operating system. For our experiments we have considered the following test
problems:

– Dataset Nr1. For each dimension n, we have defined A, the set of points to be illuminated,
as the set of the canonical vectors {e1, . . . , en} of R

n . The apex z is constrained to belong
to the feasible set Z = [−1, 0]n . In this case the global optimal solution (z∗, s∗) is the
point

z∗ = (−1, . . . ,−1), s∗ = (1 + 3/n)−1/2 (1 + 1/n).

– Dataset Nr2. The set A is formed with random points a1, . . . , am uniformly distributed
on [0, 1]n . The set Z is the line segment

Z = [u, v] := {(1 − t)u + tv : t ∈ [0, 1]},
where u and v are in turn uniformly distributed on [−1, 0]n , so that Z does not intersect
the polytope P . We have tested the program for several combinations of n and m.

– Dataset Nr3. The set A is formed with random points a1, . . . , am uniformly distributed
on [−1, 1] × [−1, 1] × {0}. The set Z is the ellipse

Z = {(α cos(2π t), β sin(2π t), 1) : t ∈ [0, 1]}
in R

3. The constants α and β are uniformly distributed on [0, 1]. Note that the ellipse Z
and the polytope P are in parallel planes, so they do not intersect.

– Dataset Nr4. The set A is formed with random points a1, . . . , am uniformly distributed
on [−1, 0]n . The set Z is the moment curve

Z = {(t, t2, . . . , tn) : t ∈ [0, 1]}
in R

n . In the plane, the moment curve is a parabola, in the three-dimensional space it is
a twisted cubic, and so on.

Dataset Nr1 has been tackled exclusively by means of BM, Dataset Nr2 by both BM and
DE, while Datasets Nr3 and Nr4 just by DE. In the following we present the results we have
obtained.

BM has been run 100 times on Dataset Nr1, for randomly chosen starting points z0 ∈ Z
and for n ∈ {2, 3, . . . , 10}. In Table 1 we report for each n, the known global optimal
solution s∗, the average optimal value s̄ provided by the program and the maximum error
maxi=1,...,100(s∗ − si ), where si is the optimal value of s relative to the i-th experiment. We
have considered a 20 digit representation for the variable s.

As for Dataset Nr2, we have considered all possible combinations of m ∈ {5, 10, 15, 20}
and n ∈ {3, 4, 5}. For each combination (m, n) we have generated 100 times the interval
endpoints u, v. In Table 2 we report comparison of the results provided by BM and DE.
For each combination (m, n) we report the ordered list (t̄BM, t̄DE,WBM,WDE), where t̄BM is
the average CPU time for BM, t̄DE is the average CPU time for DE, WBM is the number of
times BM has provided a better objective function value at stop, and WDE is the number of
times DE has provided a better objective function value at stop. The results of the numerical
experiments indicate that the max–min formulation (26) provides an effective computational
scheme for numerically solving the illumination problem (2).

On Datasets Nr3 and Nr4 we have applied DE for m ∈ {5, 10, 15, 20}. Figures 1 and 2
show typical shapes of 	z when Z is an ellipse and a moment curve in R

3.
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Table 1 BM on Dataset Nr1 n s∗ s̄ max
i=1,...,100

(s∗ − si )

2 0.9486833 0.9486833 0.0

3 0.9428090 0.9428090 1.0 × 10−15

4 0.9449112 0.9449112 1.6 × 10−10

5 0.9486833 0.9486833 1.1 × 10−7

6 0.9525793 0.9525793 1.0 × 10−15

7 0.9561829 0.9561829 1.0 × 10−15

8 0.9594032 0.9594032 1.0 × 10−15

9 0.9622504 0.9622504 1.0 × 10−15

10 0.9647638 0.9647638 1.0 × 10−15

Table 2 BM versus DE on Dataset Nr2

m n = 3 n = 4 n = 5

5 (0.0022, 0.1075, 89, 11) (0.0019, 0.1145, 86, 14) (0.0030, 0.1228, 88, 12)
10 (0.0028, 0.3131, 89, 11) (0.0036, 0.3381, 87, 13) (0.0033, 0.3589, 88, 12)
15 (0.0042, 0.6719, 88, 12) (0.0027, 0.6950, 89, 11) (0.0025, 0.7116, 91, 9)
20 (0.0041, 1.2427, 87, 13) (0.0034, 1.2600, 86, 14) (0.0044, 1.2850, 93, 7)

Fig. 1 A typical shape of 	z when Z is an ellipse (m = 15)

3.1 The planar case

The analysis of the illumination problem (15) is considerably easier in a two dimensional
context. The particular case n = 2 is mentioned only briefly in Example 2.24, but it has
been the object of a discussion in [7]. Instead of recalling the specially tailored techniques
developed in [7], we mention below a few useful guidelines for the resolution of (15) in the
planar case. There are two interesting subcases for consideration:

I. Let A = {a1, a2} and Z be a polytope whose vertices {zk}r
k=1 are known. One assumes

that the line passing through a1 and a2 does not intersect Z . As seen in Example 2.23,
solving the illumination problem (15) amounts to maximize the function

z ∈ Z �→ κ(z) := 〈c1(z), c2(z)〉 . (47)
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Fig. 2 A typical shape of 	z when Z is a moment curve in R
3 (m = 15)

Thanks to Proposition 2.16, any maximum of (47) belongs to the boundary of Z . On the
other hand, it is not difficult to show that (47) is a strictly quasiconvex function, i.e.,

κ((1 − t)u + tv) < max{κ(u), κ(v)}
if t ∈]0, 1[ and u, v ∈ Z are distinct. Hence, any maximum of (47) is in fact a vertex
of Z . Thus, everything boils down to evaluate the function κ(·) at each zk and keep the
vertex that yields the highest function value. Such numerical task can be performed in
linear time in the number of vertices.

II. Let Z be a polytope with vertices {zk}r
k=1 and A = {ai }m

i=1 be a sample with more than
two points. One assumes that Z does not intersect the convex hull of A. As seen in
Example 2.24, solving (15) amounts to maximize

z ∈ Z �→ κ̃(z) := min
1≤i< j≤m

〈
ci (z), c j (z)

〉
. (48)

It may happen that no vertex of Z maximizes (48), so one needs to evaluate κ̃ on the
whole boundary of Z . Without loss of generality, we assume that Z has nonempty interior
and label the vertices of Z in such a way that

bd(Z) =
r⋃

k=1

[zk, zk+1]

with zr+1 := z1. So, everything boils down to solve

maximizez∈[zk ,zk+1] κ̃(z) (49)

for each k ∈ {1, . . . , r} separately. Note that (49) can be treated for instance with the DE
method.

4 The penumbra problem

For the penumbra problem (4) it is natural to assume that Z is included in the interior of
P , otherwise the problem admits a separating half-space as trivial solution. Of course, the
hypothesis that Z is closed remains always in force.
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Proposition 4.1 Assume that Z ⊆ int(P). Then the optimal value s� of the problem (4) is
positive and the solution set is nonempty. Furthermore, if (z, y, s) is a solution to (4), then

Z ∩ int[z + �(y, s)] = ∅. (50)

In particular, z ∈ bd(Z).

Proof The first part of the proposition is evident. Let (z, y, s) be a solution to (4). Then
s = s� and

s‖ai − z‖ ≥ 〈ai − z, y〉
for all i ∈ I . Suppose that (50) is not true. Then there exists w ∈ int[�(y, s)] such that
z0 := z + w belongs to Z . Since

‖ai − z0‖ = ‖ai − z − w‖ ≥ ‖ai − z‖ − ‖w‖,
〈ai − z0, y〉 = 〈ai − z − w, y〉 = 〈ai − z, y〉 − 〈w, y〉,

one obtains

s‖ai − z0‖ ≥ s‖ai − z‖ − s‖w‖
≥ 〈ai − z, y〉 − s‖w‖,
≥ 〈ai − z0, y〉 + 〈w, y〉 − s‖w‖.

But 〈w, y〉 − s‖w‖ > 0, because w belongs to the interior of �(y, s). Hence,

s‖ai − z0‖ > 〈ai − z0, y〉
for all i ∈ I . By setting s̃ := maxi∈I si with

si := max

{

0,

〈
ai − z0

‖ai − z0‖ , y

〉}

,

one gets 0 ≤ s̃ < s and A ⊆ D(z0, y, s̃). This contradicts the minimality of s. �

The next result is similar in spirit to Proposition 2.22.

Proposition 4.2 Let Z ⊆ int(P) and (z, y, s) be a solution to the penumbra problem (4).
Then the boundary of D(z, y, s) contains at least two of the ai ’s.

Proof Let m be the cardinality of I . If the ai ’s are all in the interior of D(z, y, s), then there
exists s̃ ∈]0, s] such that {a1, . . . am} ⊆ D(z, y, s̃), contradicting the minimality of s. Hence,
at least one of the ai ’s belongs to the boundary of D(z, y, s). Suppose for instance that

a1 ∈ bd[D(z, y, s)],
{a2, . . . , am} ⊆ int[D(z, y, s)].

We must arrive to a contradiction. If one sets

c1 := a1 − z

‖(a1 − z)‖ , yt := y − t (c1 − y)

‖y − t (c1 − y)‖ , st := 〈c1, yt 〉,

then one can prove that {a1, . . . am} ⊆ D(z, yt , st ) for all t > 0 small enough. On the other
hand, the right-derivative at 0 of the function t �→ st is given by

(
dst

dt

)

t=0+
= 〈c1, y〉 − 1 < 0.

Hence, st < s for all t near 0, contradicting again the minimality of s. �
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We end this paper by stating a min–max formulation of the penumbra problem. Following
the same pattern as in Sect. 2.3, we start by writing

s� = inf
z∈Z

�(z), (51)

where �(z) denotes the optimal value of the lower dimensional problem

(Q)z

⎧
⎨

⎩

minimize s
(y, s) ∈ Sn × [0, 1]
fi (z, y, s) ≥ 0 for all i ∈ I.

(52)

Unfortunately, the function � is not as simple to evaluate as 	. The following result
corresponds to the penumbra counterpart of Theorem 2.12. The notation

�m :=
{

λ ∈ R
m : λ1 ≥ 0, . . . , λm ≥ 0,

m∑

i=1

λi ≤ 1

}

refers to the full dimensional simplex in R
m .

Theorem 4.3 Let m be the cardinality of I . Then� : Ac → R is continuous and admits the
representation

�(z) = min‖y‖=1
σ(z, y), (53)

where σ(z, ·) is the nonnegative sublinear function given by

σ(z, y) := max {0, 〈c1(z), y〉, . . . , 〈cm(z), y〉} .
In particular, if Z is included in int(P) and does not intersect A, then the optimal value of
(4) admits the min–max formulation

s� = min
z∈Z
‖y‖=1

max
λ∈�m

〈
m∑

i=1

λi ci (z), y

〉

. (54)

Proof Since the variable s is to be minimized in (52), one can drop the constraint s ≤ 1. On
the other hand, the last constraint in (52) can we written in the form 〈ci (z), y〉 ≤ s for all
i ∈ {1, . . . ,m}. Keeping in mind that s must also satisfy the contraint s ≥ 0, one deduces
that �(z) is equal to the optimal value of the minimization problem

⎧
⎨

⎩

minimize s
‖y‖ = 1
max {0, 〈c1(z), y〉, . . . , 〈cm(z), y〉} ≤ s.

This leads to the characterization (53) and proves the continuity of� on Ac. The second part
of the theorem is obtained by combining (51) and (53). �
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