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Singularities of the quad curl problem

Serge Nicaise∗

September 19, 2017

Abstract

We consider the quad curl problem in smooth and non smooth domains of the space. We
first give an augmented variational formulation equivalent to the one from [25] if the datum
is divergence free. We describe the singularities of the variational space which correspond to
the ones of the Maxwell system with perfectly conducting boundary conditions. The edge and
corner singularities of the solution of the corresponding boundary value problem with smooth
data are also characterized. We finally obtain some regularity results of the variational solution.

AMS (MOS) subject classification 35Q60, 35B65
Key Words Fourth order problem, Maxwell system, singularities

1 Introduction
On a bounded domain Ω of R3, we consider the following system, called the quad curl problem in
[21, 25]

(1.1)

 curl4 u = f in Ω,
div u = 0 in Ω,
u× n = (curl u)× n = 0 on ∂Ω,

where f belongs to H(div = 0,Ω) = {u ∈ H(div,Ω) : div u = 0}.
This model problem arises in different applications, such as in inverse electromagnetic scattering

theory [5, 21, 25] or in magnetohydrodynamics [27]. Some numerical methods are proposed in
[25, 27, 13] and some error estimates are proved under some regularity assumptions. The H3

regularity of the weak solution is even assumed in [25, p. 190]. As mentioned in [25], such regularity
results are not available in the literature. Hence our goal is to prove such results in the case of
smooth and non smooth domains. For that purpose, in the spirit of [6], we first transform the
variational formulation from [25] into an augmented one. We show that this augmented problem
is well-posed and give its equivalence with the original one when the datum is divergence free.
The advantage of this augmented formulation is that its associated boundary value problem is
an elliptic system in the Agmon-Douglis-Nirenberg sense (but with unusual boundary conditions).
The drawback is, as for the variational formulation from [25], that the variational space is a priori
not a closed subspace of H2(Ω)3 (except if the domain is smooth or under some very restricted
geometrical conditions, see below). Nevertheless in the case of a domain with point singularities or

∗Université de Valenciennes et du Hainaut Cambrésis, LAMAV, FR CNRS 2956, Institut des Sciences et Tech-
niques of Valenciennes, F-59313 - Valenciennes Cedex 9 France, Serge.Nicaise@univ-valenciennes.fr

1



with corners and edges, we show that the singularities of this variational space are the ones of the
Maxwell system with the perfect conductor boundary conditions. According to the results from
[6], they are then fully described with the help of the singularities of the Laplace equation with
Dirichlet or Neumann boundary conditions.

In the case of smooth domains, even if the boundary conditions of our augmented problem are
unusual, they enter in the framework of elliptic systems and therefore, owing to the surjectivity of
a trace operator and an appropriate Green formula, we can deduce that the variational solution is
smooth if the datum is smooth. Conversely, for non-smooth domains, regularity results developed
for instance in [14, 11, 7, 16] cannot be directly applied to our system. Hence we here describe the
edge and corner singularities of the augmented problem by adapting the cascade method from [6]
(reduction to a lower triangular system). As in that reference, for the two-dimensional and three-
dimensional corner singularities, we find three types of singularities. Type 1 are exactly those of
the Maxwell system with perfect conductor boundary conditions, while those of type 2 or 3 are
fully different from the ones of [6]. The two-dimensional corner singularities are also characterized
with the help of the singularities of the Laplace equation with Dirichlet boundary conditions,
while in the three-dimensional case, new sets of singular exponents appear which are related to the
singularities of the Stokes system with Dirichlet boundary conditions. The three-dimensional edge
singularities are obtained with the help of two-dimensional singularities of the biharmonic operator
with Dirichlet boundary conditions, which are also well-known [24, 11] and of the two-dimensional
corner singularities.

The characterization of the edge singularities allows us to show that in polyhedral domains
the variational solution of the augmented problem is not in H3(Ω)3 in general. But since our
problem is not easily localizable, we are not able to show that this variational solution admits a
decomposition into a regular part and an explicit singular one. We believe that such a result holds
but it requires more investigations. Conversely, in the case of domains with point singularities,
we can apply global regularity results in weighted Sobolev spaces described in section 8.2 of [16]
for instance. Such a result combined with our characterization of our variational space allows to
obtain a decomposition of the weak solution into a regular part and an explicit singular one. Un-
fortunately similar global regularity results in weighted Sobolev spaces are not available for fourth
order operators in polyhedral domains. This is again a question that merits to be investigated in
the future.

The paper is organized as follows: In section 2 we introduce some notations and some function
spaces. The augmented variational formulation is introduced in section 3, where its well-posedness
and its equivalence with the original problem are analyzed. Some regularity results of the varia-
tional space are also presented. The next section 4 is devoted to regularity results in the case of a
domain with a smooth boundary. In sections 5 and 6, we describe the edge and corner singularities.
Finally section 7 concerns regularity results in domains with point singularities.

2 Some notations and function spaces
In the whole paper Ω will be a bounded and simply connected domain of R3 with a connected and
Lipschitz boundary. Three cases will retain our attention:
Case 1. the domain has a smooth boundary;
Case 2. the domain has point singularities, i.e., the boundary is smooth, except at a finite
number of points c ∈ C, for which Ω coincides with a three-dimensional cone Γc in a sufficiently
small neighborhood of c. Such points will be called the corners of Ω;
Case 3. the domain has corner points and edges, namely the boundary is piecewise plane (i.e., its
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boundary is a finite union of polygons). In such a situation, the boundary of Ω is smooth, except
at the corner points and along the edges. Hence we will denote by C the (finite) set of corners of Ω,
and by E the (finite) set of edges. This means that in a neighborhood of a corner c, Ω behaves like
a three-dimensional cone Γc, while near an interior point of an edge e, Ω behaves like a dihedral
cone Ce × R. In this case we also say that Ω is a polyhedral domain.

For shortness, in the case 1, we set C = E = ∅, while in the case 2, we set E = ∅.
For a subset O of Ω or of the unit sphere and a real number s, Hs(O) is the usual Sobolev

space defined in O and for shortness we denote Hs(O) = Hs(O)3 and L2(O) = L2(O)3. The norm
(resp. semi-norm) of Hs(O) (or Hs(O)) will be denoted by ‖ · ‖s,O (resp. | · |s,O); for s = 0, we
drop the index 0 and for O = Ω, we also drop the index Ω. As usual H1

0 (Ω) is the subspace of
H1(Ω) with a zero trace on the boundary. We further recall that

H(div,Ω) = {u ∈ L2(Ω) : div u ∈ L2(Ω)},
H(curl,Ω) = {u ∈ L2(Ω) : curl u ∈ L2(Ω)},
H0(curl,Ω) = {u ∈ H(curl,Ω) : u× n = 0 on ∂Ω},

XN (Ω) = H0(curl,Ω) ∩H(div,Ω),

are Hilbert spaces with their natural norm. For further purposes, we set

H2
0(curl,Ω) = {u ∈ H0(curl,Ω) : curl u ∈ H0(curl,Ω)},

which is again a Hilbert space with the norm

‖u‖22,curl,Ω := ‖u‖2 + ‖ curlu‖2 + ‖ curl curlu‖2.

Let us denote by −∆Dir the Laplace operator with Dirichlet boundary conditions, defined by

D(−∆Dir) := {u ∈ H1
0 (Ω) : ∆u ∈ L2(Ω)},

and
−∆Diru = −∆u,∀u ∈ D(−∆Dir).

It is well-known that this operator is a positive self adjoint operator, and that it is also an
isomorphism from D((−∆Dir)

s) to D((−∆Dir)
s−1), for all s ∈ R. In particular for s = 1

2 , as
D((−∆Dir)

1
2 ) = H1

0 (Ω) and D((−∆Dir)
− 1

2 ) = H−1(Ω), for any g ∈ H−1(Ω), wg = (−∆Dir)
−1g

belongs to H1
0 (Ω) and is the unique solution of∫

Ω

∇wg · ∇ȳ = 〈g, y〉,∀y ∈ H1
0 (Ω).

For further uses, let us recall the following Green formulas∫
Ω

(∇u · v + udiv v) = 0,∀u ∈ H1
0 (Ω),v ∈ H(div,Ω),(2.1) ∫

Ω

(curl u · v − u · curl v) = 0,∀u ∈ H0(curl,Ω),v ∈ H(curl,Ω),(2.2)

see formula (I.2.17) of [9] for the first one and Remark 3.28 in [20] for the second one.
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By Leibniz’s rule, one can show that for any (smooth enough) vector fields a and scalar field
q, we have

curl (qa) = q curl a +∇q × a,(2.3)
∇(a · x) = (r∂r + 1)a + x× curl a,(2.4)
curl (a× x) = (r∂r + 2)a− x div a,(2.5)

curl (qx) = ∇q × x,(2.6)
curl curl (qx) = (r∂r + 2)∇q − x∆q.(2.7)

Here and below, points of R3 will be denoted by x (in the Cartesian coordinate system centred at
the origin) and r = |x| the distance from x to the origin, which is also the radial variable. Clearly,
∂r will then mean the partial derivative with respect to r.

Note that the identity (2.7) is a direct consequence of (2.5) and (2.6).
Finally in the whole paper, the notation A . B is used for the estimate A ≤ C B, where C

is a generic constant which does not depend on A and B. The notation A ∼ B means that both
A . B and B . A hold.

3 Augmented variational formulation
The variational formulation of (1.1) from [25] consists in looking for u ∈ V0 := {u ∈ H2

0(curl,Ω) :
div u = 0} solution of

(3.1)
∫

Ω

curl2 u · curl2 v̄ =

∫
Ω

f · v̄,∀v ∈ V0.

This problem is well posed since the left-hand side of (3.1) is a coercive form on V0 (see Theorem
1 of [25]).

In order to relax the divergence free constraint in V0, we propose the following alternative
formulation. Introduce the space

(3.2) V := {u ∈ H2
0(curl,Ω) : div u ∈ H1

0 (Ω)},

which is a Hilbert space with the norm

‖u‖2V = ‖u‖22,curl,Ω + |div u|21.

The augmented variational formulation of (1.1) consists in looking for u ∈ V solution of

(3.3) a(u,v) =

∫
Ω

f · v̄,∀v ∈ V,

where

(3.4) a(u,v) =

∫
Ω

(curl curl u−∇ div u) · (curl curl v̄ −∇ div v̄),∀u,v ∈ V.

Let us notice that a admits the equivalent expression

a(u,v) =

∫
Ω

∆u ·∆v̄,
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since for u ∈ V , we have curl curl u−∇ div u = −∆u in D′(Ω)3 (and hence ∆u belongs to L2(Ω)
as the sum of two elements of L2(Ω)).

Before any further considerations, let us show that the space V and the variational problem
(3.4) are invariant by translation and rotation.

Theorem 3.1 Let R be an orthogonal matrix with determinant 1 and let c ∈ R3 be fixed. Let F be
the transformation from R3 into itself defined by F (x̂) = Rx̂+c, which corresponds to a translation
of c and a rotation of R. Let Ω̂ = F−1(Ω). Then for any u ∈ V , the vector field û defined by the
covariant transformation

(3.5) û = R−1(u ◦ F )

belongs to
V̂ = {v ∈ H2

0(curl, Ω̂) : div v ∈ H1
0 (Ω̂)}.

Furthermore if u ∈ V is a solution of (3.3), then û given by (3.5) is solution of

â(û, v̂) =

∫
Ω̂

R−1(f ◦ F ) · v̂,∀v̂ ∈ V̂ ,

where â is defined as a with Ω̂ instead of Ω.

Proof. It turns out that for a rotation matrix R the covariant and contravariant transforma-
tions coincide, hence by the chain rule, see for instance [4, p. 59-63], we have

div u = d̂iv û, curl u = R ˆcurl û,

∇ div u = R∇̂d̂iv û, curl curl u = R ˆcurl ˆcurl û.

The two assertions follow from these identities and the fact that u × n = 0 on ∂Ω if and only if
û× n̂ = 0 on ∂Ω̂.

We now show that problem (3.3) is well posed and that it is equivalent to (3.1) is f is divergence
free.

Theorem 3.2 For any f ∈ L2(Ω), there exists a unique solution u ∈ V of (3.3). The divergence
of this solution is the unique solution in H1

0 (Ω) of

(3.6)
∫

Ω

∇div u · ∇ḡ =

∫
Ω

(−∆Dir)
−1 div f ḡ,∀g ∈ H1

0 (Ω).

Hence in particular, it satisfies

(3.7) −∆ div u = (−∆Dir)
−1 div f ∈ H1

0 (Ω).

Consequently if f is divergence free, then u is divergence free and is also the unique solution of
(3.1).

Proof. From (3.4), for any u ∈ V , we have

a(u,u) =

∫
Ω

| curl curl u−∇ div u|2

=

∫
Ω

| curl curl u|2 + |∇div u|2 − 2<
∫

Ω

curl curl u · ∇ div ū.
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As curl curlu belongs to H(div,Ω) and div u is in H1
0 (Ω), by Green’s formula (2.1), we find that∫

Ω

curl curl u · ∇ div ū = 0.

This shows the identity

a(u,u) =

∫
Ω

(| curl curl u|2 + |∇ div u|2),∀u ∈ V.

Hence by Poincaré’s inequality in H1
0 (Ω), we find that

(3.8) a(u,u) &
∫

Ω

(| curl curl u|2 + |∇div u|2 + |div u|2),∀u ∈ V.

From Friedrichs’ inequality in XN (Ω) (see Corollary 3.19 in [1]), we get∫
Ω

| curl curl u|2 &
∫

Ω

(| curl curl u|2 + | curl u|2),

because curl u belongs to XN (Ω). As u itself belongs to XN (Ω), applying again Friedrichs’ in-
equality in XN (Ω), we find that∫

Ω

(| curl u|2 + |div u|2) &
∫

Ω

(| curl u|2 + |div u|2 + |u|2).

The two previous estimates in the estimate (3.8) lead to the coerciveness of a on V , namely

a(u,u) & ‖u‖2V .

By Lax-Milgram lemma, we deduce the well-posedness of (3.3).
For the second assertion, it suffices to take in (3.3) a test function v = ∇wg, with an arbitrary

g ∈ H1
0 (Ω), where wg = (−∆Dir)

−1g. Note that wg also satisfies

−∆wg = g,

in the distributional sense and hence div v = −g ∈ H1
0 (Ω). Then we get∫

Ω

(curl curlu−∇ div u) · ∇ḡ =

∫
Ω

f · ∇w̄g.

As curl curlu belongs to H(div,Ω) and is divergence free, by Green’s formula (2.1) in the left-hand
side, we find that ∫

Ω

∇div u · ∇ḡ = 〈div f ;wg〉H−1(Ω)−H1
0 (Ω),

recalling that f is assumed to be in L2(Ω). Since L2(Ω) is the pivot space between H−1(Ω) and
H1

0 (Ω), we have

〈div f ;wg〉H−1(Ω)−H1
0 (Ω) = 〈div f ; (−∆Dir)

−1g〉H−1(Ω)−H1
0 (Ω) =

∫
Ω

(−∆Dir)
−1(div f) ḡ.

6



The two previous identities lead to (3.6). As this identity implies that

−∆ div u = (−∆Dir)
−1 div f ,

in the distributional sense, we directly obtain (3.7) (since div f ∈ H−1(Ω)).
Finally if f is divergence free, the right-hand side of (3.6) is zero, consequenctly div u = 0, and

therefore u ∈ V0. Reducing (3.3) to test functions in V0 leads to the fact that u is also solution of
(3.1).

Corollary 3.3 For any f ∈ L2(Ω), the unique solution u ∈ V of (3.3) satisfies the boundary value
problem

(3.9)

 ∆2u = f in Ω,
div u = ∆ div u = 0 on ∂Ω,
u× n = (curl u)× n = 0 on ∂Ω,

Proof. By taking test functions v ∈ D(Ω)3 in (3.3), we directly find that

∆2u = f in D′(Ω)3.

The boundary conditions

div u = 0 on ∂Ω,

u× n = (curl u)× n = 0 on ∂Ω,

come from the fact that u is in V . Finally the boundary condition

∆ div u = 0 on ∂Ω.

follows from the property (3.7).
Before going on, let us notice that the boundary conditions

u× n = (curl u)× n = 0 on ∂Ω,

in (3.9) implies

(3.10) curl u = 0 on ∂Ω.

Indeed, the first condition u× n = 0 implying

(curl u) · n = 0 on ∂Ω,

combining this boundary condition with the second boundary condition (curl u)×n = 0, we obtain
that (3.10) holds.

It is easy to check that the system (3.9) is an elliptic system in the Agmon-Douglis-Nirenberg
sense, but its variational formulation is, a priori, not based on a closed subspace of H2(Ω). Nev-
ertheless, let us show that its variational space V (and hence V0) is indeed a subspace of H2(Ω) if
the boundary of Ω is smooth and admits a decomposition into regular fields in H2(Ω) and singular
ones in the two other cases.
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Lemma 3.4 If the boundary of Ω is smooth, then V is a closed subspace of H2(Ω). In the case 2
or 3, with the notations of sections 5 and 6 below (see also [6, §4]), we assume that

(3.11)
{
∀c ∈ C, 3

2 6∈ ΛDir(Γc) and 1
2 6∈ ΛNeu(Γc),

∀e ∈ E, ωe 6∈ {π2 ,
3π
2 }.

Then any u ∈ V admits the decomposition

(3.12) u = ureg + using,

where ureg ∈ H2(Ω) while using ∈ V \H2(Ω) is a sum of corner and edge singularities.

Proof. Fix u ∈ V and v ∈ XN (Ω). As div u belongs to H1
0 (Ω) and v is in H(div,Ω), Green’s

formula (2.1) yields ∫
Ω

div u div v̄ = −
∫

Ω

∇div u · v̄.

Similarly as curl u is in H0(curl,Ω) and v is in H(curl,Ω), Green’s formula (2.2) leads to∫
Ω

curl u · curl v̄ =

∫
Ω

curl2 u · v̄.

Taking the sum of these two identities, we deduce that u ∈ V satisfies

(3.13)
∫

Ω

(curl u · curl v̄ + div u div v̄) =

∫
Ω

(curl2 u−∇ div u) · v̄,∀v ∈ XN (Ω).

Therefore we can see u ∈ V as the unique solution in XN (Ω) of (3.13). As curl2 u − ∇ div u
belongs to L2(Ω), we can apply Theorem 4.7 of [6] to obtain a decomposition of u into a regular
field ureg ∈ H2(Ω) and a singular one using. Obviously in the case 1, this singular part does not
exist.

Remark 3.5 If the assumption (3.11) does not hold, then a similar decomposition holds but with
ureg ∈ H2−ε(Ω), for ε > 0 small enough.

A direct consequence of the previous result is that in the case 2 or 3, V is embedded into
H2(Ω) if and only if the singular part is zero, and therefore if and only if the set of corner (resp.
edge) singular exponents ΛN,1(Γc) (resp. ΛN,1(We)) of problem (3.13) described in [6, §4] is empty.
But before stating such a result, let us show that if no edge singular exponent appears, then the
contribution of ΛNeu(Γc) in the corner singular part disappears.

Lemma 3.6 In the case 2 or 3, with the notations of sections 5 and 6 below, assume that

(3.14)
{
∀c ∈ C, 3

2 6∈ ΛDir(Γc) and 1
2 6∈ ΛNeu(Γc),

∀e ∈ E, ωe < π
2 .

Then u ∈ V admits the decomposition (3.12) where ureg ∈ H2(Ω),

(3.15) using =
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p∇uλ+1,p
Dir ,

ηc being a radial cut-off function equal to 1 near c and zero in a neighbourhood of the other corner
points of Ω, and for λ ∈ (− 3

2 ,
1
2 ) such that λ+ 1 ∈ ΛDir(Γc), dc,λ,p ∈ C and

(3.16) ‖ureg‖2,Ω +
∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

|dc,λ,p| . ‖u‖V .
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Proof. Using Lemmas 4.3 and 4.6 of [6] and since ωe < π
2 , for all e ∈ E , in the decomposition

(3.12), only corner singularities contribute to using, namely (again with the notations from section
6)

using =
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

d
(1)
c,λ,p∇u

λ+1,p
Dir(3.17)

+
∑
c∈C

ηc
∑

λ∈(− 1
2 ,

1
2 )∩ΛNeu(Γc)

∑
p

d
(2)
c,λ,p(∇u

λ,p
Neu × xc),

where xc denotes any point of R3 corresponding to the Cartesian coordinate system centred at c,
for λ ∈ (− 3

2 ,
1
2 ) such that λ+ 1 ∈ ΛDir(Γc), d

(1)
c,λ,p ∈ C and for λ ∈ (− 1

2 ,
1
2 ) ∩ ΛNeu(Γc), d

(2)
c,λ,p ∈ C.

But the essential boundary condition (3.10) implies that

(3.18) curl using ∈ H
1
2 (∂Ω).

From the previous splitting of using, we have

curl using =
∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

d
(1)
c,λ,p curl

(
ηc∇uλ+1,p

Dir

)
+

∑
c∈C

∑
λ∈(− 1

2 ,
1
2 ):λ∈ΛNeu(Γc)

∑
p

d
(2)
c,λ,p curl

(
ηc∇uλ,pNeu × xc

)
.

By (2.3) and (2.5), we have

curl
(
ηc∇uλ+1,p

Dir

)
= ∇ηc ×∇uλ+1,p

Dir ,

curl
(
ηc∇uλ,pNeu × xc

)
= ηc(λ+ 1)∇uλ,pNeu +∇ηc × (∇uλ,pNeu × xc).

As uλ+1,p
Dir is in H2 far from c, we deduce that ∇ηc×∇uλ+1,p

Dir belongs to H
1
2 (∂Ω). For the same

reason ∇ηc × (∇uλ,pNeu × xc) belongs to H
1
2 (∂Ω). Hence the condition (3.18) implies that∑

c∈C

∑
λ∈(− 1

2 ,
1
2 ):λ∈ΛNeu(Γc)

ηcd
(2)
c,λ,p(λ+ 1)∇uλ,pNeu ∈ H

1
2 (∂Ω).

Since for each λ ∈ (− 1
2 ,

1
2 ) ∩ ΛNeu(Γc), ∇uλ,pNeu belongs to Hs(∂Ω) if and only if s < λ, we deduce

that d(2)
c,λ,p = 0 for all λ ∈ (− 1

2 ,
1
2 ) ∩ ΛNeu(Γc), all p, and all c. This means that (3.17) reduces to

(3.15) with dc,λ,p = d
(1)
c,λ,p.

The estimate (3.16) is relatively standard and is based on the open mapping theorem. For
completeness let us give its proof. Introduce the space

W = {(ureg, dc,λ,p) ∈ H2(Ω)× CN : ureg +
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p∇uλ+1,p
Dir ∈ V },

where N is the cardinal of the set of triples (c, λ, p) satisfying the above constraints. This space is
a Banach space with the norm

‖(ureg, dc,λ,p)‖W = ‖ureg‖2,Ω +
∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

|dc,λ,p|,
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because

‖ureg +
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p∇uλ+1,p
Dir ‖V . ‖(ureg, dc,λ,p)‖W .

Now introduce the continuous mapping

T : W → V : (ureg, dc,λ,p)→ ureg +
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p∇uλ+1,p
Dir .

Our first assertion means that T is surjective. Furthermore, T is injective because the functions
∇uλ+1,p

Dir are linearly independent and do not belong to H2(Ω). Hence T is bijective and by the
open mapping theorem its inverse is also continuous, which proves (3.16).

This result directly yields the

Corollary 3.7 With the notations of sections 5 and 6 below, assume that

(3.19)
{
∀c ∈ C, (− 1

2 ,
3
2 ] ∩ ΛDir(Γc) = ∅ and 1

2 6∈ ΛNeu(Γc),
∀e ∈ E, ωe < π

2 .

Then V is continuously embedded into H2(Ω).

From point (b) of subsection 4.4.2 in [6], the assumption (3.19) holds if Ω is a convex polyheral
domain and ωe <

π
2 for all edges e (recalling that the convexity of Ω implies that λ > 1

2 for all
λ ∈ ΛNeu(Γc)). As a consequence, the convexity of Ω is far from being sufficient to guarantee
the H2 regularity of the solution of (3.3) (or (3.1)). Nevertheless, we always get the inclusion
V ⊂ H

1
2 +ε(Ω), with ε > 0 depending on the geometry of Ω.

4 Regularity results in the smooth case
Even if system (3.9) is an elliptic system in the Agmon-Douglis-Nirenberg sense, it is a non standard
one and, to our best knowledge, the regularity H4(Ω) of its weak solution with f ∈ L2(Ω) is not
directly available in the literature. Nevertheless, a priori error estimates are available owing to the
general theory of elliptic systems, leading to Fredholm property of the associated operator (see [16,
Thm 4.2.4]). Hence we are mainly reduced to study the cokernel of the associated operator. This
will be made via the surjectivity of the trace mapping from Lemma 4.1 below and the use of an
adapted Green formula.

In order to formulate the Fredholm property, we introduce the following operators: for any
` ∈ N and u ∈ H4+`(Ω), if γ is the standard trace operator, let us set

(4.1) Bu = ((γu)× n, γ(curl u)× n, γ div u, γ∆ div u)>,

which clearly belongs to R` := H
7
2 +`

T (∂Ω)×H
5
2 +`

T (∂Ω)×H 5
2 +`(∂Ω)×H 1

2 +`(∂Ω), where

L2
T (∂Ω) = {v ∈ L2(∂Ω) : v · n = 0},

and for any s > 0,
Hs
T (∂Ω) = Hs(∂Ω) ∩ L2

T (∂Ω).
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Similarly for any u ∈ H4(Ω) we denote by

Tu = (n× (γ curl ∆u)× n,n× (γ∆u)× n, γ∆u · n, γu · n)>,

Du = (γu, γ∂nu, γ∂
2
nu, γ∂

3
nu)>.

The system B alone is not a “Dirichlet” system (for each component of u) since Bu = 0 on
∂Ω does not imply u · n = 0 on ∂Ω, but the full system (B, T ) is a “Dirichlet” system as the next
Lemma shows. For shortness let us set

S0 := H
1
2

T (∂Ω)×H
3
2

T (∂Ω)×H 3
2 (∂Ω)×H 7

2 (∂Ω).

Lemma 4.1 The mapping

(4.2) H4(Ω) −→ R0 × S0 : u→ (Bu, Tu)>

is surjective.

Proof. We first notice that using a permutation matrix from C16 into itself and for all x ∈ ∂Ω,
the invertible relation

Qx : {y ∈ C3 : y · n(x) = 0} × C→ C3 : (y, z)> 7→ −y × n(x) + zn(x),

which yields Qx(u × n,u · n)> = u, there exists an invertible mapping P from R0 × S0 to R :=

H
7
2 (∂Ω)×H

5
2 (∂Ω)×H

3
2 (∂Ω)×H

1
2 (∂Ω) such that

P (Bu, Tu)> = (γu, γ curl u× n, γ div u, γ∆u, γ curl ∆u× n, γ div ∆u)
>
.

Hence it suffices to show that the mapping

M : H4(Ω) −→ R : u→ P (Bu, Tu)>

is surjective. For that purpose, for all x ∈ ∂Ω, if we denote by (τ1(x), τ2(x)) two tangential vectors
to ∂Ω at x such that the triplet {τ1(x), τ2(x),n(x)} forms an orthonormal basis of R3, then we
can notice that

curl u× n = (n× ∂nu)× n +
2∑
i=1

(τi ×
∂u

∂τi
)× n,(4.3)

div u = n · ∂nu +

2∑
i=1

(τi ·
∂u

∂τi
).(4.4)

This means that the pair (curl u × n,divu) is the sum of ∂nu and of tangential derivatives of u,
namely

(curl u× n,div u) = ∂nu +H1u,

where we can identify ((n×∂nu)×n,n ·∂nu) with ∂nu, because ∂nu = (n×∂nu)×n+(n ·∂nu)n,
and we have set

H1u =

2∑
i=1

(τi ×
∂u

∂τi
)× n, τi ·

∂u

∂τi
)
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which is only made of tangential derivatives of u. This observation implies that

Mu = (u, ∂nu +H1u,∆u, ∂n∆u +H1∆u).

Since Leibniz’s rule yields

∂n∆u = ∆∂nu− (∆n · n)∂nu−
2∑
i=1

(∆n · τi)
∂u

∂τi
,

we get
∂n∆u = ∂3

nu +H2∂nu +H3u,

where the expressions

H2u = (H4 − (∆n · n))u,

H3u = −
2∑
i=1

(∆n · τi)
∂u

∂τi
,

H4u =

2∑
i=1

∂2

∂τ2
i

u,

are only made of tangential derivatives of u.
In summary, we see that

Mu = Du + (0, H1u, H4u, (H3 +HH4)u +H2∂nu +H1∂
2
nu)

and consequently
Mu = (h0,h1,h2,h3) ∈ R,

if and only if
Du = (g0,g1,g2,g3) ∈ R,

with the (invertible) relation

g0 = h0,

g1 = h1 −H1h0,

g2 = h2 −H4h0,

g3 = h3 − (H3 +HH4)h0 −H2h1 −Hh2.

As a standard trace theorem (see for instance [11, Thm 1.5.1.2]) shows that the mapping D is
surjective from H4(Ω) onto R, M inherits the same property.

Clearly there exist two 8× 12 matrices Q and R of tangential differential operators such that

(4.5) Bu = QDu, Tu = RDu,∀u ∈ H4(Ω).

Let Q+ (resp. R+) denote the adjoint operator of Q (resp. R) in the sense that∫
∂Ω

Qu · v =

∫
∂Ω

u ·Q+v,

∫
∂Ω

Ru · v =

∫
∂Ω

u ·R+v,∀u ∈ C∞(∂Ω)12,v ∈ (C∞(∂Ω))8
T ,
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where
(C∞(∂Ω))8

T = {(v1,v2,v3,v4) ∈ C∞(∂Ω)8 : v1 · n = v2 · n = 0}.

Then we introduce the boundary operator

(4.6) P = R+B −Q+T.

We are ready to state the next Green formulas.

Lemma 4.2 For any u ∈ H4(Ω), v ∈ H2(Ω), we have

a(u,v) =

∫
Ω

∆2u · v̄(4.7)

+

∫
∂Ω

(div ∆uv̄ · n−∆u · n div v̄ − curl ∆u · (v̄ × n)−∆u · (curl v̄ × n)) .

Furthermore for any u,v ∈ H4(Ω), we have∫
Ω

∆2u · v̄ +

∫
∂Ω

Bu · T v̄ =

∫
Ω

u ·∆2v̄ +

∫
∂Ω

Tu ·Bv̄,(4.8) ∫
Ω

∆2u · v̄ =

∫
Ω

u ·∆2v̄ +

∫
∂Ω

Du · P v̄.(4.9)

Proof. The first identity is a simple application of standard Green’s formulas (see for instance
the identities (I.2.17) and (I.2.22) in [9]). The identity (4.8) follows from the first one by noticing
that a(u,v) = a(v,u). The identity (4.9) is a re-writting of (4.8) by using the expressions (4.5)
and (4.6) and recalling the definition of Q+ and R+.

Now for any ` ∈ N, we introduce the operator

A` : H4+`(Ω) −→ H`(Ω)×R` : u→ (∆2u, Bu),

which is clearly a linear and continuous operator. By Theorem 4.2.4 of [16], A` is a Fredholm
operator; its kernel consists of smooth functions and its cokernel is made of smooth functions
(v, v) solution of the homogeneous adjoint problem (4.10) described below. Concerning the kernel
of A`, any u ∈ kerA` clearly belongs to V and owing to (4.7), one obtains

a(u,u) = 0.

By the coerciveness of a, we deduce that u = 0 and consequently the kernel of A` is reduced to
{0}.

Let us go on with the characterization of the formal adjoint of A`. Comparing the identity (4.9)
with the identity (4.2.14) from [16], owing to the Definition 4.2.3 of [16], we see that the formal
adjoint of system (3.9) consists in (v, v) ∈ C∞(Ω)3 × (C∞(∂Ω))8

T solution of

(4.10)
{

∆2v = f in Ω,
Pv +Q+v = g on ∂Ω.

We now make the relationship between the kernel of this adjoint problem with the kernel of
A0.
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Lemma 4.3 (v, v) ∈ C∞(Ω)3 × (C∞(∂Ω))8
T is a solution of

(4.11)
{

∆2v = 0 in Ω,
Pv +Q+v = 0 on ∂Ω,

if and only if {
∆2v = 0 in Ω,
Bv = 0 and v = Tv on ∂Ω.

Proof. From the definition of P , for all u ∈ H4(Ω) and (w, w) ∈ C∞(Ω)3 × (C∞(∂Ω))8
T , we have∫

∂Ω

Du · (P w̄ +Q+w) =

∫
∂Ω

Tu ·Bw̄ +Bu · (w − T w̄).

Hence for a solution (v, v) ∈ C∞(Ω)3 × (C∞(∂Ω))8
T of (4.11), we get

0 =

∫
∂Ω

Du · (P v̄ +Q+v) =

∫
∂Ω

(Bu, Tu) · (v − T v̄, Bv̄) = 0,∀u ∈ H4(Ω).

The conclusion follows, as Lemma 4.1 implies that the range of the mapping (4.2) is dense in(
L2
T (∂Ω)× L2

T (∂Ω)× L2(∂Ω)× L2(∂Ω)
)2.

Corollary 4.4 If (v, v) ∈ C∞(Ω)3 × (C∞(∂Ω))8
T is a solution of (4.11), then (v, v) = 0.

In conclusion we have proved the next result.

Theorem 4.5 For all ` ∈ N, the operator A` is an isomorphism.

Corollary 4.6 Let f ∈ H`(Ω), with ` ∈ N, then the weak solution u ∈ V of (3.3) belongs to
H4+`(Ω).

Proof. By Theorem 4.5, there exists a unique solution u ∈ H4+`(Ω) of (3.9). But due to (4.7),
we have

a(u,v) =

∫
Ω

f · v̄,∀v ∈ V.

Since u belongs to V , this means that u is the unique weak solution of (3.3).

5 Edge singularities
In this section, we assume that Ω is a polyhedral domain. Our goal is to describe the edge
singularities of problem (3.9). Let us then fix an edge e of Ω, hence near an interior point of e,
up to a translation and a rotation, Ω behaves like We = Ce × R where Ce is a two-dimensional
cone centred at (0, 0) of opening ωe ∈ (0, 2π), with ωe 6= π. Below we will also use the polar
coordinates (r, θ) in Ce centred at (0, 0). Let us recall that the set ΛDir(Ce) of singular exponents
of the Laplace operator with Dirichlet boundary conditions in Ce is defined by

ΛDir(Ce) = {kπ
ωe

: k ∈ Z \ {0}}.
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For convenience, when no confusion is possible, we will drop the index e. As usual, for λ ∈ C, the
edge singularities are obtained by looking for a non-polynomial solution u = rλ

∑Q
q=0(ln r)qϕq(θ)

(hence independent of the x3 variable) of (cfr. Theorem 3.1 and (3.9))

(5.1)

 ∆2u = F in C × R,
div u = ∆ div u = 0 on ∂C × R,
u× n = (curl u)× n = 0 on ∂C × R,

F = (f , f3) being a polynomial in the x1, x2 variables. In this way, we see that the third component
u3 satisfies

(5.2)
{

∆2u3 = f3 in C,
u3 = ∂u3

∂n = 0 on ∂C,

while the pair v = (u1, u2), made of the first two components of u, satisfies

(5.3)

 ∆2v = f in C,
div v = ∆ div v = 0 on ∂C,
v · t = curl v = 0 on ∂C,

which is the two-dimensional version of (5.1) 1.
The singularities of problem (5.2) are described in [11, Chap. 7] for instance (see also [24]),

where it is shown that a function u3 of the form rλϕ(θ) is a solution of (5.2) with f3 = 0 if and
only if λ is a root of

(5.4) sin2((λ− 1)ω) = (λ− 1)2 sin2 ω.

It is shown in [8, §5.1] (see also [11, Lemma 7.3.2.4]) that the strip <λ ∈ [ 1
2 ,

3
2 ] does not contain

roots of (5.4) except λ = 1 if ω ∈ (0, 2π), while the strip <λ ∈ [1 − π
ω , 1 + π

ω ] does not contain
roots of (5.4) except λ = 1 if ω ∈ (0, π). The case when f3 is a non-zero polynomial corresponds
to integer exponents and will be treated below.

As in [6], the singularities of system (5.3) are obtained by introducing the scalar variables
q = div v and ψ = curl v. In this way, we find the equivalent system

∆2q = div f in C, with q = ∆q = 0 on ∂C,(5.5a)
∆ curl ψ = −∇∆q in C, with ψ = 0 on ∂C,(5.5b)

curl v = ψ,div v = q in C, with v · t = 0 on ∂C.(5.5c)

5.1 Non-integer exponents
If λ is not an integer, then f = 0 and three types of singularities appear for system (5.5):
Type 1: q = 0, ψ = 0 and v general non-zero solution of (5.5c).
Type 2: q = 0, ψ general non-zero solution of (5.5b) and u particular solution of (5.5c).
Type 3: q general non-zero solution of (5.5a), ψ particular solution of (5.5b) and u particular
solution of (5.5c).

The singularities of type 1 correspond exactly to the singularities of type 1 in [6, §5.b], where
it is shown that λ is such that λ+ 1 ∈ ΛDir(C) and v = ∇Φ with Φ = rλ+1 sin((λ+ 1)θ), as λ 6∈ Z.

Let us now analyze the singularities of types 2 and 3.
1in the whole section, except in the last Theorem 5.8, when the operators ∇, div , curl and ∆ are applied to

functions of the variables x1 and x2, they correspond to the two-dimensional operators
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Lemma 5.1 If ω 6= 3π
2 , λ 6∈ Z is a singular exponent of type 2 of the system (5.3) if and only if

λ− 1 ∈ ΛDir(C). If ω = 3π
2 , there is no non-integer singular exponent of type 2 for system (5.3).

Proof. For a singularity of type 2, as q = 0, by (5.5b), ψ satisfies

∆ curl ψ = 0 in C, with ψ = 0 on ∂C.

Since ∆ curl ψ = curl ∆ψ, we deduce that there exists a constant c such that

∆ψ = c in C.

As ∆ψ behaves like rλ−3 and we look for a non-integer exponent λ, c has to be zero. Therefore ψ
is solution of

(5.6) ∆ψ = 0 in C, with ψ = 0 on ∂C.

This means that a non-zero solution ψ exists if and only if λ− 1 ∈ ΛDir(C) and

ψ = rλ−1 sin((λ− 1)θ).

Now by (5.5c), v has to satisfy

(5.7) curl v = rλ−1 sin((λ− 1)θ),div v = 0 in C, with v · t = 0 on ∂C.

But we readily check that the function v0 = 1
λ+1 (−x2ψ, x1ψ) satisfies

curlv0 = ψ.

Therefore by setting v1 := v − v0, (5.7) is equivalent to

(5.8) curl v1 = 0,div v1 = −divv0 in C, with v1 · t = 0 on ∂C.

As C is simply connected, there exists a scalar function Φ such that v1 = ∇Φ so that (5.7) reduces
to

(5.9) ∆Φ = −divv0 in C, with Φ = 0 on ∂C.

As divv0 = rλ−1κ(θ) for some smooth function κ, we deduce that this problem has a solution Φ
in the form rλ+1ϕ(θ) if and only if λ+ 1 does not belong to ΛDir(C) or λ+ 1 belongs to ΛDir(C)
but

(5.10)
∫ ω

0

κ(θ) sin((λ+ 1)θ) dθ = 0.

We now notice that λ− 1 and λ+ 1 both belong to ΛDir(C) if and only if ω = π
2 or 3π

2 . Hence if
ω 6∈ {π2 ,

3π
2 }, we find a solution Φ and hence v. Otherwise, if ω = 3π

2 , then easy calculations show
that (5.10) does not hold, and therefore λ is not a singular exponent. Note that the case ω = π

2
leads to integer exponents and is here excluded.

Lemma 5.2 If ω 6= 3π
2 , λ 6∈ Z is a singular exponent of type 3 of the system (5.3) if and only if

(5.11) λ− 1 ∈ ΛDir(C) or λ− 3 ∈ ΛDir(C).

If ω = 3π
2 , λ 6∈ Z is a singular exponent of type 3 of the system (5.3) if and only if λ−1 ∈ ΛDir(C).
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Proof. For a singularity of type 3, q = rλ−1Q(θ) is a general solution of (5.5a), i.e.,

(5.12) ∆2q = 0 in C, with q = ∆q = 0 on ∂C.

By the results from [22, §3.2.2], a non zero solution q exists if and only if either λ − 1 belongs to
ΛDir(C) and Q(θ) = sin((λ− 1)θ) or λ− 3 belongs to ΛDir(C) and Q(θ) = sin((λ− 3)θ).

Let us now treat the two cases separately.
a) If λ− 1 ∈ ΛDir(C), then q is harmonic and therefore, we can take ψ = 0. Hence (5.5c) becomes

curl v = 0,div v = rλ−1 sin((λ− 1)θ) in C, with v · t = 0 on ∂C.

As before this means that v = ∇Φ with

(5.13) ∆Φ = rλ−1 sin((λ− 1)θ) in C, with Φ = 0 on ∂C.

A solution Φ = rλ+1ϕ(θ) always exists. Indeed either λ + 1 6∈ ΛDir(C) and then it is direct, or
λ+ 1 ∈ ΛDir(C) and its existence follows from the orthogonality property:∫ ω

0

sin((λ− 1)θ) sin((λ+ 1)θ) dθ = 0.

b) If λ− 3 ∈ ΛDir(C), then q is no more harmonic, but

∆q = 4(λ− 1)SDir,

with SDir = rλ−3 sin((λ− 3)θ), hence (5.5b) becomes

curl ∆ψ = −4(λ− 1)∇SDir in C, with ψ = 0 on ∂C.

But simple calculations show that

∇SDir = − curlSNeu,

with SNeu = rλ−3 cos((λ− 3)θ). Consequently

curl ∆ψ = 4(λ− 1) curlSNeu in C,

and since λ is not an integer, ψ is solution of

∆ψ = 4(λ− 1)SNeu in C, with ψ = 0 on ∂C.

If λ − 1 6∈ ΛDir(C), we find ψ in the form rλ−1Ψ(θ), otherwise (which holds if and only if ω ∈
{π2 ,

3π
2 }) we do not find a solution in this form since∫ ω

0

cos((λ− 3)θ) sin((λ− 1)θ) dθ 6= 0.

In the first case, by (5.5c), v has to satisfy

(5.14) curl v = ψ,div v = q in C, with v · t = 0 on ∂C.

As v0 = 1
λ+1 (−x2ψ, x1ψ) satisfies curlv0 = ψ, by setting v1 := v − v0, (5.14) is equivalent to

(5.15) curl v1 = 0,div v1 = q − divv0 in C, with v1 · t = 0 on ∂C.

17



As C is simply connected, there exists a scalar function Φ such that v1 = ∇Φ so that (5.15) reduces
to

∆Φ = q − divv0 in C, with Φ = 0 on ∂C.

As before, we deduce that this problem has a solution in the form rλ+1ϕ(θ) if either λ+ 1 does
not belong to ΛDir(C) or if λ+ 1 belongs to ΛDir(C) with the constraint

(5.16)
∫ ω

0

∂θΨ(θ) sin((λ+ 1)θ) dθ = 0,

since an easy calculation shows that

q − divv0 = rλ−1

(
sin((λ− 3)θ)− λ− 1

λ+ 1
∂θΨ(θ)

)
.

The second case holds if and only if both λ− 3 and λ+ 1 belong to ΛDir(C), which is possible
only if ω = jπ

4 , for j = 1, · · · , 7 and in that case, λ = 3 + 4k
j , with k ∈ Z?. In such a situation, we

have to check if (5.16) holds or not. To do so, as λ− 1 is not in ΛDir(C), we notice that

Ψ(θ) = α
[
(cos((λ− 3)θ)− cos((λ− 1)θ)) +

sin((λ− 1)θ)

sin((λ− 1)ω)
(cos((λ− 3)ω)− cos((λ− 1)ω))

]
,

with α = 1
4(λ−2) . This expression and simple calculations allow to show that (5.16) holds, if ω = jπ

4 ,
for j = 3, 5 or 7. Since the other cases are excluded, the proof is complete.

5.2 Integer exponents
If λ is a non negative integer, again three types of singularities appear for system (5.5):
Type 1: q, ψ polynomial and v general non-polynomial solution of (5.5c).
Type 2: q polynomial, ψ general non-polynomial solution of (5.5b) and u particular solution of
(5.5c).
Type 3: q general non-polynomial solution of (5.5a), ψ particular solution of (5.5b) and u par-
ticular solution of (5.5c).

The singularities of type 1 are treated in [6, §5c], where it is shown that λ is such that λ+ 1 ∈
ΛDir(C) \ {2} and v = ∇Φ with Φ = rλ+1(ln r sin((λ+ 1)θ) + θ cos((λ+ 1)θ)) + pλ, where pλ is a
polynomial of degree λ.

Let us go on with the other singularities. First for any n ∈ N, we define Qn as the space of
homogeneous polynomials of degree n, and set Qn = {0} if n is a negative integer.

Lemma 5.3 λ ∈ N \ {0, 1, 2} is a singular exponent of type 2 of the system (5.3) if and only if
λ− 1 ∈ ΛDir(C). λ ∈ {0, 1, 2} is not a singular exponent of type 2 of the system (5.3).

Proof. For a singularity of type 2, as q ∈ Qλ−1, by (5.5b), ψ satisfies

∆ curl ψ ∈ Qλ−4 with ψ = 0 on ∂C.

Since ∆ curl ψ = curl ∆ψ, we deduce that

∆ψ ∈ Qλ−3 with ψ = 0 on ∂C,
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if λ ≥ 3 and
∆ψ = 0 with ψ = 0 on ∂C,

if λ < 3.
In the first case, a non-polynomial solution ψ exists if and only if λ − 1 ∈ ΛDir(C) (see [7,

§13.C]). Now by (5.5c), v has to satisfy

curl v = ψ,div v = q in C, with v · t = 0 on ∂C,

and the arguments of the end of the proof of Lemma 5.1 allow to conclude the existence of such a
v.

The case λ = 1 yields ψ = 0, while in the case λ = 0 (resp. 2), a non-zero solution ψ exists if
and only if −1 ∈ ΛDir(C) (resp. 1 ∈ ΛDir(C)), which is excluded by the assumption ωe 6= π.

Lemma 5.4 λ ∈ {0, 1} is a singular exponent of type 3 of system (5.3) if and only if λ − 3 ∈
ΛDir(C). 2, 3 and 4 are not a singular exponent of type 3 of system (5.3). λ ∈ N with λ ≥ 5 is a
singular exponent of type 3 of system (5.3) if and only if (5.11) holds.

Proof. For a singularity of type 3, q has to be a general non-polynomial solution of (5.5a), i.e.,

∆2q ∈ Qλ−5, with q = ∆q = 0 on ∂C.

For λ ≤ 4, this reduces to (5.12) and by the proof of Lemma 5.2, a non-zero solution q exists if
and only if λ− 1 ∈ ΛDir(C) or λ− 3 ∈ ΛDir(C). The case λ− 1 ∈ ΛDir(C) is either excluded or
gives rise to a polynomial solution q. The case λ − 3 ∈ ΛDir(C) gives a non polynomial solution
for λ = 0 or 1.

If λ is ≥ 5, we consider the mapping

∆2 : {q ∈ Qλ−1 : q = ∆q = 0 on ∂C} → Qλ−5 : q → ∆2q.

As {q ∈ Qλ−1 : q = ∆q = 0 on ∂C} and Qλ−5 have the same dimension, this mapping is onto if
and only if it is injective. Since the injectivity holds if and only if (5.11) does not hold, we find a
non-polynomial solution q if and only if (5.11) holds.

The existence of ψ and v is obtained with the help of the arguments of the proof of Lemma
5.2.

Let us finish this subsection by looking at the integer singular exponents of problem (5.2).

Lemma 5.5 λ ∈ N is a singular exponent of problem (5.2) if and only if λ is a root of (5.4).

Proof. For λ ∈ N with λ ≤ 3, the right-hand side f3 of (5.2) is a polynomial if and only if f3 = 0.
Hence λ is a root of (5.4) and the question is whether u3 is a polynomial or not.

For λ = 0 or 2, u3 is in the form

u3(r, θ) = rλ(c1 + c2θ + c3 sin(2θ) + c4 cos(2θ)),

with ci ∈ C, i = 1, 2, 3, 4. But c2 is different from zero, otherwise the boundary conditions in (5.2)
would imply that u3 is zero. Consequently u3 is not a polynomial.

For λ = 1, u3 is in the form

(5.17) u3(r, θ) = r(c1 sin θ + c2θ sin θ + c3 cos θ + c4θ cos θ),
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with ci ∈ C, i = 1, 2, 3, 4. For the same reason as before, we can check that (c2, c4) 6= (0, 0), whence
u3 is not a polynomial.

Finally 3 is not a root of (5.4), because ω is different from π and 2π.
In the case λ ∈ N with λ ≥ 4, one easily shows that the set

Qλ∆2,Dir := {v ∈ Qλ : v = ∂nv = 0 on ∂C}

has the same dimension than Qλ−4. Therefore the operator

Qλ∆2,Dir → Qλ−4 : v → ∆2u,

is bijective if and only if λ is not a root of (5.4). As the kernel of the above operator is not reduced
to zero, a non-polynomial solution of (5.2) with f3 ∈ Qλ−4 always exists.

5.3 Conclusion
Up to now we did not take into account the regularity constraints on u coming from the augmented
variational formulation. For that purpose, we introduce the sets

L2
loc(C̄

∗) := {v ∈ L2
loc(C) : v ∈ L2(C ∩B(0, R)),∀R > 0},

H1
loc(C̄

∗) := {v ∈ H1
loc(C) : v ∈ H1(C ∩B(0, R)),∀R > 0},

their vectorial form being defined in the same way. Hence the additional constraints on the solution
u of (5.1) are

u ∈ L2
loc(C̄

∗), curl u ∈ L2
loc(C̄

∗), curl curl u ∈ L2
loc(C̄

∗) and div u ∈ H1
loc(C̄

∗).

In terms of v and u3, this means that

(5.18) u3 ∈ L2
loc(C̄

∗),∆u3 ∈ L2
loc(C̄

∗),

and

(5.19) v ∈ L2
loc(C̄

∗), curl v ∈ H1
loc(C̄

∗),div v ∈ H1
loc(C̄

∗).

These constraints eliminate some of the singular exponents highlighted before. Indeed the first
constraint in (5.18) or (5.19) yields <λ > −1. The consequences of the other constraints are
summarised in the next Theorem. Before, let us set

Sb := {λ ∈ C : λ is a root of (5.4) with <λ > 1},
S1 := {λ ∈ R \ {1} : λ > −1 and λ+ 1 ∈ ΛDir(C)},
S2 := {λ ∈ R \ {2} : λ > 1 and λ− 1 ∈ ΛDir(C)},

S3(ω) := {λ ∈ R \ {2, 3, 4} : λ > 1 and λ− 3 ∈ ΛDir(C)}, if ω 6= 3π

2
,

while S3( 3π
2 ) = ∅.

Theorem 5.6 The set of singular exponents of system (5.1) with the constraints (5.18) and (5.19)
is

Sb ∪ S1 ∪ S2 ∪ S3(ω).
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Proof. For u3, we have to see the consequence of the second constraint in (5.18). But we notice
that ∆u3 behaves like rλ−2 hence it is in L2

loc(C̄
∗) if either <λ > 1 or (λ = 1 with ∆u3 = 0). In

this second case, easy calculations from (5.17) yield

∆u3 = 2r−1(c2 cos θ − c4 sin θ).

Since the functions cos θ and sin θ are linearly independent (in L2(0, ω)), we have∫ ω

0

|c2 cos θ − c4 sin θ|2 dθ > 0,

because (c2, c4) 6= (0, 0). Consequently r−1(c2 cos θ − c4 sin θ) cannot be in L2
loc(C̄

∗), hence this
singularity has to be excluded.

For v, the second and third constraints in (5.19) mean that

q ∈ H1
loc(C̄

∗) and ψ ∈ H1
loc(C̄

∗).

This yields no more constraint than λ > −1 for the singularities of type 1. Otherwise, for singu-
larities of types 2 or 3, this implies that λ > 1, hence the conclusion.

Corollary 5.7 For any s ≥ 2, there is no edge singular exponent associated with e ∈ E in the strip
<λ ∈ (−1, s− 1] if and only if ωe < π

s .

Proof. For the set Sb, this follows from [8, §5.1] which shows that for ωe ∈ (0, π), any root λ of
(5.4) such that <λ > 1 satisfies <λ > 1 + π

ωe
. Now any λ ∈ S1 is given by

λ =
kπ

ωe
− 1,

with k ∈ N∗. Hence we find the condition
π

ωe
> s.

Similarly any λ ∈ S2 is given by

λ =
kπ

ωe
+ 1,

with k ∈ N∗ and we find here the condition
π

ωe
> s− 2.

Finally, if ωe 6= 3π
2 , λ ∈ S3 is given by

λ =
kπ

ωe
+ 3,

with k ∈ Z∗ such that k > − 2ωe

π . Since we have already found the constraint ωe < π
s , the quantity

− 2ωe

π is larger than − 2
s > −1. Hence only positive integers k have to be considered and for such

k, we have

λ =
kπ

ωe
+ 3 ≥ π

ωe
+ 3 > s+ 3.

From this result we will deduce that in the case of a polyhedral domain, the variational solution
of problem (3.3) does not belong to H3(Ω) in general, namely we show the next result.
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Theorem 5.8 Assume that Ω is a polyhedral domain. Then there exists F ∈ H−1(Ω) ∩ V ′ such
that the solution u ∈ V of

(5.20) a(u,v) = F(v),∀v ∈ V,

does not belong to H3(Ω).

Proof. We first show that there always exists an edge e such that ωe ≥ π
3 . Indeed for a fixed

corner c of Ω, consider the section Gc of the cone Γc which coincides with Ω near c (see section 6
below). This section has Nc corners which correspond to the edges ei, i = 1, · · · , Nc, of Ω having
c as extremity. Then by the local Gauss-Bonnet theorem, we have

Nc∑
i=1

ωei = (Nc − 2)π + |Gc|,

where |Gc| is the area of Gc. Hence ωmax = maxi=1,··· ,Nc
ωei satisfies

Ncωmax ≥ (Nc − 2)π,

and since Nc ≥ 3, we get ωmax ≥ π
3 , which proves the assertion.

If one edge e has an opening ωe ≥ π
2 , by Lemma 3.4 (see also Remark 3.5), any element of V

is even not in H2(Ω). Hence we can now assume that Ω has one e ∈ E such that π
3 ≤ ωe <

π
2 and,

for shortness, set λ = π
ωe
− 1, which belongs to (1, 2]. From our previous considerations, we know

that the function Uλ = (∇2

(
rλ+1 sin((λ+ 1)θ)

)
, 0)> is an edge singularity of our problem along

e 2. To localize it, we fix a cut-off function η0 depending only on r and another cut-off function
η1 depending only on the x3-variable (the edge one) such that η1 = 1 near an interior point of e.
Both are fixed with a sufficiently small support such that η0η1 is zero on all faces of Ω except the
two ones having the edge e in common.

In that way we consider η0η1U
λ which does not belong to V because by (2.3)

(5.21) curl (η0η1U
λ) = (η1∇2η0, η0∂3η1)> ×Uλ

which is not zero on the boundary of Ω. Hence we need to correct it appropriately. Therefore we
look for r ∈ H3(Ω) such that r = 0 on ∂Ω,

div r = 0 on ∂Ω,
curl r× n = curl (η0η1U

λ)× n on ∂Ω.

But using the expressions (4.3) and (4.4) on each face, this system is equivalent to r = 0 on ∂Ω,
n · ∂nr = 0 on ∂Ω,
(n× ∂nr)× n = curl (η0η1U

λ)× n on ∂Ω.

This means that it suffices to require that

(5.22)
{

r = 0 on ∂Ω,
∂nr = curl (η0η1U

λ)× n on ∂Ω.

2In this proof, the index 2 means the two-dimensional version of the differential operator, if no index is used then
it is the standard three-dimensional operator
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But the identity (5.21) implies that the restriction of curl (η0η1U
λ)×n on each face F of Ω belongs

toH
3
2 (F )∩H1

0(F ) and its tangential derivatives are in H̃
1
2 (F )3. Consequently by the trace theorem

from [10], there exists r ∈ H3(Ω) satisfying the boundary conditions (5.22).
Therefore the function

uλ = η0η1U
λ − r

belongs to V but not in H3(Ω) because η0η1U
λ belongs to H2(Ω) but not to H3(Ω) since λ ∈ (1, 2].

It then remains to show that it is the solution of problem (5.20) with an appropriate right-hand
side. But Leibniz’s rule and the fact that Uλ is harmonic imply that

∆(η0η1U
λ) = 2η1∂rη0∂rU

λ + η1∆2η0U
λ + η0∂

2
3η1U

λ.

The assumption λ > 1 guarantees that η0∂
2
3η1U

λ belongs to H2(Ω) and since Uλ is smooth far
away from the edge, we deduce that ∆(η0η1U

λ) belongs to H2(Ω). With the regularity of r, ∆uλ

then belongs to H1(Ω). Now for v ∈ V , curl v belongs to XN (Ω) and div v is in H1
0 (Ω), and

Green’s formulas (2.2) and (2.1) lead to∫
Ω

∆uλ · curl curl v =

∫
Ω

curl ∆uλ · curl v,∫
Ω

∆uλ · ∇ div v = −
∫

Ω

div ∆uλ div v.

The difference of these two identities directly furnishes (5.20) with

F(v) = −
∫

Ω

(
curl ∆uλ · curl v + div ∆uλ div v

)
,

which is indeed in H−1(Ω) ∩ V ′.

Remark 5.9 For F ∈ H−1(Ω) ∩ V ′ the maximal regularity that the variational solution u of
(5.20) can have is H3(Ω) because ∆2u = F in D′(Ω)3. Theorem 5.8 asserts that such a maximal
regularity does not hold in general. Furthermore if Ω has an edge e with an opening ωe ∈ [π4 ,

π
3 ),

then similar arguments show that there exists f ∈ L2(Ω) such that the solution u ∈ V of problem
(3.3) does not belong to H4(Ω).

6 Corner singularities
In the case 2 or 3, let c be a corner of Ω, Γc be the three-dimensional cone which coincides with Ω in
a neighbourhood of c and let Gc be its section with the unit sphere. For shortness, if no confusion
is possible, we will drop the index c. As usual we denote by (r, ϑ) the spherical coordinates centred
at c. Then we look for corner singularities u in the form u = rλU(ϑ), with λ ∈ C such that
<λ > −1 and U ∈ L2(G), which is solution of

(6.1)

 ∆2u = 0 in Γ,
div u = ∆ div u = 0 on ∂Γ,
u× n = (curl u)× n = 0 on ∂Γ.
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As in [6], we introduce the auxiliary variables q = div u and ψ = curl u and can re-write the above
system in the equivalent form

∆2q = 0 in Γ, with q = ∆q = 0 on ∂Γ,(6.2a)
∆ curl ψ = −∇∆q,div ψ = 0 in Γ, with ψ = 0 on ∂Γ,(6.2b)

curl u = ψ,div u = q in Γ, with u× n = 0 on ∂Γ.(6.2c)

Then as in section 5, three types of singularities appear:
Type 1: q = 0, ψ = 0 and u general non-zero solution of (6.2c). This case corresponds to
singularities of type 1 in [6] and are described in Lemma 6.4 of [6].
Type 2: q = 0, ψ general non-zero solution of (6.2b) and u particular solution of (6.2c).
Type 3: q general non-zero solution of (6.2a), ψ particular solution of (6.2b) and u particular
solution of (6.2c).

Remark 6.1 The general case where the right-hand side in the first identity of (6.1) is replaced by
a polynomial F of degree λ−4 is not treated here because for λ ≤ 4, divF = 0 (which corresponds
to (6.2)) and the knowledge of the corner singular exponents in the strip <λ ∈ (− 3

2 , 5) allows to
analyze the regularity Hs+2(Ω) of our solution up to s+ 2 < 6.5, which is more than the expected
maximal regularity with a datum in L2(Ω). Furthermore the knowledge of the corner singular
exponents of (6.1) allows to state regularity results in weighted Sobolev spaces (see section 7).

The singularities of types 2 and 3 are fully different from those from [6] and are described below.
For that purpose, we recall the corner singularities of the Laplace operator with Dirichlet (resp.
Neumann) boundary conditions in Γ, see [11, 7, 6] for instance; as well as the corner singularities
of the Stokes system with Dirichlet boundary conditions in Γ, see [8, 18, 17, 19]. We first denote by
LDir
G (resp. LNeu

G ) the positive (resp. non-negative) Laplace-Beltrami operator with Dirichlet (resp.
Neumann) boundary conditions on G. Recall that LDir

G and LNeu
G are self-adjoint operators with a

compact resolvent in L2(G), hence we denote by σ(LDir
G ) and σ(LNeu

G ) their respective spectrum.
Then we make the following definition.

Definition 6.2 The set ΛDir(Γ) of corner singular exponents of the Laplace operator with Dirichlet
boundary conditions in Γ is defined as the set of λ ∈ C such that there exists a non-trivial solution
ϕ ∈ H1

0 (G) of

(6.3) ∆(rλϕ(ϑ)) = 0.

We denote by ZλDir the (finite) set of such solutions and fix a basis {uλ,pDir}
NDir(λ)
p=1 , with NDir(λ) ∈

N \ {0}. Similarly, the set ΛNeu(Γ) of corner singular exponents of the Laplace operator with
Neumann boundary conditions in Γ is defined as the set of λ ∈ C different from −1, such that
there exists a solution ϕ ∈ H1(G) of (6.3) with Neumann boundary conditions:

∂n(rλϕ) = 0 on ∂Γ.

We denote by ZλNeu the set of such solutions and fix a basis {uλ,pNeu}
NNeu(λ)
p=1 , with NNeu(λ) ∈ N \{0}.

Due to the relation
r2∆ = (r∂r)

2 + (r∂r) + ∆G,

for any λ ∈ C and ϕ ∈ H1(G), we have

(6.4) ∆(rλϕ) = rλ−2L(λ)ϕ,
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where

(6.5) L(λ)ϕ = ∆Gϕ+ λ(λ+ 1)ϕ,

with ∆G the Laplace-Beltrami operator on G. Consequently, the sets ΛDir(Γ) and ΛNeu(Γ) are
related to the spectrum of LDir

G and LNeu
G as follows (see [6, Lemma 2.4]):

ΛDir(Γ) = {−1

2
±
√
µ+

1

4
: µ ∈ σ(LDir

G )},

ΛNeu(Γ) = {−1

2
±
√
µ+

1

4
: µ ∈ σ(LNeu

G ) \ {0}}.

For λ ∈ ΛDir(Γ), the elements of ZλDir are related to the set VDir(λ) of eigenvectors of LDir
G associated

with µ = λ(λ+ 1) via the relation

ZλDir = {rλϕ : ϕ ∈ VDir(λ)}.

The same holds for λ ∈ ΛNeu(Γ), namely

ZλNeu = {rλϕ : ϕ ∈ VNeu(λ)},

where VNeu(λ) is the set of eigenvectors of LNeu
G associated with µ = λ(λ+ 1).

Remark that for λ 6∈ ΛDir(Γ), the operator L(λ) is an isomorphism from H1
0 (G) into H−1(G),

we then denote its inverse by LDir(λ)−1.
Now let us recall that ∇T is the tangential component of the gradient on the unit sphere, while

divT is the adjoint of −∇T , namely for a distribution u, we define

〈divT u, ϕ〉 = −
∫
G

u · ∇Tϕdσ,∀ϕ ∈ D(G).

Further for a vector field ψ defined on G, we denote by ψr = ψ · ϑ its radial component, while
ψT = ψ −ψrϑ is its angular component.

For any ϕ ∈ H1
0 (G) and any λ ∈ C, we recall that

(6.6) ∇(rλϕ) = rλ−1g(λ)ϕ,

where for shortness, we have set

g(λ)ϕ = ∇Tϕ+ λϕϑ.

Similarly for v ∈ H1
0(G) and any λ ∈ C, we notice that

div (rλv) = rλ−1d(λ)v,(6.7)
curl (rλv) = rλ−1c(λ)v,(6.8)

where we have set

d(λ)v = divT vT + (λ+ 2)v · ϑ, c(λ)v = ∇T × v + λϑ× v.

Let us go on with the description of the corner singularities of the Stokes system with Dirichlet
boundary conditions in Γ.
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Definition 6.3 The set ΛS(Γ) of corner singular exponents of the Stokes system with Dirichlet
boundary conditions in Γ is defined as the set of λ ∈ C such that there exists a non-trivial pair
(v, p) ∈ H1

0(G)× L2(G) solution of

(6.9)
{

∆(rλv(ϑ)) +∇(rλ−1p) = 0 in Γ,
div (rλv(ϑ)) = 0 in Γ.

For λ ∈ ΛS(Γ), we denote by VS(λ), the space of non-trivial solutions (v, p) ∈ H1
0(G) × L2(G) of

(6.9).

Due to the relations (6.4), (6.6), and (6.7), we see that (6.9) is equivalent to

LS(λ)(v, p) = (0, 0),

where we have set

LS(λ)(v, p) = (∆Gv + λ(λ+ 1)v + g(λ− 1)p, d(λ)v).

As before, for λ 6∈ ΛS(Γ), the operator LS(λ) is an isomorphism fromH1
0(G)×L2(G) intoH−1(G)×

L2(G), see [17, Thm 5.2.1], hence we will denote its inverse by LS(λ)−1.
We also need to introduce two subsets of ΛS(Γ), namely

ΛSg(Γ) = {λ ∈ ΛS(Γ) : λ+ 2 6∈ ΛDir(Γ)},
ΛSe(Γ) = {λ ∈ ΛS(Γ) : λ+ 2 ∈ ΛDir(Γ), and satisfying

∃(ψ0, p0) ∈ VS(λ) \ {0} : (ϑ · c(λ)ψ0, τ)G = 0,∀τ ∈ VDir(λ+ 2)}.

The first case is a generic one, while the second one is an exceptional one.
We are now ready to characterize the corner singularities of type 2.

Theorem 6.4 A complex number λ, with <λ > 1/2 is a corner singular exponent of type 2 if and
only if λ− 1 ∈ Λ(2)(Γ) := ΛSg(Γ) ∪ ΛSe(Γ).

Proof. For a singularity of type 2, as q = 0, by (6.2b), ψ = rλ−1ψ0 with ψ0 ∈ L2(G) satisfies

(6.10) ∆ curl ψ = 0,div ψ = 0 in Γ, with ψ = 0 on ∂Γ.

This implies that curl ψ is regular in Γ. As ∆ curl ψ = curl ∆ψ, we deduce that

curl ∆ψ = 0.

Therefore there exists p such that

(6.11) ∆ψ = −∇p in Γ,

with p = 1
λ−2 (∆ψ) · x if λ 6= 2, due to (2.4), otherwise (see the identity [6, (6.11)])

p(r, ϑ) = r−1ϕ(ϑ),

with ϕ ∈ L2
loc(G). As ∆ψ = − curl curl ψ, p is regular in Γ and since ∆ψ belongs to H−1(Σ)

(where Σ = {x ∈ Γ : |x| ∈ (1, 2)}), by Corollary I.2.2 of [9], we deduce that p ∈ L2(Σ). Hence, in
both cases, we have

p = rλ−2p0(ϑ)
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with p0 ∈ L2(G).
By (6.10) and (6.11), we deduce that the pair (ψ, p) = (rλ−1ψ0, r

λ−2p0) is solution of the
Stokes problem

(6.12)

 ∆ψ +∇p = 0 in Γ,
div ψ = 0 in Γ,
ψ = 0 on ∂Γ.

Hence a non-trivial solution exists if and only if λ− 1 belongs to ΛS(Γ).
Once ψ is known, it remains to find u solution of (6.2c) with q = 0, namely

curl u = ψ,div u = 0 in Γ, with u× n = 0 on ∂Γ.

But (2.5) yields
curl (ψ × x) = (λ+ 1)ψ,

and therefore
curl (u− 1

λ+ 1
ψ × x) = 0.

Hence there exists a scalar field Ξ = rλ+1ξ with ξ ∈ H1
0 (G) such that

u− 1

λ+ 1
ψ × x = ∇Ξ.

The divergence free property of u then gives

∆Ξ = − 1

λ+ 1
div(ψ × x) = − 1

λ+ 1
(x · curl ψ),

which is equivalent to

L(λ+ 1)ξ = − 1

λ+ 1
h,

where h is given by (recalling (6.8) and the definition of ψ0)

h = ϑ · c(λ− 1)ψ0,

with 0 6= (ψ0, p0) ∈ VS(λ− 1). Therefore we need to distinguish between the case λ+ 1 in ΛDir(Γ)
or not. In the case λ+1 6∈ ΛDir(Γ), corresponding to the case λ−1 ∈ ΛSg(Γ), there is no condition
on h, and no additional condition on λ is needed to find ξ and then u. In the case λ+ 1 ∈ ΛDir(Γ),
ξ exists if and only if h satisfies the orthogonality condition

(h, τ)G = 0,∀τ ∈ VDir(λ+ 1),

which corresponds to the condition λ− 1 in ΛSe(Γ).
To describe the corner singular exponents of type 3, we clearly need to characterize the non

trivial solutions of (6.2a).

Lemma 6.5 A non zero solution q = rνQ(ϑ) with ν ∈ C and a function Q defined on G of

(6.13) ∆2q = 0 in Γ, with q = ∆q = 0 on ∂Γ

exists if and only if either ν ∈ ΛDir(Γ) or ν − 2 ∈ ΛDir(Γ). In the first case, Q belongs to VDir(ν),
while in the second case L(ν)Q belongs to VDir(ν − 2) if ν 6= 1

2 .
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Proof. If q is a solution of (6.13), by setting s = ∆q, we get the equivalent lower triangular system

∆s = 0 in Γ, with s = 0 on ∂Γ,(6.14a)
∆q = s in Γ, with q = 0 on ∂Γ.(6.14b)

Hence two types of singularities appear:
Type 1: s = 0 and we have to find a general non-zero solution q of

∆q = 0 in Γ, with q = 0 on ∂Γ.

Therefore ν belongs to ΛDir(Γ) and Q belongs to VDir(ν).

Type 2: s is a general non-zero solution of (6.14a) and q is a particular solution of (6.14b).
Since s = rν−2S, with a function S defined in G, we find that ν − 2 belongs to ΛDir(Γ) and
S ∈ VDir(ν − 2). Now q is solution of (6.14b) if and only if

(6.15) L(ν)Q = S in G, with Q = 0 on ∂G.

If ν 6= 1
2 , a solution Q of (6.15) always exists since either ν 6∈ ΛDir(Γ) and then LDir(ν) is invertible

or ν ∈ ΛDir(Γ) and a solution exists since S is orthogonal to any element of VDir(ν).
Notice that

L(ν)S = (L(ν)− L(ν − 2))S = 2(2ν − 1)S,

hence if ν 6= 1
2 , a solution Q of (6.15) is given by 1

2(2ν−1)S.
If ν = 1

2 , as by assumption ν − 2 = − 3
2 belongs to ΛDir(Γ), then 1

2 is also in ΛDir(Γ). Since in
that case, S does not satisfy the orthogonality relation, q exists in the form r

1
2 (ln rS + ψ), with

ψ ∈ H1
0 (G), see Theorem 4.22 of [23].

Before stating our result about corner singular exponents of type 3, let us introduce the following
sets:

Λ3g(Γ) = {λ ∈ C \ ΛS(Γ) : λ− 2 ∈ ΛDir(Γ)},
Λ3e(Γ) = {λ ∈ ΛS(Γ) : λ− 2 ∈ ΛDir(Γ) such that ∃S ∈ VDir(λ− 2) \ {0} :

(∇TS × ϑ,ψ)G = 0,∀(ψ, p) ∈ VS(−(λ̄+ 1)}.

These sets will be used in the construction of ψ in case of singular exponent of type 3, for the
construction of u, we further need the following subsets:

Λ3g,g(Γ) = {λ ∈ Λ3g(Γ) : λ+ 2 6∈ ΛDir(Γ)},
Λ3e,g(Γ) = {λ ∈ Λ3e(Γ) : λ+ 2 6∈ ΛDir(Γ)}.

As in the case of singularities of type 2, if λ in Λ3g(Γ) (resp. Λ3e(Γ)) is such that λ+ 2 ∈ ΛDir(Γ),
the situation is more delicate and we need to define

Λ3g,e(Γ) = {λ ∈ Λ3g(Γ) : λ+ 2 ∈ ΛDir(Γ) satisfying (6.16) below },
Λ3e,e(Γ) = {λ ∈ Λ3e(Γ) : λ+ 2 ∈ ΛDir(Γ) satisfying (6.17) below }.

∃S ∈ VDir(λ− 2) \ {0} : (ψ0, p0) = LS(λ)−1 (∇TS × ϑ, 0) satisfies(6.16)
(ϑ · c(λ)ψ0, τ)G = 0,∀τ ∈ VDir(λ+ 2).

∃(S, (χ, p)) ∈ VDir(λ− 2)× VS(λ) \ {0} : (ψ0, p0) = LS(λ)−1 (∇TS × ϑ, 0) + (χ, p) satisfies(6.17)
(ϑ · c(λ)ψ0, τ)G = 0,∀τ ∈ VDir(λ+ 2).

28



Here is our result about corner singular exponents of type 3.

Theorem 6.6 A complex number λ with <λ > 1
2 is a corner singular exponent of type 3 if and

only if λ− 1 ∈ Λ(3)(Γ) := ΛDir(Γ) ∪ Λ3g,g(Γ) ∪ Λ3g,e(Γ) ∪ Λ3e,g(Γ) ∪ Λ3e,e(Γ).

Proof. Let q = rλ−1Q be a solution of (6.2a). Then owing to Lemma 6.5 either λ− 1 ∈ ΛDir(Γ)
and Q ∈ VDir(λ− 1) or λ− 3 ∈ ΛDir(Γ) with ∆q = rλ−3S and S ∈ VDir(λ− 3) if λ− 1 6= 1

2 .
In the first case, ∆q = 0 and therefore as particular solution of (6.2b) we can chose ψ = 0.

Consequently (6.2c) reduces to

curl u = 0,div u = q in Γ, with u× n = 0 on ∂Γ.

The first condition and the boundary condition allow to write u = ∇(rλ+1ϕ), with ϕ ∈ H1
0 (G),

and the divergence constraint div u = q becomes

L(λ+ 1)ϕ = Q in G.

This problem has always a solution because in the case λ + 1 ∈ ΛDir(Γ), Q is orthogonal to any
element of VDir(λ+ 1).

Let us go on with the second case, namely, when λ− 3 ∈ ΛDir(Γ). First we notice that we can
assume that λ − 1 6= 1

2 . Indeed if λ − 1 = 1
2 , then λ − 3 = − 3

2 which by assumption belongs to
ΛDir(Γ), but then 1

2 belongs to ΛDir(Γ) as well, and by the first case, we have previously shown
that it generates the corner singular exponent 3

2 .
As λ− 1 6= 1

2 , problem (6.2b) becomes

(6.18) ∆ curl ψ = −∇(rλ−3S),div ψ = 0 in Γ, with ψ = 0 on ∂Γ,

with S ∈ VDir(λ− 3). But due to (2.5), we have

curl (∇(rλ−3S)× x) = (r∂r + 2)(∇(rλ−3S)) = (λ− 2)∇(rλ−3S).

Since −1 does not belong to ΛDir(Γ), λ cannot be equal to 2, therefore replacing S by −(λ− 2)S,
which is still in VDir(λ− 3), we get

curl
(
∆ψ −∇(rλ−3S)× x

)
= 0.

Consequently there exists p0 ∈ L2(G) such that

(6.19) ∆ψ = ∇(rλ−3S)× x−∇p.

where p = −rλ−2p0. This property and (6.18) imply that the pair (ψ, p) is solution of the non-
homogeneous Stokes system

(6.20)

 ∆ψ +∇p = ∇(rλ−3S)× x = rλ−3∇TS × ϑ in Γ,
div ψ = 0 in Γ,
ψ = 0 on ∂Γ.

Again we need to distinguish between the case λ− 1 ∈ ΛS(Γ) or not.
1. If λ− 1 6∈ ΛS(Γ), then (ψ, p), in the form described above, exists and is unique. This precisely
means that λ− 1 belongs to Λ3g(Γ).
2. In the case when λ−1 ∈ ΛS(Γ), the right-hand side of (6.20) has to be in the range of the Stokes
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system, which means that (∇TS × ϑ, 0) belongs to kerLS(λ− 1)∗. As LS(λ− 1)∗ = LS(−λ̄), see
[17, p. 149], we get the condition

(∇TS × ϑ,ψ)G = 0,∀(ψ, p) ∈ VS(−λ̄),

which precisely means that λ− 1 belongs to Λ3e(Γ). As in the previous theorem, we then get

(ψ0, p0) = LS(λ− 1)−1 (∇TS × ϑ, 0) + (χ0, q0),

with (χ0, q0) ∈ VS(λ− 1).
Once we have (ψ, p) in hand, we look for u solution of (6.2c). As in the proof of Theorem 6.4,

we then get

u− 1

λ+ 1
ψ × x = ∇(rλ+1ξ),

with ξ ∈ H1
0 (G). The divergence constraint div u = q becomes

∆(rλ+1ξ) = q − 1

λ+ 1
div(ψ × x) = q − 1

λ+ 1
(x · curl ψ),

which is equivalent to

L(λ+ 1)ξ = Q− 1

λ+ 1
h,

where, in its full generality, we have

h = ϑ · c(λ− 1)ψ0,

where
(ψ0, p0) = LS(λ− 1)−1 (∇TS × ϑ, 0) + (χ0, q0).

Consequently if λ+ 1 6∈ ΛDir(Γ), no more constraint is needed (corresponding to the case λ− 1 ∈
Λ3g,g(Γ) or to the case λ− 1 ∈ Λ3e,g(Γ)). On the contrary if λ+ 1 ∈ ΛDir(Γ), Q− 1

λ+1h has to be
orthogonal to the elements of VDir(λ+ 1). But since we have assumed that λ− 1 6= 1

2 , Q is already
orthogonal to that space, therefore it remains to impose this orthogonality property on h, which
leads to the additional constraint λ− 1 ∈ Λ3g,e(Γ) or λ− 1 ∈ Λ3e,e(Γ).

Finally as in subsection 5.3 we have to take into account the constraint that the singular
functions have to be locally in V . This leads to the following set of singular exponents (see
Theorems 6.4 and 6.6)

Λ = {λ ∈ R : λ+ 1 ∈ ΛDir(Γ) with λ > −3

2
}

∪ {λ ∈ C : λ− 1 ∈ Λ(2)(Γ) ∪ Λ(3)(Γ) with <λ > 1

2
}.

For each λ ∈ Λ, we will fix a basis {Sλ,p}N(λ)
p=1 , with N(λ) ∈ N \ {0}, of the set of linearly

independent solutions of system (6.2).

Remark 6.7 As usual, the minimal regularity near the corner c is related to the minimal value
of the real part of the elements from Λ. Analytical and/or numerical results about the set ΛDir(Γ)
(resp. ΛS(Γ)) are available in [26, 2, 7, 15, 3] (resp. [8, 18, 17, 19]). Such results can be used to
obtain informations on the sets Λ(2)(Γ) and Λ(3)(Γ).
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7 Some regularity results for domains with point singularities
To end this paper we want to prove some regularity results for domains with point singularities
(case 2). Note that standard localization procedures do not work in our setting since our differential
operator is of order 4 and since the multiplication by a cut-off function is not stable in V , in the
sense that if u ∈ V and η is a smooth function, then we do not automatically have ηu ∈ V .
Hence again we use global regularity results in weighted Sobolev spaces for domains with point
singularities described in section 8.2 of [16]. We restrict ourselves to this case, because such results
are not available for fourth order operators in polyhedral domains.

We first recall the usual weighted Sobolev spaces of Kondratiev type. For any ` ∈ N and β > 0,
we set

V `α(Ω) = {u ∈ L2
loc(Ω) : rα−`+|β|Dβu ∈ L2(Ω),∀|β| ≤ `},

which is a Hilbert space with its natural inner product and norm ‖ · ‖`,α. The vectorial version
will be denoted by V`

α(Ω). We directly check that if u ∈ V `α(Ω), then ∂ju belongs to V `−1
α (Ω), for

all j = 1, 2 or 3, with the estimate

(7.1) ‖∂ju‖`−1,α . ‖u‖`,α.

Furthermore owing to Lemma 6.1.2 of [16], if u ∈ V `α(Ω), then its trace γu on ∂Ω satisfies
rα−(`− 1

2 )γu ∈ L2(∂Ω) with the estimate

(7.2) ‖rα−(`− 1
2 )γu‖∂Ω . ‖u‖`,α.

Now for a corner c of Ω, we introduce the operator pencil C(λ) defined by

C(λ) : H4(G)→ L2(G)×R(G) : u→ C(λ)u = (L(λ− 2)L(λ)u,B(λ)u),

where R(G) = H
7
2

T (∂G)×H
5
2

T (∂G)×H 5
2 +`(∂G)×H 1

2 +`(∂G), and

B(λ)u = ((γu)× n, γ(c(λ)u)× n, γd(λ)u, γL(λ− 2)d(λ)u)>,

recalling the definition (4.1) of B and the relations (6.4), (6.7), (6.8) and

∆2(rλu) = rλ−4L(λ− 2)L(λ)u.

Since our starting system is elliptic, according to the considerations from section 8.2 of [16], the
operator C(λ) has the following properties.

Theorem 7.1 The operator C(λ) is a Fredholm operator for all λ ∈ C and is an isomorphism
except for a countable number of isolated points which are the corner singular exponents described
in the previous section. Further in any double sector

{λ ∈ C : |<λ| < δ|=λ|}, δ > 0,

C(λ) is an isomorphism except for a finite number of points.

Now we can state our first regularity result.

Theorem 7.2 Assume that the line <λ = 1
2 is free of corner singular exponents. Then the operator

A0 is an isomorphism from V4
2(Ω) into V0

2(Ω)×BV4
2(Ω).
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Proof. Owing to Theorem 8.2.1 of [16], the operator A0 is Fredholm from V4
2(Ω) into V0

2(Ω) ×
BV4

2(Ω); its kernel consists of functions only in V4
2(Ω) and its cokernel is made of functions (v, v)

solution of the homogeneous adjoint problem (4.10) such that v ∈ V4
2(Ω) and v is smooth far from

the corners. But owing to a local version of Lemma 4.3, if (v, v) is in the cokernel of A0, v belongs
to the kernel of A0.

Hence the conclusion follows if we show that the kernel of A0 (as operator from V4
2(Ω) into

V0
2(Ω)×BV4

2(Ω)) is reduced to zero. So let us fix u ∈ V4
2(Ω) such that{

∆2u = 0 in Ω,
Bu = 0 on ∂Ω.

Since
C∞0 (Ω̄ \ C) = {v ∈ C∞(Ω̄) : v = 0 in a neighborhood of the corners}

is dense in V 4
2 (Ω), we can fix a sequence of functions un ∈ C∞0 (Ω̄ \ C)3, n ∈ N such that

(7.3) un → u in V4
2(Ω), as n→∞.

Hence applying Green’s formula (4.7) we get

a(un,un) =

∫
Ω

∆2un · ūn(7.4)

+

∫
∂Ω

(
div ∆unūn · n−∆un · ndiv ūn − curl ∆un · (ūn × n)−∆un · (curl ūn × n)

)
.

As V4
2(Ω) is continuously embedded into H2(Ω), the left-hand side of this identiy tends to a(u,u)

as n goes to ∞. Hence it remains to pass to the limit in each term of the right-hand side. For the
first term, we notice that (7.3) implies that

r−2un → r−2u in L2(Ω), as n→∞,
r2∆2un → r2∆2u in L2(Ω), as n→∞,

and consequently, by Cauchy-Schwarz’s inequality we deduce that∫
Ω

∆2un · ūn →
∫

Ω

r2∆2u · (r−2ū) = 0, as n→∞.

Similarly, using (7.1) and (7.2), (7.3) implies that

r−
3
2un → r−

3
2u in L2(∂Ω), as n→∞,

r
3
2 div ∆un → r

3
2 div ∆u in L2(∂Ω), as n→∞,

and as before we deduce that∫
∂Ω

div ∆unūn · n→
∫
∂Ω

div ∆uū · n = 0, as n→∞.

The same argument applies to the other boundary terms and yields∫
∂Ω

(
div ∆unūn ·n−∆un ·ndiv ūn− curl ∆un · (ūn×n)−∆un · (curl ūn×n)

)
→ 0, as n→∞.
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This means that we have shown that
a(u,u) = 0,

and since u belongs to V , we deduce that u = 0.
With this result in hand we can use the comparison Theorem 8.2.2 of [16] which directly leads

to the

Theorem 7.3 Let ` ∈ N and β ∈ R such that β − ` < 2. Assume that the lines <λ = 1
2 and

<λ = `− β + 5
2 are free of corner singular exponents. Let u0 ∈ V4

2(Ω) be the unique solution of

(7.5)
{

∆2u0 = f in Ω,
Bu0 = g on ∂Ω,

with f ∈ V`
β(Ω) and g ∈ BV`+4

β (Ω). Then u0 admits the decomposition

(7.6) u0 = uR +
∑
c∈C

∑
λ∈Λc: 12<<λ<`−β+ 5

2

∑
p

kc,λ,pS
λ,p,

where uR ∈ V`+4
β (Ω) and for all c ∈ C, λ ∈ Λc : 1

2 < <λ < `− β + 5
2 and p, kc,λ,p ∈ C.

We now exploit this result to get a decomposition of the variational solution u ∈ V of (3.9)
(with f ∈ L2(Ω)) into a regular part and a singular one. Before we need a variant of Lemma
3.6 where the regular and the singular parts are orthogonal for the inner product induced by the
sesquilinear form a. In a first step as ηc∇uλ+1,p

Dir are not in V , we need to correct them.

Lemma 7.4 For all c ∈ C, λ ∈ (− 3
2 ,

1
2 ) : λ + 1 ∈ ΛDir(Γc) and all p, there exists rc,λ,p ∈ V2

0(Ω)
such that

(7.7) Uc,λ,p = ηc∇uλ+1,p
Dir − rc,λ,p

belongs to V .

Proof. For shortness, set S = ηc∇uλ+1,p
Dir and drop the indices c, λ and p. As η is a radial function,

we see that

S× n = 0 on ∂Ω,

div S = 0 on ∂Ω.

Unfortunately (curl S)× n is not zero on the boundary, because (2.3) yields

curl S = ∇η ×∇uDir.

But as ∇η is zero near c and far from c and as uDir is smooth far from c, we deduce that curl S
belongs to C∞0 (Ω̄ \ C)3.

Therefore we look for r ∈ V2
0(Ω) such that r = 0 on ∂Ω,
div r = 0 on ∂Ω,
curl r× n = (curl S)× n on ∂Ω.
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Indeed by the expressions (4.3) and (4.4), this system is equivalent to r = 0 on ∂Ω,
n · ∂nr = 0 on ∂Ω,
(n× ∂nr)× n = (curl S)× n on ∂Ω.

This means that it suffices to require that

(7.8)
{

r = 0 on ∂Ω,
∂nr = (curl S)× n on ∂Ω.

By the property curl S ∈ C∞0 (Ω̄ \ C)3, the existence of r ∈ V2
0(Ω) satisfying the two boundary

conditions (7.8) follows. Indeed applying Theorem 1.5.1.2 of [11] in a smooth domain Ω̃ which
coincides with Ω except in a small neighborhood of the corners we get a function r̃ ∈ H2(Ω̃)
satisfying (7.8) on the boundary of Ω̃. We get the desired function by multiplying r̃ by a cut-off
function which is equal to 1 on the support of curl S and equal to 0 near the corners.

Now we notice that the estimate (3.16) implies that H2(Ω)∩V is a closed subspace of V , hence
we can define the projection P on H2(Ω) ∩ V with respect to the inner product a. Let us further
set K = (I − P )V .

Lemma 7.5 Under the assumptions of Lemma 3.6, any u ∈ V admits the decomposition (3.12)
where ureg ∈ H2(Ω) ∩ V , and using ∈ K is given by

(7.9) using =
∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p(I − P )Uc,λ,p,

where for λ ∈ (− 3
2 ,

1
2 ) such that λ + 1 ∈ ΛDir(Γc), dc,λ,p ∈ C. Consequently ureg and using are

orthogonal, namely
a(ureg,using) = 0.

Proof. Let u be fixed in V . According to Lemma 3.6 u admits the decomposition

u = ureg +
∑
c∈C

ηc
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p∇uλ+1,p
Dir ,

with ureg ∈ H2(Ω) and dc,λ,p in C. Hence by the previous Lemma, we have

u = u(1)
reg +

∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,pUc,λ,p,

with
u(1)

reg = ureg +
∑
c∈C

∑
λ∈(− 3

2 ,
1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,prc,λ,p

which clearly belongs to H2(Ω). But it also belongs to V because u is in V as well as all Uc,λ,p. We
get the orthogonal decomposition by splitting Uc,λ,p into the sum of PUc,λ,p and of (I−P )Uc,λ,p.

We are now ready to state the main result of this section.
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Theorem 7.6 Let ` ∈ N and β ∈ R such that β − ` ≤ 0. Assume that the lines <λ = 1
2 and

<λ = ` − β + 5
2 are free of corner singular exponents. Assume further that 1

2 6∈ ΛNeu(Γc), for
all c ∈ C. Let u ∈ V be the unique solution of (3.3) with f ∈ V`

β(Ω). Then it admits the next
decomposition

u = uR +
∑
c∈C

( ∑
λ∈Λc: 12<<λ<`−β+ 5

2

∑
p

kc,λ,pS
λ,p(7.10)

+
∑

λ∈(− 3
2 ,

1
2 ):λ+1∈ΛDir(Γc)

∑
p

dc,λ,p(I − P )Uc,λ,p

)
,

where uR ∈ V`+4
β (Ω), kc,λ,p ∈ C and dc,λ,p ∈ C.

Proof. The assumption β − ` ≤ 0 implies that V`
β(Ω) is embedded into L2(Ω), therefore problem

(3.3) has indeed a unique solution u ∈ V . Then according to Lemma 7.5, u admits the decomposi-
tion (3.12) where ureg ∈ H2(Ω)∩V , and using ∈ K (given by (7.9)). Using a similar decomposition
for v = vreg + vsing with vreg ∈ H2(Ω) ∩ V and vsing ∈ K, (3.3) is equivalent to

(7.11) a(ureg,vreg) =

∫
Ω

f · v̄reg,∀vreg ∈ H2(Ω) ∩ V,

and the finite linear system

(7.12) a(using,vsing) =

∫
Ω

f · v̄sing,∀vsing ∈ K.

Now by Theorem 7.3, there exists a unique solution u0 ∈ V4
2(Ω) of

(7.13)
{

∆2u0 = f in Ω,
Bu0 = 0 on ∂Ω,

which admits the decomposition (7.6) with uR ∈ V`+4
β (Ω) and kc,λ,p ∈ C.

As u0 belongs to H2(Ω) and satisfies Bu0 = 0 on ∂Ω, it belongs to H2(Ω) ∩ V . Hence it
remains to show that

(7.14) a(u0,vreg) =

∫
Ω

f · vreg,∀vreg ∈ H2(Ω) ∩ V.

Indeed since the solution of (7.11) is unique, we will deduce that u0 = ureg, whence the decompo-
sition (7.10) for u.

For an arbitrary vreg ∈ H2(Ω) ∩ V , we transform the left-hand side of (7.14) by using the
decomposition (7.6). First for the term a(uR,vreg), as uR belongs to H4(Ω), we can apply Green’s
formula (4.7) to get

a(uR,vreg) =

∫
Ω

∆2uR · v̄reg(7.15)

+

∫
∂Ω

(
div ∆uRv̄reg · n−∆uR · n div v̄reg − curl ∆uR · (v̄reg × n)−∆uR · (curl v̄reg × n)

)
.

For the term a(Sλ,p,vreg), for one λ ∈ Λc and p, we denote by hλ,p = −∆Sλ,p, and recall that hλ,p
is in H2 far from c and ∆hλ,p = −∆2Sλ,p is zero near the corner c. Consequently one has∫

Ω

(curl2−∇div)hλ,p · vreg = lim
ε→0

∫
Ωε

(curl2−∇ div)hλ,p · vreg,
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where Ωε = {x ∈ Ω : r(x) > ε}. Now applying Green’s formula in Ωε, we find that∫
Ω

(curl2−∇div)hλ,p · vreg = lim
ε→0

(∫
Ωε

(curl hλ,p · curl vreg + div hλ,p div vreg)

+

∫
∂Ωε

(curl hλ,p · (vreg × n)− div hλ,p vreg · n)
)
.

But vreg being in H2(Ω) by the Sobolev embedding theorem, vreg belongs to C0, 12 (Ω̄) and since
vreg × n = 0, we deduce that vreg(c) = 0 and

|vreg(x)| . r
1
2 .

Since curl hλ,p and div hλ,p behaves like rλ−3 near c, we deduce that∣∣∣ ∫
∂Ωε∩{r=ε}

(curl hλ,p · (vreg × n)− div hλ,p vreg · n)
∣∣∣ . ε<λ−

1
2 ,

and since <λ− 1
2 > 0, we get

lim
ε→0

∫
∂Ωε∩{r=ε}

(curl hλ,p · (vreg × n)− div hλ,p vreg · n) = 0.

Further as divhλ,p = −div ∆Sλ,p is zero on V ∩ ∂Ω with a sufficiently small neighborhood V
of the corners, vreg × n = 0 on ∂Ω and with the previous property, we deduce that

lim
ε→0

∫
∂Ωε

(curl hλ,p · (vreg × n)− div hλ,p vreg · n) = −
∫
∂Ω

div hλ,p vreg · n.

On the other hand as div vreg ∈ H1
0 (Ω) and curl vreg ∈ H1

0 (Ω)3, by Hardy’s inequality we
deduce

r−1 div vreg ∈ L2(Ω) and r−1 curl vreg ∈ L2(Ω).

This implies that

lim
ε→0

∫
Ωε

(curl hλ,p · curl vreg + div hλ,p div vreg) =

∫
Ω

(curl hλ,p · curl vreg + div hλ,p div vreg),

and therefore we have proved that∫
Ω

(curl2−∇div)hλ,p · vreg =

∫
Ω

(curl hλ,p · curl vreg + div hλ,p div vreg)(7.16)

−
∫
∂Ω

div hλ,p vreg · n.

At this stage we again have to integrate by parts in the first term of this right-hand side. For
that purpose, we fix a cut-off function η with a support included in V and such that η = 1 near
the corners. The previous considerations show that η div vreg ∈ H1

0 (Ω) and η curl vreg ∈ H1
0 (Ω)3,

since D(Ω) is dense in H1
0 (Ω), there exists a sequence dn ∈ D(Ω) (resp. wn ∈ D(Ω)3), n ∈ N such

that

dn → η div vreg in H1
0 (Ω), as n→∞,

wn → η curl vreg in H1
0 (Ω)3, as n→∞.
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Hence∫
Ω

(curl hλ,p · (η curl vreg) + div hλ,p(η div vreg)) = lim
n→∞

∫
Ω

(curl hλ,p ·wn + div hλ,p dn),

and by Green’s formula, we deduce that∫
Ω

(curl hλ,p · (η curl vreg) + div hλ,p(η div vreg)) = lim
n→∞

∫
Ω

hλ,p · (curl wn −∇dn).

As hλ,p belongs to L2(Ω), we can pass to the limit in this right-hand side and deduce that∫
Ω

(curl hλ,p · (η curl vreg) + div hλ,p(η div vreg))(7.17)

=

∫
Ω

hλ,p · (curl (η curl vreg)−∇(η div vreg)).

As (1− η) div vreg and (1− η) curl vreg are in H1 and is zero near the corners, we can directly
apply Green’s formula to get∫

Ω

(curl hλ,p · ((1− η) curl vreg) + div hλ,p((1− η) div vreg))

=

∫
Ω

hλ,p · (curl ((1− η) curl vreg)−∇((1− η) div vreg)).

This identity with (7.17) implies that∫
Ω

(curl hλ,p · curl vreg + div hλ,p div vreg) =

∫
Ω

hλ,p · (curl curl vreg)−∇ div vreg).

Inserting this identity in (7.16), we have shown that∫
Ω

(curl2−∇ div)hλ,p · vreg = a(Sλ,p,vreg)−
∫
∂Ω

div hλ,p vreg · n.

This identity with (7.15) and the expression (7.6) lead to

a(u0,vreg) =

∫
Ω

∆2u0 · v̄reg +

∫
∂Ω

div ∆u0v̄reg · n(7.18)

=

∫
Ω

f · v̄reg,

due to (7.13). This proves (7.14).
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