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Abstract
In our work on computational design of expressive gestural
interaction, we experienced various challenges for design-
ing accurate methods for the task at end, and their under-
standability and usability from the user perspective. In this
proposal we present the computational approach devel-
oped in our research relying on volitional, personal, varia-
tions of gesture execution. In prior work, gesture variations
have often been considered as undesirable. We present
the modelling strategy undertaken to tackle this challenge
and present two examples of models developed. By this
proposal, we aim to discuss the encountered challenges for
machine learning and human-computer interaction.
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Context
As interactive systems are spreading outside of workspaces
towards our everyday life, new elements of human be-
haviour such as expressivity must be embraced in tech-
nology for Human-Computer Interaction (HCI) [2]. Part of
this new objective in HCI is to build technologies that are
“closer", or more “natural", to human, leveraging on the use
of body movements and gestures in order to enhance ex-
pressivity in interaction. Designing expressive gestural in-



teraction has been the cornerstone of performing arts with
digital media. For example, music technologists have lever-
aged on motion sensing technology to explore new types
of interaction between the body and digital medias or to ex-
tend the existing ones in traditional instruments [6]. Music
interaction can serve as an epitome of expressive gestural
interaction.

Expressivity in Music Interaction
In a general understanding, expressivity involves the idea
of potential variation instantiated by the consistent constitu-
tive structure. In computer science for instance, expressivity
(or expressive power) has been used in programming lan-
guage theory and refers to a measure of the range of ideas
expressible in a given programming language [4].

In HCI related fields, examining and designing medium for
allowing expressivity is part of the core research in Music
Technology, and more precisely in the NIME community,
where NIME stands for New Interfaces for Musical Expres-
sion. Expression in interactive music is understood to be
musical expression, connecting it to the art of all musical
performance. In instrumental performance, for example,
of classical music, musical expression is related directly to
variation as re-interpretation of an existing piece. One pi-
anist may interpret an established repertoire composition
differently than another pianist: we can think of this as inter-
user variation [8]. Or, a single performer may interpret the
same composition differently in different performances: this
may depend on their emotional or psychological state at the
moment of a concert, the feedback the performer gets back
from the audience, or through changes of context such as
the size of the performance venue.

In this way, musical performance serves as a useful exam-
ple of understanding expressive gestural interaction not

just as an intuitive and emotional, but as volitional, contex-
tual input to interactive systems that may facilitate human-
human communication.

Challenge
Facilitating expressive gestural performance in interactive
systems remains challenging. A first important challenge
currently faced by artists, researchers, designers, practition-
ers in interaction design is the use of complex motion data
(provided by modern interfaces) as an expressive channel
in interaction. A second important challenge is to build sys-
tems able to understand unexpected variations of the gestu-
ral inputs. To meet these challenges, a promising approach
relies on the use of adaptive computational methods that
are able to automatically treat the data and being able to be
adapted by the users. We argue that a promising approach
relies in Human-Centred Machine Learning.

Machine learning has recently gained interest outside of its
disciplines of origin (statistics and computer science), and
has been shown promising for Human-Computer Interac-
tion and Creative practices [5], especially if considering the
human in the learning loop. In general-purpose machine
learning, gesture variations have often been considered as
undesirable and handled by (co-)variances in probabilistic
learning algorithms.

In our approach, (volitional) variations in motion data are
viewed as expressive vectors for interaction and, therefore,
taken into account in the design strategies of our computa-
tion models.

Modelling Strategy
Our approach relies on models of user’s gesture expres-
sivity that can be implemented in interactive systems. The
models are meant to extract a set of characteristics of the



physical movement execution, based on data captured from
the performance. Even if we primarily mentioned the use of
such models for interaction, they can serve two purposes:
performance analysis and/or control parameters in interac-
tive music systems.

Various challenges arise from analysing such performance
data: the motion characteristics might not be independent
of each other; the correspondence between these charac-
teristics and the signal measured with motion capture might
be non-trivial or corrupted by noise; and these character-
istics may often be time-varying. Therefore, our modelling
strategy relies on a probabilistic framework able to handle
variability within the data through the use of time- and co-
dependent random variables [7]. In particular, we propose
to use a Bayesian framework, which allows for handling
both variability in observed data and dependences between
time-varying motion characteristics.

We present two approaches that we developed during our
past investigations1. The first approach imposes the varia-
tion space but allows for continuous and unbounded explo-
ration within this space. The second approach allows the
user to build the variation space but bounds the exploration.

Tracking Variations
Based on the modelling strategy presented above, we con-
ceived a model called Gesture Variation Follower (GVF) [3].
A gesture is modelled as a temporal trajectory of its char-
acteristics and a set of variations of these characteristics
along time. The set of variations is pre-defined and are typ-
ically the speed, acceleration, size, and orientation. The
method uses a tracking formulation of gesture recognition
under variations in order to estimate in real-time the ges-

1Note that the implementations of the reported models can be found
online at https://github.com/bcaramiaux

ture executed and its variations. The incremental tracking is
using a sequential sampling method called particle filtering
[1].

The model relies on two steps: learning and performing. In
the learning phase, the user provides the model with exam-
ples of gestures to be recognised (templates). Only one ex-
ample per gesture is needed. In the performing phase, the
user performs a gesture and for each incoming sample the
model aligns it onto the templates, computes an alignment
distance and estimates the variations between the incoming
gesture and the likeliest template. In other words, the model
outputs gesture and variation estimations sample-wise.

Learning Variations
A second model aimed at learning the intended personal
gesture variations provided by the performer. The goal is
to ask the performer to execute the same gesture with dif-
ferent variations and then a model of these variations is
learned. At test time, the system is able to predict the varia-
tion (or combination of variations) applied to the performed
gesture.

A first version of the model uses Gaussian Mixture Mod-
els (GMM). A GMM is learned in a supervised manner
where each component is a variation example provided
by the user. The model has been evaluated through the
case study of music conducting [9]. We found that partici-
pants with differing levels of expertise can control gesture
variations of articulation and that the audio-visual feedback
induces a gain in skills.

Contribution to the Workshop
Our goal for the workshop is to engage with researchers
working on machine learning and HCI. In particular we are
interested in discussing: how do the highlighted research
question overlap with challenges in other disciplines (for

https://github.com/bcaramiaux


instance outside of creative applications)? How can ex-
pressive interaction inform on interesting computational
problems for the next generations of HCI? How a human-
centred approach of machine learning can help in designing
expressive interaction? How allowing variations in motion
performance would facilitate exploration and creativity in
gesture-based interaction? How can these outcomes be
linked with user’s model of perception?
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