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Optimal Paths in a Constrained Image Plane
for Purely Image—Based Parking

Paolo Salaris, Felipe A. W. Belo, Daniele Fontanelli, Luca @re&ntonio Bicchi

Abstract— This paper presents a correct solution to the with limited field-of-view cameras is that of keeping the-fea
optimal visual feedback control for a nonholonomic vehicle tures in view during the robot manoeuvres, which has been
with limited field—of—view. Previous work on this subject [2] addressed at times using omni—directional cameras ([1]),

has shown that the search for a shortest path can be limited . th ol - 15 itchi isual )
to simple families of trajectories. We preliminarily provide an  Image path planning ([15]), or switching visual servoing

extension of the alphabet of optimal control words, to cover Schemes ([5]). The limited field—of-view (FOV) constraint
some regions of the vehicle plane where the synthesis of [2] turns is most often neglected, even in the more intuitive IBVS
out to be suboptimal. The main contribution of this paperis an  approaches. In the context of mobile robotics, the FOV

algorithm to translate the optimal synthesis to the image plane, roplem has been successfully solved for a unicycle—like
thus enabling a purely image—based optimal control scheme. vehicle in [16], [7]

This allows better performance and increases the robustness of h ) . .
the overall process, avoiding the need of slowly—converging and ~An optimal solution for the visual-based parking problem
error—prone parameter estimation algorithms. Simulations and  of a differentially driven robot (essentially, a unicyclélwno

experiments are reported which demonstrate the effectivenss trajectory curvature bounds) has been provided very rgcent

of the proposed technique. in the important paper [2]. The problem considered in that
paper is equivalent to bringing the vehicle in a desired
|. INTRODUCTION configuration, while keeping a specified feature in sight of a

§nonocular, fixed camera. Based on the optimal (open-loop)
ths thus obtained, a switched, homography—based, visual
rvoing scheme was later proposed in ([10]) to steer the
vehicle along the planned trajectories in closed loop.
In this paper, we consider again the problem of finding
n'shortest paths for a unicycle with a limited FOV camera

image error signal, or indirectly, by the evaluation of thete o regch a Qesired con_figurati_on. With respect to [7], we
of the system ([3], [4]). These two approaches, often reterr describe optimal paths in the image space, so as to enable

to as Image-Based(IBVS) and Position-Based(PBVS) their execution by a purely IBVS pontroller, thus taking
([17]), can be regarded as the end-points of a range of d idvantage of the robustness of the image—based approaches

ferent possibilities, whereby the raw sensorial inforiomiis [41, [7]).

gradually abstracted away to a more structured repregamtat In this paper we show that the optimal_control synthesis
using some knowledge of the robot-environment model. presented in [2] is incomplete. Indeed, we introduce two new

PBVS and in general higher-level control schemes ha timal control words, proving that there exist regionshia t

important, attractive features. Using the PBVS approacl"?,ane where they are the shor.test Ones. Unfor_tunat.ely,riStu
for instance, the control law can be synthesized in th ut that the analytic description of such regions in the 3D

usual working coordinates for the robot, usually making thglane is not simple.

synthesis simpler ([6]). On the other hand, IBVS and other Ht(r)lweyer, ?hs we are mainly mtterestle? |n” ant.optlln;allg
sensor-level control schemes have also several advantaq?s“ esis In the Image space, we transiate ai optimal -

such as robustness (or even insensitivity) to modelingrgrro aths in paths on the image plane, and provide a procedure

([25]) and hence suitability to unstructured scenes and eny© dec;ide ‘.Nhi.Ch .iS the optimal path to be applied. for
ronments. any given initial image. Feedback control along optimal

. . . aths in the image plane can then be obtained in a purely
Thanks to well-established advances in point—feature e¥s ; ;
. . . . VS scheme, whose design relies on a set of Lyapunov
traction and tracking algorithms, such as Seale Invariant

Feature Transfornproposed in [11], visual control is getting controllers, each Of. which is in charge of a specific k'nq
; ; ' . of maneuver. Experimental results on a real wheeled mobile
widespread in robotics. However, few practical problem§ bot equipped with a standard web—cam prove the validit
still affect visual servoing approaches and depend on th quipp P y
. . : ! .. Of the proposed approach.
particular available robotic set-up. One such issue aisin

One of the most important issues in mobile robotic
concerns the trade-offs between sensorization capabili
accuracy and cost. Recently, application of vision syste
for vehicle guidance has gained increasing attention, lvoth
estimation and control problem¥isual servoingechniques
use visual information directly, by the computation of a
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(x(1),y(t),6(t)), where the robot reference poifi(t),y(t))

is in the middle of the wheel axle and the robot directior
6(t) is zero when the vehicle heads to thg axis. Let the
control inputs beu(t) = (v(t),w(t)), wherev(t) and w(t)
are respectively the forward and angular velocities of th
vehicle. Therefore, the system kinematic model is

) cosb 0 or
E=|sinB|v+ |0| w=f,v+ fpw Q)
0 1

The mobile agent is equipped with a rigidly fixed pinhole
camera with a reference fram€) = {O¢, X, Ye,Zc} such
that the optical cente®. corresponds to the robot's center

-100[ b
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[X(t),y(t)]" and the optical axiZ. is aligned with the robot’s 120
forward direction. If the robot orientation is nulf & 0), the _ _
Z. axis is parallel to theX,, axis, with the same direction Fig. 1. Shortest paths (according to [2]).

and the X; axis is parallel to theY,, axis, with opposite
direction. Hence, giving the motionless feature coordigat ] S
in the fixed frame(W) be expressed byP = [Wx, "y, WZT, In this paper, full camera calibration is assumed. More-
(C) and assuming a pinhole camera model, the correspondiipre in depth, definition 1 is substituted with:
image features points will be: Definition 2: Given n desired and currenimage fea-
. ture positions, Fy = ['X4,,'Va,, Xdy, -+ Ya,)| and Fe =
b= ['x |y]T: {aéicx aXCy} @) "%y, Yey, %y ---5'Ye, | respectively, the servoing task is
z z

where [°PT,1]T = [, %y, ¢z 1]T = °H,,["PT,1]T are the fea-

accomplished if at the end of the control taskFis= F; =
ture coordinates in the camera franag,anday are the focal

'xg ='%g and'yg ='yg, Vi=1,....n.
The optimal trajectories of the vehicle can be determined
lengths of the camera calibration matrix
K¢ = diag(ay, ay,0),

by a set of admissible controls given a bounded velocity.
Admissible controls are bounded Lebesgue measurable func-
tions in a time interva[0, T] in R?. Similarly to [2], the set

én‘ admissible controls considered here is

U={(v.0): v <1 <1}.

®3)

and'p=['x,'y]" are the features coordinates in the imag
frame (measured in pixels) ([9]). Without loss of geneyalit
consider a symmetric FOV, with characteristic angle

— arctan( 22
Q= o

(5)
IIl. SHORTESTPATHS

In [2], it has been shown that shortest paths are comprised
of three different kinds of maneuvers: rotations on the ,spot
wherex, is thex image boundary. straight lines (represented by the symi®l) and right

The origin O, of the image plane reference franjl = or left logarithmic spirals (referred a§ and T, curves,
{01, X,Y} is assumed to be coincident with the principalrespectively). Due to the physical and geometrical coitgga
point — i.e. the intersection of the camera axis Zgy with  of this problem, the language of optimal paths does not
the image plane. This choice simplifies the mathematicahclude all words generated by the previous three “symbols”
definition of the shortest paths on the image plane an@iven a goal point P, the words of the language of the shortest
consequently, the image control design. Nevertheless it paths, induce a partition of the plane into regions. The word
not crucial and any another choice can be made. univocally associated to a region encodes the shortest path

In the visual servoing literature, whenever an eye—in—harfdom any pointQ in that region to the goal point. Table | and
configuration is considered (as is a camera rigidly fixed ofigure 1 reports all the admissible words and related regions
a moving platform), the objective of the control task is toaccording to [2].

(4)

stabilize the robot towards the desired position contrglli

the camera position ([3], [4], [13]). More precisely:

The previous taxonomy does not include the wogds-
T1xT2 andSL— T2« T21 which, instead, achieve the shortest

Definition 1: Given the desired and the current ro-path in some regions of the plane.

bot positions, which correspond the desirg€y) =

{Ocd, Xcd, Yeds Zed} @and the curren{Ce) = {Occ, Xec, Yees Zec}
reference frames respectively, the stabilization in therdd

Indeed, let us consider the geometrical configuration de-
picted in figure 2. The poinQQ is in Region IV, hence,
according to table I, the shortest path fr@o P is supposed

position is accomplished ifC;) = (Cqy) at the end of the to be of typeT2q+T1p. In fact, however, we show below

control task.

that a path of typel 2o+ T1— SL proves to be shorter for

Indeed, as is customary in the visual servoing literaturessomeQ in that region. In particular, we will show that the

(W) = (Cq) (in our caseXy = Z¢d, Yo = —Xeg and Zy, =

path PMNR is shorter thanPR (the spiral segmenRQ is

—Yqq), hence stabilizing the robot in the desired positiotommon to both candidate optimal paths). Assume to have

corresponds td (t) — 0 ast — +oo.

a reference framéO, X,Y}, such that theX axis is on the



Region [ Type of path

SL 113
I’ SL
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g. 3. Length comparison of the two patR® and PMNR

“of T ] The logarithmic spiral passing through is given by
T (pM e(eM’eﬁ,Q) .

It intersectslr in

N (pn, On)
ool ] .
ol , _ o et Bt [ Sin(@—6v)
20 pn = ppere sinp
-40 L L L L L L 1
-20 0 20 40 60 80 100 B 6wm sing sin((p — GM)
On = Or+ 2 +2coszp|n< sing ’
Fig. 2. Example of new path of type2q+T1—SL We are now ready for the computation of all the lengths of
the segments making up the p&@MNR
line for O and P. Using polar coordinates, the poiRtand PM=pp s'he'\" MN = Pv — PN
the logarithmic spiral passing throughcan be represented Sing cosp
as follows: NR= PR™PN
cos@p
P: (pp,0 To: (ppe .0 . . . .

(pe,0) P (pp ’ ) ’ It is worth noting that if6y = 0, that isM =P, the path
wheret = G2 The intersection poinR betweenTp and Tr %ANRPS_%%enerates IR hencePM = NR=0 andMN =
can be written as a generic point belongingTtoas ~ cosp , , !

g P gingtto A choice of the parameters compliant with the configura-

R: (Pr,6R) = (pp e R QR) , tion shown in figure 2, is the followingdr = 3, pp = 100,

@ = 7. It is apparent from figure 3, that any paftMNR
and for any choice offy € (0,8y), is shorter than the path
Ta: <pRe(9—9R)t 9> PR By solving numerically equation (6) with the previous
' ) parameters, we foun@y = 0.7224rad. The same analysis

Cw is one of the two arcs of circle, from to O, bounding holds true also for a starting poi@ symmetric toQ w.r.t.
the Region I’, namely the region where each point can be straight line passing through the poiftsand O. The
achieved fromP by a straight line. The poin¥l belongs to same argument applies also to any pdibelonging to the
the segment o€y bounded byP andW (intersection point logarithmic spiral Te out of the pointsO and P (i.e. for

of Cy andTR): negative values of the ang#,); this fact becomes apparent
sin(g— ) if one swaps the poinP with the pointR.
Cwu: (pp_,e) 6 €0, The existence of shorter paths in region wheék, = Tp
sing or T1p* To were assumed to be the shortest ones, calls for

sin(p— 6 i iti ' i '
M : (pm, Bv) = (pp (¢ M)76M> 6u < [0,6u] , a finer partition of the motion plane. In particular, Regions

sing I, 1, 1V, V have to be subdivided again. In particular, tiee
where is such that the following intersection relation€XIStS @ portion of Regions IV, V, where the shortestl paths
holds O g are of KindSL—T1xT2p or SL—T2xT1p, and a portion
. of Regions Il, II' where the shortest paths are of kihd
e 26t _ efﬂmtw (6) T2—SLorT2xT1-SL We will refer to these regions as

sing Region VI, VII, VIII, and IX, respectively.



Unfortunately, it turns out that the analytic descriptidn o ‘
the correct partition in the 3D plane is not simple. Howevel 100k
as we are mainly interested in an optimal synthesis in tF
image space, we translate all optimal 3-D paths in paths ¢
the image plane, and provide a procedure to decide which o
the optimal path to be applied for any given initial image.

(pixels)

IV. TRAJECTORIES ON THE IMAGE PLANE

Y,
m

The main objective of the proposed solution is to mak
a controlled parking of a nonholonomic mobile platform
equipped with a limited FOV camera using only image
information. Furthermore, the trajectories that guidertimot 100} ! .
to the desired posture should be optimal, that is the sHorte o =5 s - s 0
in the 3-D working space of the vehicle. As shown in the Xy (pixels)
previous sections, the optimal paths are words in a certain
alphabet, whose elements are the rotations on the spot,
the straight line or the logarithmic spiral. The image—lase
control is then feasible once the words are translated from
the 3-D world to the image space, i.e. when an equivalefit’"> . < o NS
alphabet and semantic rules are defined in the image spaté initial feature positionp; =[x, vi] . _ _
as well. However, when one feature reaches its final position consider now only (7), which, by separation, and inte-
the vehicle may not be in its desired pose yet. Indeed, trgation bet_ween the initial time instatitand the final time
vehicle is located on a circle that is centered at the 3\Stantts gives
featlulre’s position and passing through the robot's desired | I
position. 0—60= arctan(xd) — arctan(') , (10)

To solve the parking problem, two possibilities are avail- ax ax
able: a second feature is added in the problem formulation,

501
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o

Fig. 4. Basic trajectories of the image features.

ssing through the 3-D feature position, independent from

or an integral constraint of the form where! Pd = ['xd,_'y_/d_]T is the desired (final) feature position,
and 6y is the initial value of 8, the robot orientation.
/Too(t) dt=A Therefore, the angle variation can be computed for pure
0 ’ rotations by means of (10) .

is further used, whereo(t) is the angular velocity of the _
unicycle and) is the orientation variation between initial andB. Pure Translation
final positions. As it will be shown in the rest of the paper,

. A : Consi in the i jacobian, settt
A estimation is the choice of this paper, that can be dlrectlg onsider again the image jacobian, settmg-0 and a

eneric constant = v. The image jacobian, after integration,

measurable on the image plane using epipolar geometry. F felds

at least eight points in non singular configuration (e.ghwit

the samex coordinate) are needed, even though, for the sake o yWay g 'xay

of robustness and precision of calculation, more features a Xe = ~ Tyvi—Wyay Ye = ~ Tyivi—Wyay ?

desirable. o )

and, eliminating time dependence,
A. Pure Rotation |
Consider the image Jacobian, setting= 0 and constant lye = Iﬁ'xc, (12)

angular velocity,w = w. The image Jacobian becomes: X
: 2+ a2 _ Equation (11) describes a straight line passing through the
X = T&% (7) initial position of the feature and the principal point (see
_ 'xc'yx figure 4', dashed line), trajectory of an image feature foepur
lye = o ca. (8) translation.

where' pe = ['xc,'yc]" is the current image feature position.C. Logarithmic Spiral

Substituting the integral of (7) in (8) gives The logarithmic spiral is completely determined by its

vi cos(arctan(lﬁ)) characteristic anglep, defined in equation (4). Since such
Ve = Ix ’ (9) an angle remains constant as the robot travels on the spiral,
cos(arctan(%‘;)) the coordinates of the image featusg should be constant

and equal to the image horizontal boundagy Therefore,
the equation of a conic (see figure 4, solid line), the intetthe image plane trajectory for the logarithmic spiral wid b
section between the image plane and the cone with verteimply a straight line on the image (see figure 4, dash—dotted
in the camera center (optical center) and base circumferenine).



‘ __Image plane feature positons... ‘ (see figure 5). The unknown values are ohty and'x, as
100, | Xp, 'X and'xy are the x-axis coordinate of the image bound,
the initial and the final feature’s position respectivelyw4
ever,'x; and'x, are linearly dependent, as they belong to the
same straight line. Moreovely, is the x-axis coordinate of
the intersection point between the straight line passinixby
and the conic passing Byy. As a consequence, it is possible
to express the last equation as a functiohxgfonly, hence in
a unigue solutionA angle is directly computed by comparing
the desired and current views. A common approach is to
use the fundamental matrix, an important tool in epipolar

(pixels)

Y,
m

501

100} 1 geometry (see for details [9], [12], [14]).
‘ ‘ ‘ ‘ ‘ In the case of multiple features, all feature trajectories a
-150 =75 0 75 150
X, (pixels) of the same category, even though some of them can get out

from the FOV. Notice that, if all the features must be kept
inside the FOV, region | and I' can be evaluated as the inter-
section of all regions of type | and I’ simply computing the
V. IMAGE PLANE OPTIMAL PATHS unconstrained path for all the features. Although deshilera

. this is not strictly needed in our implementation (as indtea
Once the "alphabet” has been defined, the rules to Coﬂ'ejcelssary inl[lg]) n ourimp lon (as |

struct the optimal words and the choice of the correct path
are needed. We remark that for a path to be feasible it B. Constrained optimal pathRegion II, II', [Il and I’

required that the feature never get out from the FOV during f the unconstrained optimal path is not feasible, , the tobo
the motion Of the Veh|C|e. WhereaS the def|n|t|0n Of thes not in theRegion lor Region I’ Note that regions close to
optimal language for the 3—-D paths induces a partition of thRegion landI’ are respectivelyRegion Illor Il andRegion
plane in optimal regions, an analogous partition on the Enag| and I’ (recall figure 1).

plane is not immediate. Hence, since we want to perform an gimilarly to the realization of the unconstrained optimal
image—-based parking avoiding, as much as possible, the ysgh and given the hypothesis that the robot position pestai
of 3-D information, we need a different selection mechanisiy Region Il if A is the angle between the initial and final
for the choice of the shortest path The paths are divided -(%r desired) image, then the path in figure 6 is determined
three groups hierarchical ordered as foll®t, SL—T, and  splving the following equation:

the third group comprising botflxT2 andSL—T1xT2.

Fig. 5. No constraint optimal path for one feature.

The selection of a group is performed when any path of A = {arctan('aixl) —arctan(;lxi)} +
all the previous groups (previous w.r.t the hierarchy) i$ no %o 1 [ 'y g Yo
feasible. For the first and the second group, there exists T {Fxln (%)} + [arctan(a—x) —arctan(a—x)} ’

only one path satisfying the constraint IV, hence a feagibil here the second addendum in the second member is the
check is easily accomplished. Unfortunately, there existem angle variation of the robot’s orientatich during the spiral

that one feasible path of typBL—T1«T2 satisfying the path. In this equation the unknown value are ohty and
constraint 1V. Therefore, the choice of the shortest pat 5, @S Xp, '% and'xq are the x-axis coordinate of image
among the feasible ones in the third group needs som@und, the initial and the final feature’s position respeyi
addmonal. information provided by the 3-D reconstructlor],\,h(_m:_,agy3 is the intersection between the conic passing by
(see section V-C). the feature final position and the image bound. However,
A. Unconstrained Path 'x; and'y, are x-axis and y-axis coordinates of two points

To realize an optimal image path fRegion lor Region I on the same straight line, that is linearly dependent. As a

we have to control features towards their final positions an?lljonsequence, itis possible to express the last equation as a

. I I . B . -
to compensate for the angle between the current and desmﬁacuﬁn Ofl XL (0( ya), qrbltrarlly. It is Wzrthwﬁ'le to note h
images. Hence, all the features on the image have to m0§/ at the solution Is, again, unique. For the other regioes t
o ’ i . L - trgjectory of the feature is likewise calculated.
along: a piece of a conic passing through the initial poséjo

which corresponds to a pure rotation&f a piece of straight In the case of multiple features, this trajectory can be
: Tesp purero A & pies 9N calculated for one particular feature (principal featptieat is
line passing through the principal point, which corresgond

A , . . . closer to the image boundary, choosing the correct boundary
to a pure translation; and, finally, a piece of conic passin

through the desired positions corresponding to a pureiootat H]rOUQh the sign oR. Using the principal feature path, the

. X ) . rajectories of all other features are computed by geometri
of 6. Figure 5 shows a typical unconstrained optimal patbeconstruction on the image plane.
for an image plane feature.

If Ais the angle between the current and desired imageS, Constrained optimal pathRegion IV, V, VI and VII
then If optimal paths of typeSL— T2p, SL—T1p, T2—SL

Bt Oh=A — {arctan(laﬁ) —arctan('aﬁ)} n or T1—SL are not feasible on the image plane (e.g. the
X'xd X,X first rotation brings the feature out of the image plane), the
+ {arctan(a—x) —arctan(a—xzﬂ : vehicle is inside either regiolV, V, VI or VII. Due to space



mage plane feature positions.. ‘ ‘ the image plane since the principal feature goes from one
horizontal boundary (during the first spiral) to the other (f
the second spiral). Although the robustness of the overall
strategy may dramatically decrease, this is a side effect of
choosing optimal trajectories. Nevertheless, the choicno
image based control law can still preserve convergencdewhi
a position based strategy (as the homography based in ELO]) i
completely compromised (position reconstruction withyonl
one feature is not possible at all).

-100-

(pixels)

Y,
m

50
D. Path Implementation

All the optimal paths reported previously are implemen-
L — = i & - - tated v_ia the fundamental matrix es_timation. Therefore, at

X, (pixels) least eight features are needed, as in [10]. At the moment,
the main difference between our method and the one reported
in [10] is that in our case we need the angle estimation only
in the initial position, while in [10] a continuous homoghap
estimation is needed along the path. Hence, even though the
feasibility is both related to the feature point richneashiis
implementation only a subset (at least one) of the initially
selected feature is needed to complete the path make it more
suitable for practical application (a feature could be fost
tracking inefficiency, noise or light changing).

The proposed solution is an image feature planning that
is computed once and for all and then the control is a pure
image feature trajectory tracking. Hence, the overall mnt
accuracy suffers of all the side effects of open loop schemes
and relies on correct SIFT matching.

100

Fig. 6. Region Ill: optimal path.

Image plane feature positions...
T T

-1001
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(pixels)
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‘ 5 ‘ VI. EXPERIMENTAL RESULTS
0

~150 ~100 -50 ] 50 100 150 . i .
X (Pixels) A. Practical Implications
Fig. 7. Region VII: optimal path. In order to implement a feature tracking based control,

some practical issues should be taken into account on the

feature motion. Recalling (2)y — 0 if ¢y — 0 or ¢z — 4o,
limitation, only the trajectory insid&®egion Vllis analyzed Hence, for the time derivative of (2), i.e. the image jacabia
(others are similar). IfA is the angle between the initial it can be shown that

and final (or desired) image, then the path in figure 7 is ( . o leq [ 1t a2 e
determined solving the following equation: limiy o['%,'Y] = ;%2 +2 ax @ 0} fory—0 (12)
, limi,_o['%,'y] = | 22+a o] for €z —» 4o
A = [arctan('aixl) —arctan(%') + [aﬁ;ln (%)} + y-ol X o
% 1m ('v3 Ixg ) _ ( Xp )} The same effects are also observed for quantization effects
+2 [“x In ('wﬂ + [arctan Ox arctan( g, or noise in the feature extraction. Therefore:

In this case it is not possible to express the equation as as In (12), v cannot be observed from the optical flow

function of an unique unknown value, &g is completely EAVE

independent from all the other variables. More precisely, f + Regardless the current feature positipr,'y] or the

each'y,, there exists a valid image path. Therefore, The current distancez, a well established relation exists

choice of the optimal path in this last case can be done only between the horizontal feature motibnand the robot's

by the use of its 3-D reconstruction (since both the path angular velocityw;

T1—T2p or SL—T1—T2p are feasible). It is worthwhile to ¢ Indirect measurements aof through'y are instead more

note that such a reconstruction does not need to be exact, Sensitive to noise or to the distan€e This fact gets

since a scaled one is sufficient. Hence, the optimal path WOrse whery — 0.

is determined on a generic plane parallel to the plane

motion. Notice that while the controller is based on a sing|

point feature trajectory, therefore it is pure|y image_dnhs A parking experiment was realized in order to validate the

such a trajectory need 3-D information to be computegiffectiveness of the proposed technique. The implementati

(basically, the fact that the robot moves on a plane, theonsisted of the following steps:

camera calibration and the angle scaled estimation). « Feature detectionSIFT descriptors [11] are matched
In the case of multiple features, the image trajectories for between initial and final images. An affine transforma-

all the features, except the principal feature path, getobut tion model is fit for all matched points and the 8 ones

g. Implementation



C. Control Design

The technique was evaluated for initial configurations that
correspond tdregions |, lllandlll’ . The robot’s proportional
control lawsu= (v, w) are obtained using a simple, quadratic

Planned Paths and Feature Tracking Desired Position

with the smallest residual error are chosen to further -
calculate the optimal trajectory. Features in whilgh < Pecmmpane N

20 were discarded for the practical reasons seen above;

Feature trajectory calculationthe tracked feature is

chosen and its path is computed as described in section A

[ll. If more than one feature can be used, the one with "%
the smallest residual error is chosen; Tracked feature B
Feature tracking and robot contmihe feature is tracked T

using its estimated position calculated using the affine
transformation model given by the SIFT based recogni- e L\b"

tion. ﬁ- i‘-

1| Planned Paths

Initial Position Final Position

Lyapunov t_’ased controller. For ea_‘Ch _image traje_Ctory CONfg. 8. Experiment 1. Planned paths for all features and tjediory of
ponent a different Lyapunov function is chosen, in order tthe tracked feature (up left). Initial (bottom left), finddattom right) and

minimize the feature errors. More precisely, given the imagdesired (up right) images taken from the vehicle. The planpattis and

also the actual position of the features are plotted oveirtitial and final

the control laws will be

1)

2)

ly — 'x XP+a?
X=&£V w
{ ARSI (13)

and Il , the robot ends the linear trajectory as soon
as it reaches the image boundary, hence not in the

Pure rotations: since forward velocity= 0 to enhance desired position. As a matter of fact, the functién
robustness, the Lyapunov function is is substituted with a the sum of cartesian distances
V('x) _ 1('x—'xd)2 bet_vveen _currerjt and desired pos_itionsFof.
o 2| NI o | , 3) Spiral trajectories: the controller in the spiral case ca
V(X)) = (x="xg) —g = w=(Xx—"Xa) y('X) @ be viewed as a combination of the two previously
(14) reported controllers since a spiral trajectory can be
with y('x) > 0, V'x. Hence, choosingo = —('x—"'xg) approximated by a set of linear trajectories in the 3—
yields to'x — 'xg and'y — 'yq (see equation (9)); D robot space. For the sake of robustness, the feature
Pure Translations: since angular velocly= 0 to error is substituted by an image error as in the previous
enhance robustness, the Lyapunov function is case.
V('%'y) = 3(x—"xg)2 + 1 ('y—"yu)?2 - This way a feature based controller through via—points is
{ V('x,'y) _ Tz[(lx_ Ixa) %+ (ly = yg)'ylv (15)  defined. A major drawback of the proposed technique is that

it completely relies on the correct SIFT matching.
Recalling (11), the time derivative of the Lyapunov

function will be D. Specifications
. 1152 +1y2 The experimental setup was comprised of a Quickcam
V('x'y) = c—zﬁ'('y— 'va)'yv.  (16) Ultravision camera mounted over the front-part of a K-team
i

Koala vehicle. The controller is implemented under Windows
Since ', and 'y, are the initial feature positions )_(p ona 1.2 GHz Intel Core Single UMP_C. The ERSP vision
and 1 Ry > 0, choosingy = —('y— lyg)y makes I!brary is used to perform SIFT recognition ([8]) anq Matlab
Tz Ty ' 9 y=Ya)y libraries are used to compute the proposed algorithm. The
V('x,'y) < 0 except in'y ='yy. Notice that'y=0is image resolution was 320x240 pixels and the controller rate
not feasible for a straight line path of equation (11)was around 7 Hz.

'x = x4 comes from (11).

As 'y is less sensitive tév, w], and, more sensitive to E- Results

noise, for theSL movement correspondent ®egion The first experiment related to an initial position of the
I, the feature error is substituted by an image erramobot in Region lis shown in figure 8. A second experiment
given by the scale factor extracted from the affingelated toRegions lllandlll’, is shown in Fig. 9. Results
transformation model between the actual image angre summarized in table II.

the final one. The choice of the image scale is suitable The method accomplished the task of driving the tracked
since at the end of the manoeuvre, the robot reaches tfeature through the planned path. It can be observed from
desired position with only an orientation error. Hencethe figure that the final positions of the features are almost
[v,w] = [-0(F),0] whereF is the set of the tracked coincident with the desired positions. The final featureipos
feature points andd(-) is the affine transformation tion error is due to the tracking noise and to the estimatfon o
function. Instead, for th&L trajectory of Regions Il the angleA (that determines the feature trajectories). Hence,
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The robustness of the overall algorithm must be increased,
nevertheless the IBVS approach seems to be promising
for an effective application in real world environments.
The adoption of robust recognition systems, performant
feature trackers and feature estimation filters may inereas
the applicability of the proposed technique. Robustness to
uncalibrated camera parameters should also be considered.
Furthermore, the technique should be generalized to cope
with known obstacles in the robot path.
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Initial Position Final Position
Fig. 9. Experiment 2. Planned paths and trajectory of théémhéeature (up  [1]
left). Initial (bottom left), final (bottom right) and desid (up right) images
taken from the vehicle. The initial and desired positionshef features are
plotted over the initial and final images taken from the vehidlhe actual
positions of the features are also shown in these images. 2]
Initial Initial Final Final Mean Feat.
Position Dist. Position Dist. Dist. Error [3]
(cm) (cm) (cm) (cm) (pixels)
Exp. 1| [5415Q 56 [1550 5.6 3.06
Exp.2 | [156050 | 62.4 (0560 5.1 109 M
TABLE I
SUMMARIZED EXPERIMENTAL RESULTS [5]
6]

the final position of the robot is close to the desired one and
the error is mostly due to a translation along g axis.

The observed errors can be explained by image quantizatior]
deviations, presence of noisy data, camera specificatimas,
number of features used to compute the planned trajectoryg]
estimation errors related to the SIFT recognition system,
erroneous camera calibration parameters and, finallyaitte f
that the robot control was based on the tracking of just ong9]
feature in the image. [10]
VIlI. CONCLUSIONS ANDFUTURE WORK

A method that associates the optimal vehicle trajectory,
combined with a limited FOV camera, is presented. Th&ll
proposed solution contributes to previously results presk [12
in literature on optimal path planning for differentially
driven robots, by introducing two optimal paths. A complet
characterization of all the shortest paths and relatedepla
partition will be the subject of a future work currently umde
preparation. Mapping optimal 3-D trajectories to imagél4l
feature paths, an IBVS controller based on simple Lyapunov
functions is proposed. The proposed controller is robust wi[15]
respect to image feature tracking.

Experiments on a real nonholonomic robot platform are rgyg)
ported, validating the proposed algorithm. The robot sssce
fully reached the desired position while keeping the trdcke
feature on the planned path. It was shown that the meth
can work efficiently given a robust recognition system (the
presented results are based on the SIFT algorithm).

13]
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