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LOGARITHMIC STABILITY IN DETERMINING THE TIME-DEPENDENT ZERO
ORDER COEFFICIENT IN A PARABOLIC EQUATION FROM A PARTIAL
DIRICHLET-TO-NEUMANN MAP. APPLICATION TO THE DETERMINATION OF A
NONLINEAR TERM

MOURAD CHOULLI AND YAVAR KIAN

ABsTrRACT. We give a new stability estimate for the problem of determining the time-dependent zero order
coefficient in a parabolic equation from a partial parabolic Dirichlet-to-Neumann map. The novelty of our
result is that, contrary to the previous works, we do not need any measurement on the final time. We also
show how this result can be used to establish a stability estimate for the problem of determining the nonlinear
term in a semilinear parabolic equation from the corresponding “linearized” Dirichlet-to-Neumann map. The
key ingredient in our analysis is a parabolic version of an elliptic Carleman inequality due to Bukhgeim and
Uhlmann [6]. This parabolic Carleman inequality enters in an essential way in the construction of CGO
solutions that vanish at a part of the lateral boundary.

Keywords: Parabolic equation, Carleman inequality, logarithmic stability, partial Dirichlet-to-Neumann
map, semilinear parabolic equation.
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1. INTRODUCTION

Let © be a C?-bounded domain of R", n > 2, with boundary I" and, for T > 0, set
Q=0x(0,T), Qr=0x{0}, E=Tx(0,7).

In all of this text, the symbol A denotes the Laplace operator with respect to the space variable x.

Consider the initial boundary value problem, abbreviated to IBVP in the sequel,

(0 — A+ q(z,))u=0 inQ,
ujq, =0, (1.1)
U\E =4dg.

We are mainly interested in the stability issue of the problem of determining the time-dependent coeffi-
cient ¢ by measuring the corresponding solution u of the IBVP (1.1) on a part of ¥ when ¢ is varying in a
suitable set of data, which means that we want to establish a stability estimate of recovering ¢ from a partial
Dirichlet-to-Neumann map, denoted by DtN map in the sequel.

The IBVP (1.1) is for instance a typical model of the propagation of the heat through a time-evolving
homogeneous body. The goal is to determine the coefficient g, who contains some properties of the body, by
applying a heat source on some part of the boundary of the body and measuring the temperature on another
part of the boundary of the body. Another classical inverse parabolic problem consists in determining the
diffusion coefficient of an inhomogeneous medium through an IBVP for the equation d;v—div(a(t, 2)Vv) = 0.
This last problem can be converted to the previous one by means of the Liouville transform u = y/av. In
many applications we are often lead to determine physical quantities via parabolic IBVP’s including nonlinear
terms from boundary measurements. For instance such kind of problems appears in reservoir simulation,
chemical kinetics and aerodynamics.
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We introduce the functional space setting in order to define the DtN map associated to the IBVP (1.1).
Following Lions and Magenes [38], H~"~%(X), r, s > 0, denotes the dual space of

H (2) = L*(0,T; H™(T)) N H (0, T; L*(T)).

From Proposition 2.3 in Section 2, for ¢ € L®(Q) and g € H— 23 (%), the IBVP (1.1) admits a unique
transposition solution ug,4 € L?(Q). Additionally, where v is the unit exterior normal vector field on I, the
following parabolic DtN map
Ag: HT273(8) —» H™574(D)
g Ogg
is bounded.
For w € S, set
Fi,={zxel; tv(z) w>0}
and Ei,w = Fi,w X (O,T)
Fix wy € S"!, Uy a neighborhood of T'y ,, in I and set V; = U4 x [0,T], V- =U_ x (0,T). Define
then the partial parabolic DtN operator

3

A H 2 3(D)N& (Vy) - H 37 5(V)
g Oyuggv_-

Here &' (V,) = {u € & (I x R); supp(u) C V4 } and H=2~%(V_) denotes the quotient space
H 373 (V) ={h=gp_; g€ H 2 H(2)}.

Henceforth, the space H— 2~ 1 (V_) is equipped with its natural quotient norm.

We note that A, — Az has a better regularity than A, and Az individually. Precisely, Proposition 2.4
in Section 2 shows that actually A, — Az € PB(H-2~i(X),H23(%)). The same remark is also valid for
R, - A,

The first author establish in [14] a logarithmic stability estimate for the problem of determining the zero
order term from the parabolic DtN map A, together with the final data g — uq4(-,T). As a first result in
the present work we improve this stability estimate.

In this text, the unit ball of a Banach space X will be denoted in the sequel by Bx.

For 2(n1+3) <s < 2(711“), set,
Wa(p) = p+|np|” =, p>o, (1.2)
extended by continuity at p = 0 by setting ¥4(0) = 0.
Theorem 1.1. Fiz m > 0 and m < s < m There exists a constant C > 0, that can depend only
onm, Q and s, so that, for any q,q € mBp~(q),
g1 = @2ll—1(q) < CUs (1Agy — Agsl]) - (1.3)

Here ||Ay, — Ag, || stands for the norm of Ay, — Ay, in B(H- 23 (X); H2i(%)).

In the case of the infinite cylindrical domain @ = Q x (0,00), Isakov [31] got a stability estimate
of determining ¢ = ¢(z) from the full parabolic DtN map by combining the decay in time of solutions
of parabolic equations and the stability estimate in [1] concerning the problem of determining the zero
order coefficient in a elliptic BVP from a full DtN map. For finite cylindrical domain @ = Q x (0,7, to
our knowledge, even for time-independent coefficients, there is no result in the literature dealing with the
stability issue of recovering of ¢ from the full DtN map A,.
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In fact Theorem 1.1 is obtained as by-product of the analysis we developed to derive a logarithmic
stability estimate for the problem of determining ¢ from the partial parabolic DtN map A,. This result is
stated in the following theorem, where

Ps(p) =p+ |In|np||™*, p>0,5>0, (1.4)
extended by continuity at p = 0 by setting ®,(0) = 0.

Theorem 1.2. Let m > 0, there exist two constants C > 0 and s € (0,1/2), that can depend only on m, Q
and V., so that, for any q,q € mBre(q),

lar = @) < € (IR — &gl (15)
Here H/A\q - KgH denotes the norm oqu — /A\g in B(H =1 (X); H21(V_)).

It is worth mentioning that the uniqueness holds for the problem of determining ¢ from the partial DtN
operator that maps the boundary condition g supported on I'y x (0,T) into 0,u4 4 restricted to I'y x (0,7),
where T';, ¢ = 0,1, are arbitrary nonempty open subsets of I'. This result is stated as Theorem 3.27 in
[14, page 197]. We note that the stability estimate corresponding to this uniqueness result remains an open
problem.

In order to avoid the data at the final time, we adopt a strategy based on a parabolic Carleman inequality
to construct the so-called CGO solutions vanishing at a part of the lateral boundary similar to that already
used by the second author in [33, 34, 35| for determining time-dependent coefficients in a wave equation.

There is a wide literature devoted to inverse parabolic problems and specifically the determination of
time-dependent coefficients. We just present briefly some typical results. Canon and Esteva [7] proved
a logarithmic stability estimate for the determination of the support of a source term in a one dimension
parabolic equation from a boundary measurement. This result was extended to three dimension heat equation
in [8]. The case of a non local measurement was considered by Canon and Lin in [9, 10]. In [12], the
first author proved existence, uniqueness and Lipschitz stability for the determination of a time-dependent
coefficient appearing in an abstract integro-differential equation, extending earlier results in [13]. The first
author and Yamamoto established in [22] a stability estimate for the inverse problem of determining a source
term appearing in a heat equation from Neumann boundary measurements. In [23], the first author and
Yamamoto considered an inverse semi-linear parabolic problem of recovering the coefficient used to reach a
desired temperature along a curve. In [28], Isakov extended the construction of complex geometric optics
solutions, introduced in [40], to various PDE’s including hyperbolic and parabolic equations to prove the
density of products of solutions. One can get from the results in [28] the unique determination of ¢ from
the measurements on the lateral boundary together with data at the final time. When the space domain
is cylindrical, adopting the strategy introduced in [5], the second author and Gaitan proved in [25] that
the time-dependent zero order coefficient can be recovered uniquely from a single boundary measurement.
Based on properties of fundamental solutions of parabolic equations, we proved in [15] Lipschitz stability of
determining the time-dependent part of the zero order coefficient in a parabolic IBVP from a single boundary
measurement.

We also mention the recent works related to the determination of a time-dependent coeflicients in IBVP’s
for hyperbolic, fractional diffusion and dynamical Schrodinger equations [3, 16, 18, 24, 33, 34, 35].

We point out that, concerning the elliptic case, a stability estimate corresponding to the uniqueness
result by Bukhgeim and Uhlmann [6] was established by Heck and Wang [27]. This result was improved by
the authors and Soccorsi in [17]. Caro, Dos Santos Ferreira and Ruiz [11] obtained recently a logarithmic
stability estimate corresponding to the uniqueness result by Kenig, Sjostrand and G. Uhlmann [32]. Both
the determination of the scalar potential and the conductivity in a periodic cylindrical domain from a partial
DtN map was tackled in [19, 20]. We just quote these few references. But, of course, there is a tremendous
literature on this subject in connection with the famous Calderon’s problem.
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Considering time-dependent unknown coefficients in parabolic equations is very useful when treating the
determination of the nonlinear term appearing in a semilinear parabolic equation. We discuss this topic in
Section 6. Uniqueness results for such kind of inverse semilinear parabolic problems was already established
by Isakov [29, 30, 31]. Stability estimates and uniqueness in the case of a single boundary lateral measurement
has been proved in [21, 36] for a restricted class of unknown nonlinearities.

The rest of this text is organized as follows. Section 2 is devoted to existence and uniqueness of solutions
of the IBVP (1.1) in a weak sense. Following a well established terminology, we call these weak solutions the
transposition solutions. We prove in Section 3 a Carleman inequality which is, as we said before, the key
point in constructing CGO solutions that vanish on a part of the lateral boundary. These CGO solutions
are constructed in Section 4. Theorems 1.1 and 1.2 are proved in Section 5. We finally apply in section 6 the
result in Theorem 1.1 to the problem of determining the non linear term is a semilinear parabolic equation
from the corresponding “linearized” DtN map.

2. TRANSPOSITION SOLUTIONS
This section is mainly dedicated to the IBVP (1.1). We construct the necessary framework leading to
the rigorous definition of the parabolic DtN map.

For sake of simplicity, we limit our study in this section to real-valued functions. But all the results are
extended without any difficulty to complex-valued functions.

Henceforth
Hy ={uc L*(Q); (£8, — A)u € L*(Q)}

is equiped with its natural norm

) 5 1/2
lullir, = (ellFaq) + 10— A)ullfagy) -

Proceeding similarly to [34, Theorem 4] or [19, Lemma 2.1], we show that C°°(Q) is dense in Hy.
In the rest of this text, Q_ = Q x {T'}.

Denote by N the set of (g, g1, ws,w_) € H
ibility conditions

e

3(8) @ H2 3 (2) @ HY(Q) & H'(Q) satisfying the compat-

90(-,0) = w4 and go(-,T) =w_ onT. (2.1)
From the results in [38, Section 2.5, page 17|, for any (go, g1, w+,w_) € N, there exists
w = E(907glaw+?w—) € HZ’I(Q)
such that, in the trace sense,
Wiy =go, Wy =g1, W, =ws (2.2)
and
ey < © (19001154 gy + 19003 4 gy + Ho—lr ey + Il ) (23)
for some constant C' > 0 depending only on Q.
1
We recall that Hg (0,T; L2(T")) coincides with H3 (0, T; L2(T")). This fact is more or less known, but for

sake of completeness we provide its proof in Lemma A.1 of Appendix A. Whence H %’i(Z) is identified to
Hzi(%). Therefore, we identify in the sequel the dual space of H2'%(X) to H~ 21 ().
Proposition 2.1. The maps 7;, j = 0,1, and r+ defined for v € C*(Q) by

TV =0, TV =0V, TV =0, (2.4)
are extended to bounded operators

Tt Hy 5> H 2 54(S), 7 :He > H 575(), r_,ry:Hy — H Q). (2.5)
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Proof. Assume that w = E(0, g1,0,0) for some (0, g1,0,0) € A'. Then Green’s formula, where v € C®(Q),
yields

(Tov, W) = / (0y — A)vwdzdt — / v(—=0 — A)wdxdt
which, combined with (2.2) and (2.3), er?uails ¢
(700, 9001 < C o, Neolirancgy < C ol Ngnll 3 4 gy -
Whence 7y can be extended by density to a bounded operator from H, to H_%’_%(Z).
We have similarly, by taking w = E(gy, 0,0, 0) for some (go,0,0,0) € N,

—(1v,90) = / (0 — A)vwdadt — / (=0 — A)wdzdt.
Q Q

This formula, (2.2) and (2.3) imply

(10, 90)| < C ol il 210 < C 0l ol

3 3 .
HE (%)
Consequently, 7, can be extended by density to a bounded operator from H, to H~2~1(X).
The remaining part of the proof can be proved in a similar manner. We leave to the interested reader
to write down the details. ]

Introduce
Hy = {7mou; v € Hy and ryu = 0},
Sy ={uecL*Q); (£0; — A)u=0 and rru = 0}.

Proposition 2.2. We have 105+ = Hi+ = H’%*’%(Z) and, for any u € Sy,

lellr, = Nl ) < € ol -3, (26)

for some constant C > 0 depending only on Q.
Proof. We already know that 7051+ C Hy C H BTt (2). Then we have only to prove the reverse inclusions.
To do that, fix g € H-2~1(X) and, for F € L?(Q), consider the IBVP
{ (=0 —A)w=F inQ,
U)‘qug =0.
According to [14, Theorem 1.43], this IBVP admits a unique solution w = wr € H*!(Q) so that

Imwell 3.1 5 S Clwrlgzag) < ClFl L) - (2.7)

Thus, the linear form on L?(Q) given by
FeL*(Q)w — (g, nwr)
is continuous. Therefore, according to Riesz’s representation theorem, there exists u € L?(Q) such that
(u, F) = — (g, mwr) .
Here and henceforth (-, -) is the usual scalar product on L?(Q).

Taking F' = (—0; — A)w for some w € C3°(Q), we get (9: — A)u = 0 on Q. On the other hand, the choice
of F = (=0 — A)w, where w = E(0,0,wy,0) € H**(Q) with (0,0,wy,0) € N, yields ryu = 0 and then
u € Sy. Finally, F = (—=0; — A)w, for some w = E(0, g1,0,0) € H>1(Q) with (0, g1,0,0) € N, gives Tou = g.
In other words, we proved that g € 7054 and consequently 705+ = Hy = H*%V*%(E). We complete the
proof by noting that (2.6) follows from (2.7) and the analysis we carried out for S, can be adapted with
slight modifications to S_. (]
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For € = &, consider the IBVP
(€0 —A+g(z,t))u=0 inQ,
U‘QE = O, (28)
’LL‘Z =4d.

Proposition 2.3. For g € H*%’*i(E) and ¢ € mBpe(qg), the IBVP (2.8) admits a unique transposition
solution ug , € H. satisfying

H ngH S CHQH H-d-i(m) (2.9)
where the constant C' depends only on QQ and m. Additionally the parabolic DtN map
Ajig— Tlu;',g
defines a bounded operator from H™2 =% (%) into H— 21 (%).
Proof. We give the proof for € = +. The case ¢ = — can be treated similarly. By Proposition 2.2, there
exists a unique G € Sy such that 70G = g and
1Gll 2y < Cllgll-3.-1

3i(my
Consider the IBVP
{ (O — A+ qw=—¢gG inQ,
win ux = 0.
As —qG € L?(Q), we get from [14, Theorem 1.43] that this IBVP has a unique solution w € H*'(Q)
satisfying

7210y < C 114G 12y < C lall iy 9l -3 4 - (2.10)
Hence, u, = w + G € Hy is the unique transposition solution of (2.8) and (2.9) follows from (2.10).

Now, according to Proposition 2.1, we have mu,, € H~=3%~1(%) with

Il 23 < € il =€ (ol + vkl
c (1 + ||Q||i°°(Q)) H”Zg“i%@)’

which, in combination with (2.9), entails

o

oo

+

A, CH™27i(X) - H™ (X)) g vy,

defines a bounded operator. O
The identity in the following proposition will be very useful in our analysis.

Proposition 2.4. Fizm >0 and let q,q € mBr (). Then Ay — Az is a bounded operator from H-3~1 (%)
into H2'3(X) and

_11
(Ag —Ag)g, h) = /Q(q = qQ)uy, guahdxdt, g, he H 27 1(%). (2.11)
Proof. Tt is straightforward to check that u = uir - u ;4 is the solution of the IBVP

{ (at—A+®u:(q—®u;g in Q,

UIQ+UE =0.
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Therefore, u € H*'(Q) and by the trace theorem [38, Theorem 2.1, page 9] (A, — A7)g = d,u € Hzi(%).
Additionally (2.9) implies

(8 = 8910l 4 gy = 106l 4 ) < C s
+
<Cll(g- ®UQ;Q|’L2(Q)

<Cllgly 11y

where C' is a generic constant depending only on @ and m.

Let h = 7o H, where H € C*(Q) N S_. We find by making integrations by parts

—/ dyuh dodt = / (0r — A+ Quug , dzdt — / u(—0 — A+ qJug ,dzdt (2.12)
= Q ’ Q ’

- /Q(q — Qug gug pdadt.

As 7. = C>®(Q) N S_ is dense in S_, 70._ is dense in H~ 23 (%) according to Proposition 2.2.
Whence (2.11) is deduced from (2.12) by density. O

3. A CARLEMAN INEQUALITIES

We establish in this section a parabolic version of an elliptic Carleman inequality due to Bukgheim and
Uhlmann [6]. This inequality is used in an essential way in constructing CGO solutions vanishing at a part
of the lateral boundary.

In this section e = + and, for w € S*~! and p > 0,
Pewp(,t) = e720TE0 | (34) € Q,
and Ye w,p = \/Pewp-
Observe that 1., , satisfies
(€0 — A)ew =0, (2,t) €Q.
Theorem 3.1. There exists a constant C > 0 depending only on Q with the property that, for any m > 0,

we find po > 0, depending only on Q and m so that, for any q € mBre(q), p = po and u € C?(Q) satisfying
u=0 on XU,

| ecnlul o [ penplonl o vldodi s [ ooy luf deds (3.1)
Q

—e Yew

<C (/ Pewp |(€0r — A+ q)u|2 dxdt + ,0/ e w,p |8,,u|2 |w - v dadt) )
Q

—e,w

Proof. 1t is enough to give the proof in the case of real-valued functions. We consider the case ¢ = +. The
case ¢ = — can be treated similarly. Let u € C?(Q) satisfying v = 0 on ¥ U Q, and set v = Vi w,pU-
Straightforward computations give

Vi w,p(0r — A)u = P, pv, (3.2)
where
P,,=0—A—=2pw-V.
In this proof, the symbol V denotes the gradient with respect to the variable x.

We split F,, , into two terms

P,,=-A+Q,, with Q. , =0, —2pw- V.
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Hence
HP—&-,p,wU”iz(Q) > ||Qw,p”H2 = 2(Av,Qu,pv) -
But
-2 (Av, me’u)Lz(Q) = —Q/QAvatvd:cdt + Qp/Q Avw - Vodadt.

Applying Green’s formula, we get
72/ Avatvd:ﬂdt:/ 6t|Vv|2dxdt:/ |Vo|2dz.
Q Q Q_

On the other hand, we have from the proof of [6, Lemma 2.1]
2/ Avw - Vodzdt = / |0, v|%w - vdodt.
Q by
Combining these formulas, we obtain
2 2
||Pw7pv||L2(Q) > /Q, |Vovl? + p/Z 10,v*w - vdodt + ||Qw,pv||L2(Q) . (3.3)

We need the following Poincaré type inequality to pursue the proof. This inequality is proved later in
this text.

Lemma 3.1. There exists a constant C, that can depend only on Q so that, for any p > 2 and v € H'(Q)
satisfying v =0 on X U,
P ||v||L2(Q) <C ||QW7P,U||L2(Q) . (3.4)

Inequality (3.4) in (3.3) yields
| wPdeto [ o vdodt + 5 ol gy < G (nPw,vaiz@) o f
- +

Here the constant Cy depends only on Q. This gives (3.1) when ¢ = 0. For an arbitrary ¢ € mBp(q), we
have

10,v]%|w - V|dodt> .

|8 — Au)® = |0,u — Au+ qu — qu|* < 2](8; — A + q)ul> + 2m? |u)”.

Fix pg > 2max(y/Com,1). Then (3.1) follows with C' = 2Cj. O
Proof of Lemma 3.1. We consider the case ¢ = 4. The case € = — is proved similarly.

Let v € HY(Q) satisfying v =0 on YU, . A classical reflexion argument in ¢ with respect to 7' shows
that v is the restriction to @ of a function belonging to HE (2 x (0,27)). Therefore, by density, it is enough
to give the proof when v € C§°(2 x (0,27')) that we consider in the sequel as a subset of C5°(92 x (0, +00)).

Let v € C§°(Q2 x (0,400)). If n = (N, n:) € R™ x R is defined by
—2pw 1

V1+4p% "= V1+4p%

then o
v(x,t) = / Osv((x,t) + sn)ds, (z,t) € Q.
— 00
Fix R > 0 such that Q C {|z| < R; x € R"}. For s < —4R, x € Q and p > 2, we get

—Ss

|z + 51| = 5 |z| > R.
Thus, for s < —4R and © € Q, x + sn, ¢ Q yielding v((x,t) + sn) = 0. Therefore
0 2
w0 <| [ oalworma| . @oea

—4R
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Applying Cauchy-Schwarz’s inequality, we obtain

0
/ lo(a, ) [2dadt < AR / / 1040((z, £) + sn) [2dsdadt
Q QJ—4R

1+4p / / |Qu,pv((z,t) + sn)|*dsdxdt.
We make the substitution 7 =t + sn;, y = © + sn, and we apply Fubini’s theorem. We find

) T+ sn:
/Qv(x,t)| dzdt < 1+4p /43/ / |Qu pv(y, 7)[dydrds

16 R? 9
< 1+4p2/Q|Qw,pv(z,t) dxdt.

Here we used both the fact that 7, > 0 and supp(v) C (0, 400) x €. O

4. CGO SOLUTIONS VANISHING ON A PART OF THE LATERAL BOUNDARY

With the help of the Carleman inequality in the previous section, we construct in this section CGO
solutions vanishing at a part of the lateral boundary.

As in the preceding section, for w € S"™!, e =+ and p > 0,
Peopl,t) = 200270 (34) € Q,
and Ye o p = \/Pew,p- Set, where § >0 and w € sn—1,
I'iows={zel;v(r) w>d}
and By 45 =Ty 5 x (0,7).
FixweS" 1 ¢ e R® with £ -w=0,7€Rand p > pg, po is as in Theorem 3.1. Let ¢ = (£,7) and

3 .
0, (,1) = (1 - e_p”) s
0_(z,t) = <1 — epi(Tt)) .

Theorem 4.1. Let m > 0. There exists a constant C > 0 depending only on QQ, m and 0 so that, for any
q € mBr~(q), the equation
has a solution uy 4 € Hy, satisfying u+ ¢ =0 on Xy +o,5, of the form

Ut,q = wZF,wm <9i + wi,q) ; (4.1)

where wy 4 € Hy is such that
1 _1
||w+,q||L2(Q) <Clp™1+p7H(0)?), Hw—,q”Lz(Q) <Cp™1. (4.2)
Here and henceforth () = /1 + |(|?.

In the rest of this section, for sake of simplicity, we use ¢. and . instead of ¢, , and e o p.

Before proving Theorem 4.1, we establish some preliminary results. We firstly rewrite the Carleman
inequality in Theorem 3.1 as an energy inequality in weighted L?-spaces. To this end, denote by || - ||¢,,.,
I “llo ... and || - ||5.. .. Where v = |v - w|, the respective L:-norms of L*(Q, p.dzdt), L*(Q_., p.dz) and
L?*(Y4c o, peydodt). Under these notations, inequality (3.1) takes the form

1
lullo .o, + 0% 10l oy + 2l g, < C (M0 =~ A+ QJull g, + 1Bl ) (43)
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for any p > po and u € D, = {v € C?*(Q); vsuo, = 0}

Again, for sake of simplicity, we use in the sequel the following notations

L., = L(Q,pedadt) LY _, =L*(Q_., ¢.dz), = L*(Zicw, peydodt).

2
—esP inzaﬂoa’)’

We identify the dual space of L2 . (Tesp. L% o) DY L? o (resp. L2 _1__,)- The respective norms

of L2 - and L2 o1y ATe denoted respectively by [ - || ,-1 and || - ||2 R

2
Cons1der the followmg subspace of LQ o DLS oy

M. ={((e0 — A+ qv,0vz__); v €D}

Lemma 4.1. Fizm >0 and ¢ € mBr~ (). Assume that p > po, with py the constant of Theorem 3.1, and
let (G,h) € Lé LD L2 Then there exists z € L2Q,sas satisfying

e, ;17_1 ’
(—edi — A+ q)z=G inQ,
Z‘ZEY“, - h,
Z‘Qie = O,

I2llg. <C (P M IGlguuer + 07 IRy prya) s
for some constant C > 0 depending only on QQ and m.
Proof. Define on M. the map . by
L0 = A+q)f.0ufis )N ={fCr2q) = Oufh)2s. ) fEDe.
In light of (4.3) we get, for f € D,
|10 = A+ ) [0 fiz. N < I fll@p Gl g ozt + 1100 fllse o llblls, oo
< (07 prs + 03Bl rys) ol Fllgg. + 18, o)
<C(p MGl gper + o ||h||zs,¢;w_1) (It = A+ gl +10uuls_ .. )

<C(p NGl gpmr + 0 Il oty ) 100 = A+ .00 fis . )2, or

Y
T _e e

where C is the constant in (4.3). By Hahn Banach’s extension theorem, .7 is extended to a continuous linear
form on L?Q,ws &) L22757%7. This extension is denoted again by .. Additionally

171 < € (7 1G g + 27 Hlhls oy ) (4.4)

li
ey | Therefore, by Riesz’s representation theorem,
—es

so that, for any f € D,,

where ||| denotes the norm of .% in [Lé o © L3

. 2
there exists (z,9) € LQ w. ®Ls _

L0 = A+ ) f,0ufiz_. )] = (€0 = A+ q) [, 2) 12 () + (Ouf, 9) L2(s
In other words we proved that, for any f € D,
(€0 —A+4q)f, Z)LQ(Q) + (0 f, 9>L2(275,w) = (f, G)L2(Q) =0 f, h>L2(Es,w) . (4.5)

Taking f € C3°(Q), we get (—e0y — A+ q)z = G in Q. Whence z € H_.. In light of the trace theorem
of Proposition 2.1, the other properties of z can be proved in a straightforward manner. (|

—E‘W) :
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Proof of Theorem 4.1. We give only the existence of u; 4. That of u_ , can be established following the
same method and therefore we omit the proof in this case. In the sequel p > py. Recall that we seek uy 4 in
the form uy ; = ¥_ (04 + w4 4) which means that wy , must be the solution of the IBVP

(O —A+q)(Y-w) = —(0r — A+ q)(¥-01) inQ,
wig, =0, (4.6)
w\2+,_w‘5 = —9+.

The following identity is used in the sequel
. 3 3
(0= At )(-03) = e @O il ) (1 ) - el

Pick ¢ € C§°(R™) so that supp(p) NT C{z €T; w-v(z) < =2§/3} and p =1on {z €T; w-v(z) <
—6} = F_;,_’_w,é. Let

h=—-p0y on¥_ , =31 _,,

, . o,
G = —yp_e @< {(—iT + €7 +aq1) (1 - e"”f) _ pie—pu} '

From Lemma 4.1 (with e = —), there exists z € H satisfying
(O —A+qz=G inQ,
Z‘Q+ = 0,
Z‘E—,w =h

As ¢, = ”", we see that wy , = 1, 2 satisfies (4.6).
We complete the proof by showing that inequality (4.2) holds for w4 4. To do that, we firstly note that

IGllg.,, < CUrI+ 62 +p%) < CUO* + 1),

for some constant C' > 0 depending only on m and Q). Whence
_ St
lwrs.gll oy = lollgp, <C (7 1Glget + 07 Ikl syt )
_ _1
<C(p " IGlg, + o Ihls_pys)
o (102 + p3) + 4 ||
(7@ + sty e

py 2
< Cp T +p71 (),

as it is expected. O

N

5. PROOF OF THEOREMS 1.1 AND 1.2

Fix ¢,q € mBr~(q) and set p = (¢ — 9)xq, where x¢ denotes the characteristic function of ¢). For
§ €(0,1), let xx 4w, € C3°(R™) satisfying

SUpp(X4,w,6) NI CT_ 3095 and xiwes =1 on I'_ 5.
As usual, the operator x_ ., 5(Aqg — Ag)X+,w,s acts as follows

11
X—w,s(Ag = A)X+w5(9) = X—w,s(Ag — Ag)(X+w,69), g€ H 27 %(2).
Recall that the Fourier transform p of p is given by

B(C) = (2m)~(m+0)/2 / (. )=S0 dt.

Rn+l

We start with the preliminary lemma
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Lemma 5.1. Let § € (0,1), w € S" 1, ¢ = (§,7) € R® x R with £ -w = 0 and py be as in Theorem 5.1.
Then

POl <C (p T p T R+ I ws(Ag — AD)X4 sl € ) , ISl <R, p> po. (5.1)
for some constants ¢ > 0 and C > 0 depending only on m, 6 and Q.

1

Here || X w,6(Aq = Ag)X4w.sl| denotes the norm x— u5(Aq — Ag)xtws in B(H™273(5), H4(5)).

Proof. Let g = Tou4,q (resp. h = u_j), with uy 4 (resp. u_ z) as in Theorem 4.1. Then formula (2.11)
yields

/]R » p(m,t)e_ig'(’”’t)dxdt‘ < ‘/Q Z(t,x)dwdt’ + (X = w,6(Ag — AG)X+,w,59, )] (5.2)
with
. 3 . 3 3
Z=e 0w gpwy g wp o g+e T e g )4 em P (1w g) +e T

In light of (4.2) and noting that

T 3 T 3 +oo 3 p*%
/ ety :/ e~ 2 (T=1) gy g/ e 2Pt = ,
0 0 0 2

we get by applying Cauchy-Schwarz’s inequality

‘ / Z(t,x)dwdt’ <Cpt. (5.3)
Q
Since u4 4 € Hy,
c 2
ol -3~ () S Clurally, < Cllurgllzg) <e” (5.4)

with ¢ = T' + sup, g [2| and the same estimate holds for w_ z. Finally a combination of (5.2), (5.3) and
(5.4) entails (5.1). O

Proof of Theorem 1.1. In this proof ¢ and C are generic constants that can depend only on m, @ and s. By
Lemma 5.1,

~ 1 _ cn?
BOI<C (07t + o B2+ A, = Agll e ), I < R, p = po. (5.5)
On the other hand

Iy = [ G BOPAC

— [P ROPd+ [ iR P
(<R

>R
< [{I¢l < Ry[ max [H(O)* + R~?||p]7-

[CISR
< [{I¢] < R} max PO + R™2[|pl|7
< < ()2 + R™2m?|Q).
< [{I¢] < R} max POI" + R™m|Q)
Whence, as a consequence of (5.5),
||p||%1fl(]Rn+l) < C (R_2 + p—%Rn—&-l + P_an+5 + Rn-‘rl,y?esz) 9 R > 07 P 2 pOa (56)

where we used the temporary notation v = ||[A; — Az||. In this inequality, we take R = p® in order to obtain,
where a = 1/2 — s(n+ 1)(> 0),

2
P31 gniy < C (57 497" ) o > pr.
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Here p; > pg is constant depending only on m and Q). A straightforward minimization argument with respect
to p yields

P -1 (gne1y < ClInry| /2, (5.7)
if v < ~*, where v* is constant that can depend only on m, @ and s.

When v > v* we obtain, by using that |[p||g—1@®n+1) < Cpllr2@n+1) < C|1Q|Y*m,

g
[Pl -1 (mn+1y) < C < 05- (5.8)
We complete the proof by noting that (1.3) is obtained by combining (5.7) and (5.8). O

Before we proceed to the proof Theorem 1.2, we recall a result quantifying the unique continuation of a
real-analytic function from a measurable set.

Theorem 5.1. (|2, Theorem 4]) Assume that H : 2B — C, where B the unit ball of R"*1, is real-analytic
and satisfies

!
|0“H ()| gK%, Kk € 2B, a € N*,

for some (K,\) € R x (0,1]. Then for any measurable set E C B with positive Lebesgue measure, there
exist two constants M > 0 and 6 € (0,1), depending only on A and |E|, so that

0
_ 1
| H ) < MK 9(E| / H(n>|dm) .

Proof of Theorem 1.2. Let § > 0 be chosen in such a way that, for any w € O5 = {n € S*™1; |n — wo| < 6},
F,’,w’g(; CU_ and I‘,’w’;gg C Z/{+.
In the rest of this proof, C' and ¢ denote generic constants that can depend only on 2, ), m and U4.. Define

Ey= |J{(&n)ER" xR £-w=0}, E:={(=(,7)€Ey; [{|<1}.
weOs

In light of estimate (5.1), for all { = ({,7) € {n € E1; |n| < R}, there exists w € Oy satisfying £ - w = 0 such
that

~ _1 _ o2
BN < C (p7F o7 B2 + X sy = Aghxrasll ) . 9= p0.
But, for any w € Os, supp(X+,w,s) C U+. Whence
X0 = Agxssll < C | Rq = Bg -

Therefore
BOI<C(ph+ o7 B2+ R, - By

6692) , Ce{ne By Inl <R} p=po. (5.9)
Let
H(¢) = p(RQ).
We repeat the same argument as in the proof of [34, Theorem 1] in order to get
e?lal!
el
where A = [1 4+ max (7T, Diam(Q2))]~! € (0,1). An application of Theorem 5.1 with K = €2 yields
B(RE)] = [H(O)] < | Hll o gy < O™ | H| gy 1] < 1,
for some 0 < 6 < 1 depending on @ and Uy. But, from (5.9) we deduce

0°H(Q)| < S, ¢ e 2B, a e N,

1 ~ ~ 112 2
RO = HEP <0 (54 42+ Ry =R '), cempzm.
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Consequently, fixing o = 4(1 — ), we find

1 -~ ~ 112 2 0
FOI < e (w + o 2R+ || R, - A ) KL< R, p= po. (5.10)

We proceed as in the proof of Theorem 1.1 in order to obtain

1

2 2 o
I VR S (R RV LI P2 |

As pi € (0,00) — 7 is convex, we derive

2 1 —~ —~ 112
||p||;[—1(1[£n+1) <C <R_g + [R"—H@(TR] ’ (/0_% + p_2R4 + HAq - AZiH ecp2>) , R>0, p>po.

Hence, there exists 8 > 0 depending only on n and 6 so that

~ ~

2 2
HPHIBJ—l(RnH) <C (R_g + €BRP_% + PR HAq - AcYH 60p2> , R>0, p=po.

2
6

Thus, there exists Ry > 0 so that choosing p satisfying eBRp’% = R™% we find

2
||p||[i(—1(Rn+1) <C (R‘g + ‘

o~ o~ 2 R
Aq—Aq~H e ) R > Ry
The proof is completed similarly to that of Theorem 1.1 by using a minimization argument. O

6. DETERMINING THE NONLINEAR TERM IN A SEMI-LINEAR IBVP FrROM THE DN MAP

The objective in the actual section is the derivation of a stability estimate of the problem of determining
the nonlinear term in a semi-linear parabolic IBVP from the corresponding “linearized” DtN map. We will
give the precise definition of the “linearized” DtN map later in the text. The results of this section are
obtained as a consequence of Theorem 1.1.

The linearization procedure we use require existence, uniqueness and a priori estimate of solutions of
IBVP’s under consideration. We preferred to work in the Holder space setting for which we have a precise
literature devoted to these aspects of solutions. However we are convinced that the same analysis can be
achieved in the Sobolev space setting. But in that case this analysis seems to be more delicate.

In this section € is of class C** for some 0 < @ < 1. The parabolic boundary of Q is denoted by %,,.
That is ¥, =X U Q.
Consider the semilinear IBVP for the heat equation
{ (O — A)u+a(z,t,u) =0 in Q,

u=g on X, (6.1)

We introduce some notations. We denote by <7 the set of functions from C'(Q x R) satisfying one of
the following condition

(i) There exist two non negative constants ¢y and ¢; so that
wa(z,t,u) > —cou?® —c1, (z,t,u) € Q x R. (6.2)

(ii) There exist a non negative constant ¢ and a non decreasing positive function of 7 > 0 satisfying
/ °° dr
=
o (1)

ua(z,t,u) > —|u|®(|u|) — ca, (z,t,u) € Q x R. (6.3)

so that
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Set X = C?te1+a/2(() and let Xy = {g = G|z, for some G € X}. If || - | x denotes the natural norm
on X we equip Xy with the quotient norm
l9llx, = nf{[|Gllx; Gz, = g}

By [Theorem 6.1, page 452, LSUJ, for any a € </ and g € Xy, the IBVP (6.1) has a unique solution uq 4 € X.
Additionally, according to [Theorem 2.9, page 23, LSU]J, there exists a constant C' that can depend only on
Q, <% and max|g| such that

b3

max |uq,q| < C. (6.4)
Q
A quick inspection of [inequalities (2.31) and (2.34), page 23, LSU] shows that

max|g| — C' = C(max|g|)
>, 3,

is non decreasing.
Define the parabolic DtN map N, associated to a € <%, by
No:g € Xo— Oty €Y = CHH0F0)/2(F),

Note that, contrary to the preceding case, actually the DtN map NN, is no longer linear. The linearization
procedure consists then in computing the Fréchet derivative of N,.

Let </ be the subset of &7 of those functions a satisfying d,a € C?(Q x R). For a € & and h € X,
consider the IBVP
{ (0 — A)yv + Oya(x, t,uq g(z,t))v =10 in Q,

v=nh on X,.
In light of [Theorem 5.4, page 322, LSU] the IBVP has a unique solution v = v, 4, € X satisfying
[va,g.nllx < cllllx,

for some constant ¢ depending only on @), @ and g. In particular h € Xy — v4,4,n € X defines a bounded
operator.

Proposition 6.1. For each a € </, N, is continuously Fréchet differentiable and
N (9)(h) = Oyvagn €Y, g,h € X.

Proof. Let a € . Asu € X — J,u € Y is a bounded linear operator, it is enough to prove that
M, : g€ Xy — uqy € X is continuously differentiable and M/ (g)(h) = va,g.n, g,h € Xo. To do that, we
define w € X by

W = Uq,g+h — Ug = Va,g,h
and set

p((E, t) = 8ua(x7 t, uayg(xa t))7

q(z,t) = /1(1 —1)02a(z,t, U g + T(Ua gt — Uag))dT.
According to Taylor’s formula 0
a(, b, ta,gn(T,1)) = a(2,t,uag(7,1) = p(@, 1) (Ua,g+n(T,1) = tag(T,1))
+ (2, ) (Ya g4 (2, ) = tag(@,1)*.
Consequently
a(x, t, U, g+n (2, 1) — alz, t, uq g(x, 1)) — p(z,t)vg 6.0 (2, t) = p(z, t)w(z,t)
(0, 8) (g1 (5,) — 0 (3, 1))°.
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Moreover, it is straightforward to check that w is the solution of the IBVP

(6t —A+pw= _Q(Ua,g+h - ua,g)2 in Q,
w =20 on Y.

Set Z = C**/2(Q). From inequality (6.4) and the comment following it,

m@ax |Uq,g+n| < ¢, for any h € Bx,.

Here and in the rest of this proof, c is a generic constant can depend only on @, a and g. Whence
Ipllz: llgllz < ¢, forany h € Bx,,
Therefore, again by [Theorem 5.4, page 322, LSUJ, it holds
lwllx < elluagin = tagll, forany h € Bx,. (6.5)
On the other hand z = ug g4n — Uq,g is the solution of the IBVP
(O —A+7r(x,t)z=0 in Q,
z=nh on X,,
with )
r(z,t) = / 0ua(x,t,Ug g + T(Ug g+ — Uq,g))dT.
0
Proceeding as above, we get
l2llx < cllhllx,-
This estimate, combined with (6.5), yields
lwllx < cllh]%,
That is we proved that M, is differentiable at g and M/ (g)(h) = va,g,n, h € Xo.
It remains to establish the continuity of g € Xo — M/ (g) € B(Xo, X). To this end, let g,k, h € X, and
set
® = Ua,g+k,h - Ua,g,h-
We see that ¢ is the unique solution of the IBVP

[0r — A + Oya(w,t, Ua,g+k (T, )] p = a(w,t) (Ua,g = Ua,g+k)Va,g,h in Q,
=0 on X,

where )
alz,t) = / 62a(337t, Uq,g(x, 1) + T(Ua g4k (2, 1) — Uq g(z,1)))dT.
0

Assume that k, h € Bx,. By proceeding one more time as above we get

|z

lellx < clltua,g+r — tagllzllva,gnllz < clltua,g+k — ta,g
Whence
1M (g + k) — My (9)llz(x0.x) < cllMa(g + k) — Ma(g)l|x,
which leads immediately to the continuity of M since M, is continuous. (Il

In order to handle the inverse problem corresponding to the semi-linear IBVP (6.1) we need to extend
the operator A, by varying also the initial condition. To do that we start by considering the IBVP

(9 — A+ qlt,))u =0 in Q,
u|Q+ = Ug, (6.6)
U;|2 =4g.

Let X, =r H, C H () that we equip with its natural quotient norm

luollx, = inf{lullz, s rew = uo}.
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Let (ug,g9) € X4+ & H- 3% (X) and pick v € Hy so that r;v = up. Formally, if u is a solution of the IBVP
(6.7) then w = u — v is the solution of the IBVP
(O = A+q(t,z))w=f inQ,
w|Q+ (07 ) = 07 . (67)
wy =h=g—1veH >71(X).

NG

Here
f=—0w+ Av —q(t,z)v € L*(Q).
Fix ¢ € mBpee(g). When g =0 (resp f =0) the IBVP problem (6.7) has a unique solution w 7 € H?1(Q)
[14, Theorem 1.43, page 27| (resp. w_ , € Hy by Proposition 2.3) and
lwg.slliz1@ < Collflliz@) < Callvll..

w2l < Callg =700ll -y gy < G (g3 3 ) + 0l )

for some constants C; depending only on @) and m. Whence, ug g = v + w;f + wah € H, is the unique
solution of the IBVP (6.7) and there exists a constant C' > 0 that can depend only on @ and m so that

[ el (7 O T P

Since v € H is chosen arbitrary so that r;v = ug, we derive

ltguoallie <€ (gl 3.3 ) + luollx. ) (6.8)
Therefore, according to the trace theorem in Proposition 2.1, the extended parabolic DtN map
AS: Xy @ H 273(8) —» H 271(5)
(w0, 9) F Tilgug

defines a bounded operator.

We need a variant of Theorem 1.2. To this end, we recall that from [37, Lemma 12.3, page 73] we have
the following interpolation inequality, where ¢( is a constant depending only on @,

1/2 1/2
lull z2(q) < collull gy Il s gy u € HYQ). (6.9)
On the other hand
lullog < eillul grg’Q)Hun"” 0 UECQ), (6.10)

where ¢; is a constant depending only on Q.

This interpolation inequality is more or less known but, for sake of completeness, we provide its proof
in Lemma B.1 of Appendix B.

We get by combining these two interpolation inequalities the following one

nt2 1 -
lulloy < ellull i Il 5 gy € C@), (6.11)
for some constant ¢ depending only on Q.
1 1
If 3 <5 < 3t
1-2s(n+1)
Os(p) =|Inp|” =3 +p, p>0, (6.12)

extended by continuity at p = 0 by setting ©4(0) = 0.
Inspecting the proof of Theorem 1.1, using the interpolation inequality (6.11) and that
IAg = Agll < [|AG — AF

we get
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Theorem 6.1. Fiz m > 0 and (n+3) <5< (n1+1)' There exists a constant C > 0, that can depend only
on m, Q and s, so that for any q,q € chl(Q)

la = lo < €O (A7 — Agl) -

Here HA" Ag|| stands for the norm of Aq — A% in B(X, & H™ 271 (%); H203(%)).

Fix A > 0. From (6.4) and the remark following it, there exists a constant ¢y > 0 so that

max ‘ua,g| <cy, a €, max|g| <A
Q 2p

For fixed § > 0, consider
o ={a=ax,u) € o; |0uall ciay—cy ) < 0}
To a € o and g € Xo we associate

Dag(2,t) = Opalz,uq ¢(z, 1)), (2,t) € Q.
It is straightforward to check that
N!(g9) = AS
From now on N/ (g) — N.(g) is considered as a bounded operator from X, endowed with norm of X, @
H~-2~1(%) into H2'3 (%),
Since ||pa,gllr=(q) < 6 for any a € o and g € Xo so that maxg lgl < A, we get as a consequence of
Proposition 2.3

Pa,g|Xo0"

sup{||N.(g) — Ni(g9)||; a € ,;Z?T g € Xo and max |g] < A} < occ.
)

p

Bearing in mind that C>(Q) is dense in H, we derive that X is dense X, @& H~2~1(%). Thus,
INa(9) = Na(g)ll = 1A, , — Ap, - (6.13)
Pick ap € C1(Q2) and set
o ={a e al-0) = ap}.
We note that when g = s, |s| < A, we have
Pag(7,0) = Oya(x, uq 4(x,0)) = dya(z,s), =€ Q.
In light of this identity and (6.13) we obtain as a consequence of Theorem 6.1
Theorem 6.2. Fiz A\ > 0 and 2(n+3) <s<
A, 8, Q and %, so that for any a,a € ,52/0,
la —allc@xany < COs ( sup [|N;(9) — Né(Q)H) :

gEXo,2

2(n+1) There exists a constant C > 0, that can depend only on

Here Xo» = {g € Xo; maxs; lg| < A} and |N/(9) — Ni(g)|| stands for the norm of N/(g) — Ni(g) in
B(Xy o H 575(D); H2i(%)).

We now turn our attention to the special case a = a(u) for which we are going to show that we have a
stability estimate with less data than in the case a = a(z, ).

Define
A= {a € C}R); a(0) = 0 and a is positive increasing}.
It is straightforward to check that A C 7. Let

Y, = 02+a 1+a/2( ) _ {g c 2+ 1+a/2(2) g(.70) — O}
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that we identify to the subset of X¢ given by {g € Xo; gjo, = 0}. We denote again the solution of (6.1) by
Uq,g When a € A and g € Y. In that case IV, is considered as a map from Yj into Y. Fix g € Yj and let

a € A. Since a(0) = 0, setting q(t, ) fo (tu(z,t))dr, we easily see that u, g is also the solution of the

IBVP
(O —A+q@u=0 nQ,
u=g on X,.
But ¢ > 0. Whence
minu = —max g~ = a(g), maxu=maxg" = b(g)
Q ) Q )
according to the weak maximum principle (see for instance [39, Theorem 4.25, page 121]). In particular

u(@) = Iy = la(g), b(g)]-
We derive by mimicking the analysis before Theorem 6.3

Theorem 6.3. Fiz g € Y non constant and There exists a constant C > 0, that can

1
s <5 <
depend only on g, s, @Q and A, so that for any a,a € A,

la—allcq,) < COs([INa(9) — Na(9))-
Here ||N.(g) — N.(g)| denotes the norm of N.(g) — NL(g) in B(H = —i(D); H2 3 (%)).

1
2(nt1)

Remark 6.1. Other stability results can be obtained in a similar manner to that we used in the present
section. We just mention one of them. To this end, let &% be defined as before with the only difference that
we actually permit to functions of <% to depend also on the time variable t.

Let a,d € % and pick (20,0, ug) €T x (0,T) x [\, A] so that

- 1 .
[(a —@)(zo,to, uo)| = §Ha — allemxo,T)x [~ A,A])- (6.14)

Let e = min(to, T — to) and g € X x so that g =son I' x [e,T — €] for some |s| < A. We proceed as in the
proof of Theorem 6.3 in order to derive

la = @ll o e ger—axi-any < COs < sup [[Ng(g) — Né(g)l) ;
geXo A

where the constant C depends only on A, s, @ and ,;a?o\.
In light of (6.14) this estimate yields

g€ Xo,n

la = @llorxprxan < COs ( sup || N;(9) — Né(g)Il) :

APPENDIX A

Lemma A.1. H*(0,T; L*(T)) = H§(0,T; L*(T")) for any 0 < s < 1/2.
Proof. Let Dy (resp. Dr) be the subspace of C§°(R, L?(T")) of functions vanishing in a neighborhood of t = 0
(resp. t = T). By [37, Lemma 11.1, page 55| both Dy and Dr are dense in H'/?(R, L*(T)).

Fix u € Dy and let € > 0 so that v = 0 in (—2¢,2¢) x . As Dy is dense in H'/2(R, L*(T)), there exists
a sequence (u,) in Dr that converges to u in H'/2(R, L?(T")). Pick v € C§°(—2¢,2¢) satisfying ¢» = 1 on
(—e,€).

We get by taking into account that ¥u, = ¥ (u, —u)

< Cllup —u

||1’Z}unHH%(]R;L2(F)) = ||’L/)(un - u)HH%(R;LQ(F)) ”H%(R;LQ(F)) ’

for some constant depending only on . Whence ((1 — %)u,) is a sequence in Dy N Dr converging to u in
H'Y2(R, L*(T).
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On the other hand, we know that H'/2(0,T; L?(T)) can be seen as the (quotient) space of the restriction
to (0,T) of functions from H'/2(R,L?*(T)). Therefore any function from H'/?(0,T; L?*(T')) can be approxi-
mated, with respect to the norm of H'/2(0,T; L?*(T)), by a sequence of functions from Dy N Dy, that is to
say by a sequence from C§°((0,7); L ( ).

The proof follows by noting that Hz (0, T; L2(T')) is continuously and densely embedded in H*(0,T; L%(T)),
0<s<1/2. O

APPENDIX B

Lemma B.1. Let D be a bounded domain of RY, d > 2, of class C&“ with 0 < o < 1. There exists a
constant C > 0 depending only on D and « so that, for any u € C%%(D),

lullom <C||U\ét2;’ yllu Hﬁf}}

Proof. Let u € C%%(D). From [26, Lemma 6.37, page 136. In fact this lemma is stated with C*“-regularity,
k > 1, but a careful inspection of the proof shows that this lemma can be extended to the case of 0
regularity| and its proof, there exists v € C%%(R%) with compact support so that v =« in D and
[vllcoagay < Ellullco.a sy, Nvllrzge) < Ellullrzp), (B.1)
where the constant x depends only on D.
For € D and r > 0, we get in a straightforward manner

B < [ ) el [ ey

B(x,r)

< lollomegas, / 1 — yl*dy + | Bz, 7)ol 2gam-

)

This estimate combined with (B.1) yields

fu(@)] < € (r* el o+~ lullz o) (B2)

where the constant C' depends only on D and a. The expected inequality follows by taking r in (B.2) so

that 7%|[ull co. ) = = 2|u|| L2 (). O
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