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S U M M A R Y
We introduce a technique to compute exact anelastic sensitivity kernels in the time domain
using parsimonious disk storage. The method is based on a reordering of the time loop of time-
domain forward/adjoint wave propagation solvers combined with the use of a memory buffer.
It avoids instabilities that occur when time-reversing dissipative wave propagation simulations.
The total number of required time steps is unchanged compared to usual acoustic or elastic
approaches. The cost is reduced by a factor of 4/3 compared to the case in which anelasticity is
partially accounted for by accommodating the effects of physical dispersion. We validate our
technique by performing a test in which we compare the Kα sensitivity kernel to the exact kernel
obtained by saving the entire forward calculation. This benchmark confirms that our approach
is also exact. We illustrate the importance of including full attenuation in the calculation of
sensitivity kernels by showing significant differences with physical-dispersion-only kernels.

Key words: Numerical solutions; Tomography; Seismic attenuation; Seismic tomography;
Computational seismology; Wave propagation.

1 I N T RO D U C T I O N

Efficient numerical methods for simulating the propagation of
acoustic, elastic, or anelastic waves in the time domain are widely
available, for instance, based on finite-difference methods (see e.g.
Virieux & Operto 2009, for a review), spectral-element methods
(e.g. Komatitsch & Vilotte 1998; Vai et al. 1999; Komatitsch &
Tromp 1999, 2002), or standard finite-element methods (e.g. Kalli-
vokas et al. 2013). Nowadays, these techniques are heavily used for
imaging based on full waveform inversion (FWI) or adjoint tomog-
raphy (e.g. Tromp et al. 2005; Plessix 2006; Tromp et al. 2008;
Virieux & Operto 2009; Fichtner 2010; Monteiller et al. 2015).
FWI involves fitting bandpass filtered versions of observed seismo-
grams by minimizing least-squared differences between observed
and synthetic seismograms. Adjoint tomography generalizes FWI
by considering arbitrary measures of misfit, for example, cross-
correlation traveltimes, multitaper phase and amplitude anomalies,
or instantaneous phase measurements.

In the context of imaging, it is useful to resort to the concept of
sensitivity kernels (e.g. Tarantola 1986, 1987, 1988; Tromp et al.
2005, 2008; Liu & Tromp 2008; Fichtner 2010; Fichtner & van Driel
2014). Let s denote the forward displacement wavefield and s† the

adjoint wavefield. In an isotropic Earth model, the kernels Kκ and Kμ

represent Fréchet derivatives with respect to relative bulk and shear
moduli perturbations, respectively. These kernels are given by (e.g.
Tromp et al. 2008)

Kκ (x) = −
∫ T

0
κ(x) [∇ · s†(x, T − t)][∇ · s(x, t)] dt , (1)

Kμ(x) = −
∫ T

0
2μ(x) D†(x, T − t) : D(x, t) dt , (2)

where

D = 1

2
[∇s + (∇s)T] − 1

3
(∇ · s) I (3)

and

D† = 1

2
[∇s† + (∇s†)T] − 1

3
(∇ · s†) I (4)

denote the traceless strain deviator and its adjoint, respectively, x
is the position vector and κ and μ are the bulk and shear moduli,
respectively. Their expression remains valid for elastic perturbations
superimposed on an anelastic Earth model (Liu & Tromp 2008) if
the regular and adjoint wavefields are computed in that anelastic
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reference model. In practical applications, it is often useful to define
compressional and shear wave speed sensitivity kernels, namely
(Tromp et al. 2005, 2008)

Kα = 2

(
κ + 4

3 μ

κ

)
Kκ (5)

and

Kβ = 2

(
Kμ − 4

3

μ

κ
Kκ

)
. (6)

In order to perform the convolution involved in the calculation of
the kernels (1) and (2), simultaneous access to the forward wave-
field s at time t and the adjoint wavefield s† at time T − t is required
(or conversely, since

∫ T
0 f (t) f †(T − t) dt = ∫ T

0 f (T − t) f †(t) dt
when convolving two functions f and f †). Carrying out forward
and adjoint simulations simultaneously is insufficient, because in
that case both wavefields are only available at a given time t. In
addition, to calculate the adjoint wavefield one must prescribe
the adjoint source, and that source is computed based on mea-
surements between observed and simulated seismograms, that is,
it can only be constructed after the completion of a forward
simulation.

A straightforward solution to this dilemma is to store the en-
tire forward simulation to disk and then read it back in reverse
order during the adjoint simulation. For 1-D or 2-D models this
is feasible (e.g. Pakravan et al. 2016), but in 3-D at short pe-
riods without lossy compression or significant spatial or tem-
poral subsampling (Fichtner et al. 2009; Sun & Fu 2013; Ru-
bio Dalmau et al. 2014; Cyr et al. 2015) the required amount of
disk storage is currently prohibitive. It is worth mentioning that
this situation will likely change in the future, but not any time
soon. In addition, heavy I/O involved in reading back the forward
wavefield can significantly slow down the simulation (Yuan et al.
2014).

For non-dissipative acoustic or elastic media, a standard solution
for large 3-D problems is to perform three simulations per source
(Tromp et al. 2008; Peter et al. 2011). One performs the forward
calculation twice: once to compute the adjoint sources and once
again in reverse time simultaneously with the adjoint simulation
performed in forward time to correlate the two fields and sum their
interaction on the fly over all time steps. Thus, one only needs a
small amount of disk storage to store the last time step of the for-
ward run, which is then used as an initial condition to recalculate
the forward wavefield backwards in time with a negative time step.
Based on this strategy, one has simultaneous access to the adjoint
wavefield at time t and the forward wavefield at time T − t, which
is what is required to perform the convolution involved in the con-
struction of the kernels (1) and (2). In the anelastic case, as shown
by Tarantola (1988), the wave equation is no longer self adjoint,
leading to exponential growth of energy in the adjoint equation (i.e.
‘anti attenuation’). However, in the calculation of sensitivity kernels
this does not matter, because this process involves the time-reversed
adjoint wave equation rather than the adjoint wave equation. In this
respect, it is worth mentioning that Liu & Tromp (2008) have a
time-reversed definition of the adjoint state compared to the clas-
sical one of, for example, Tarantola (1988) and Virieux & Operto
(2009), that is, they use the time-reversed eq. (35) of Plessix (2006)
instead of his eq. (32). Thus, ‘anti attenuation’ in forward time be-
comes attenuation in reverse time, and the time-reversed adjoint
wave equation is identical to the classical forward wave equation
(Tarantola 1988; Fichtner et al. 2006; Liu & Tromp 2008). Conse-
quently, both the forward and the adjoint wavefields are attenuated

during the calculation of the kernel. This makes physical sense,
because as the distance between two seismic stations increases, one
expects the sensitivity kernel to become weaker and weaker as a re-
sult of dissipation. Unfortunately, in the presence of attenuation the
process of reconstructing the forward wavefield backwards in time
based on the final snapshot and a negative time step is numerically
highly unstable (e.g. Liu & Tromp 2006, 2008; Kowar & Scherzer
2011; Ammari et al. 2013). This results in numerical instabilities
during the calculation of anelastic sensitivity kernels, not because
of the adjoint run, but because of the forward run that needs to be
performed backwards in time.

An approximate solution to this conundrum involves modifying
the wave equation to introduce filtering or other stabilizing terms,
or incorporating only certain aspects of anelasticity. Ammari et al.
(2013) introduced a promising regularized time-reversal imaging
technique which corrects attenuation effects to first order. However,
their approach involves significant filtering, thereby affecting the
quality of the resulting signals, in particular at high frequencies,
and it is currently limited to simple models of weak attenuation
in homogeneous media. In particular, the approach cannot handle
models comprised of standard linear solids. Zhu (2014) and Zhu
et al. (2014) introduce partial support for attenuation in reverse-
time migration by separating amplitude attenuation and phase dis-
persion operators (Varela et al. 1993). They construct attenuation-
and dispersion-compensated operators by reversing the sign of the
attenuation operator and leaving the sign of the dispersion operator
unchanged; they then design a low-pass filter for these operators
to stabilize the numerical procedure and avoid amplifying high-
frequency noise that would trigger instabilities. Changing the sign
of one of the terms in the backward integrations to stabilize the
calculations is also classically done in so-called Back-and-Forth
Nudging algorithms (Auroux et al. 2011, 2013).

An alternative solution consists of resorting to so-called ‘par-
tial checkpointing’ or ‘optimal checkpointing’, that is, using partial
storage to disk, but, realizing that storage size limitations or slow-
down related to disk storage are important issues (Yuan et al. 2014),
defining an optimized sequence in which the forward and adjoint
time steps are performed, essentially trading storage requirements
for longer computation times. This elegant idea was introduced
by Restrepo et al. (1998) and Griewank & Walther (2000). Re-
strepo et al. (1998) used a recursive strategy to compute the op-
timized order in which the simulation steps need to be performed
and showed that when the schedule is optimized the storage and
computational times grow at most logarithmically, and Griewank &
Walther (2000) defined an algorithm called ‘Revolve’ that is prov-
ably optimal to reduce storage requirements. Charpentier (2001)
used it for the meteorological model ‘Meso-NH’ and proposed
several variants depending on user preference between CPU time
and memory optimization. Akçelik et al. (2003), Symes (2007)
and Anderson et al. (2012) resorted to it for FWI as well as reverse-
time migration. Hinze et al. (2006) applied it to the instationary
Navier–Stokes equations, and more recently Spears et al. (2014)
included it in a jet-engine noise reduction simulation code. A lim-
itation of the original ‘Revolve’ algorithm of Griewank & Walther
(2000) is that it requires a priori knowledge of the total num-
ber of time steps to be performed, making it incompatible with
adaptive time stepping. Wang et al. (2009) have addressed that
issue by introducing a dynamic checkpointing algorithm that is
applicable even when the total number of time steps is a priori
unknown.

Another—more precise, but also more expensive—
approximate solution is to accommodate the effects of physical
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Figure 1. Taking into account only the effects of physical dispersion in
anelastic simulations, that is, its effect on phase but not on amplitudes (no
dissipation), amounts to performing an elastic simulation in a wave speed
model shifted to the dominant frequency of the source (red cross) relative
to the frequency of the reference model (green cross), based on eq. (8).
The logarithmic phase speed in a strictly constant-Q absorption-band model
is represented by the dotted line. In practice, in time-domain simulations
a constant-Q model is approximated by a small number of standard linear
solids (usually Zener solids) in parallel (e.g. Carcione 2014; Blanc et al.
2016), which approximate a constant Q inside an absorption band of interest
(solid line).

dispersion induced by attenuation, but not the effects of dissipation.
To appreciate this, consider the frequency-dependent shear modulus
in a constant-Q absorption-band solid, namely (e.g. Liu et al. 1976;
Dahlen & Tromp 1998; Carcione 2014)

μ(ω)

μ(ω0)
= 1 + 2

π Qμ

ln

(
ω

ω0

)
+ i

Qμ

. (7)

Here, ω denotes the angular frequency of interest, ω0 a chosen
reference frequency and Qμ a frequency-independent shear qual-
ity factor. The effects of physical dispersion are captured by the
logarithmic term, 2/(πQμ) ln (ω/ω0), and the effects of dissipa-
tion by the complex part of the modulus, 1/Qμ. Based on these
observations, partial support for attenuation is accommodated by
performing a total of four simulations per source (e.g. Zhou et al.
2011; Zhu et al. 2012), instead of three in the non-dissipative case
(Tromp et al. 2008; Peter et al. 2011). In a first stage, one runs a
forward simulation twice in the forward direction, once with full
attenuation and once with physical dispersion only. The second cal-
culation is therefore a purely elastic calculation, but for a wave
speed model that is shifted to the dominant frequency of the source,
ωs, based on the correction

μ(ωs) = μ(ω0)[1 + 2/(π Qμ) ln(ωs/ω0)] , (8)

as illustrated in Fig. 1. The first forward run with full attenuation is
used to make the measurements needed in the construction of the
adjoint sources for the third run, and the second forward run with
physical dispersion only is used to compute and store the final time
step to be able to time reverse that calculation in the fourth run. The
third and fourth runs are carried out simultaneously to calculate the
kernel, and both these runs are purely elastic and use a wave speed
model that is shifted to the dominant frequency of the source. The
fourth run is thus stable, because it involves time reversal of an
elastic simulation. Note, however, that the measurements that are
assimilated in the third run are based on synthetics computed with
full attenuation.

It is important to recognize that the significance of anelas-
tic effects on sensitivity kernels very much depends on the
type of measurement one chooses to make. For example, as
demonstrated by Tromp et al. (2005), the sensitivity kernel for
a cross-correlation traveltime measurement is identical to the so-
called ‘banana–doughnut’ kernel first introduced by Dahlen et al.
(2000). Such kernels may be calculated based on ray theory, and
the related expressions are largely unaffected by attenuation. Phys-
ically, this reflects the fact that traveltimes are affected by wave
speed, and only very marginally by dissipation. More generally, as
long as one focuses on measuring phase, for example, frequency-
dependent traveltime or instantaneous phase, the corresponding ker-
nels are largely unaffected by attenuation (Zhou et al. 2011). How-
ever, for inversions involving amplitude measurements, including
FWI, attenuation plays a critical role. More generally, attenuation is
important on a global scale (e.g. Ruan & Zhou 2010, 2012), in ex-
ploration geophysics (e.g. Kurzmann et al. 2013; Groos et al. 2014)
and in near-surface geophysics or for site effects in poorly consoli-
dated sediments (e.g. Askan et al. 2007; Assimaki et al. 2012). We
demonstrate in this paper that global simulations of surface waves
at periods less than 40–60 s must accommodate the full effects of
attenuation.

To some extent, the accuracy of the gradient is not that critical in
the early stages of an inversion, because as part of the iterative inver-
sions scheme, for example, a non-linear conjugate gradient method
or an L-BFGS quasi-Newton method, the raw gradient is generally
smoothed and pre-conditioned (e.g. Sherali & Ulular 1990; Fel-
genhauer 1992; Shi 2006). Nevertheless, as the inversion proceeds
and the frequency content of the seismograms is increased, details
in the gradient matter, and its accurate calculation becomes highly
relevant.

2 PA R S I M O N I O U S S T O R A G E
T E C H N I Q U E

In view of eqs (1) and (2), for simulations in the time domain
consisting of N time steps numbered from 1 to N, the contribu-
tion to adjoint-based sensitivity kernels at time step i is obtained
by combining information coming from time step i of the adjoint
run simultaneously with information coming from time step N −
i + 1 of the forward run. Two classical approaches can be used
to facilitate this, namely, at low to moderate frequencies and/or
small to moderate model sizes one can consider storing the en-
tire forward run to disk (Process A; see Fig. 2a), and reading it
back from disk in reverse order during the adjoint run. Lossless
or lossy compression (Fichtner et al. 2009; Sun & Fu 2013; Ru-
bio Dalmau et al. 2014; Cyr et al. 2015) or spatial or temporal
subsampling (Sun & Fu 2013) can be helpful in this context. How-
ever, the required amount of storage is currently unaffordable and
will remain so for many years to come, and, in addition, heavy
I/O will significantly slow down the simulation code (Yuan et al.
2014).

Another classical approach (e.g. Liu & Tromp 2006, 2008; Tromp
et al. 2008) is to first perform the forward run and store its final
time step to disk, and in a second stage perform the adjoint run
in the forward direction while simultaneously redoing the forward
run backwards, reversing time and starting from the final time step
(Process B; see Fig. 2b). In the acoustic or elastic case, that is, when
total energy is conserved, this process is numerically stable and its
only two drawbacks are that the compute time increases by a factor
of 3/2 because the forward run needs to be performed twice, and that
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Figure 2. For time-domain simulations consisting of N time steps numbered from 1 to N, the contribution to adjoint-based sensitivity kernels at time step i is
obtained by combining information coming from time step i of the adjoint run with information coming from time step N − i + 1 of the forward run. For low to
moderate frequencies and/or small to moderate model sizes, (a, red dashed slices) one can consider storing the entire forward run to disk, reading it back from
disk in reverse order while computing the adjoint wavefield. However, for high frequencies and/or large model sizes, the amount of storage needed is currently
unaffordable. (b) Another classical approach is to perform the forward run first and store its final time step to disk, and in a second stage perform the adjoint
run while simultaneously redoing the forward run backwards, reversing time and starting from the stored final time step. In the acoustic or elastic cases, that
process is stable, but not in the anelastic case. However, on computers that have a significant amount of memory per compute node, (c) a third process can be
designed, which is stable even in the presence of energy loss. During the first stage, one saves checkpointing/restart files to disk every few hundred or thousand
time steps. During the second stage, one still performs two runs simultaneously, but instead of performing the forward run backward from the stored final time
step one performs it in chunks in reverse order but in the forward direction, in each case starting from the previous restart file read back from disk and storing
that subpart of the run in memory (the green region, stored in a memory buffer). Since the run is conducted forward rather than backward in time, this process
is always stable, even in the presence of attenuation.

the required memory size increases by a factor of two because during
the second stage two runs need to be performed simultaneously in
memory. Let us note that the first drawback is not that serious
compared to Process A (Fig. 2a), because heavy I/O slows the latter
down considerably. Unfortunately, as mentioned above, Process B
cannot be used—without heavy filtering and resulting significant
loss of accuracy (e.g. Ammari et al. 2013)—in the anelastic case or
in the presence of any kind of energy loss, because time-reversing
energy decay is unstable from a numerical point of view (e.g. Liu &
Tromp 2006, 2008; Kowar & Scherzer 2011; Ammari et al. 2013,

and references therein). The reason is that while amplifying the
fields to restore energy when going backwards, numerical schemes
will also amplify numerical noise and thus very quickly become
unstable.

Even if full attenuation cannot be taken into account in Process B,
it can be partially accommodated by performing two runs instead
of one during Stage 1, as we will see in more details in Section 4:
one with full attenuation to make measurements to be used in the
calculation of the adjoint sources for Stage 2, and another one with
physical dispersion only in order to compute and store the final
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time step and be able to time reverse that calculation in Stage 2. In
the literature, it is often mentioned (e.g. Liu & Tromp 2006, 2008)
that during Stage 2 one needs to reverse time and perform the for-
ward run backwards, but, more precisely, the only requirement is
to have access to time step N − i + 1 of the forward run, regard-
less of whether it is computed backward or forward in time. Thus,
on computers that have a significant amount of memory—which is
always the case on modern compute clusters—a third process can
be designed, which is stable even in the presence of energy loss
(Process C; see Fig. 2c). In this approach, during the first stage
one saves a small number of evenly spaced checkpointing/restart
files of the three components of the displacement field to disk,
typically one every few hundred or thousand time steps; during the
second stage one still performs two simulations simultaneously, one
adjoint run and one forward run, but instead of performing the for-
ward run backward from the stored final time step one performs it
in chunks, in reverse order, but in the forward direction inside each
chunk. In each instance, one starts from the previous restart file
of displacement read back from disk, storing only that subpart of
the run in memory. Since the run is conducted forward rather than
backward in time, this process is always stable, even in the pres-
ence of attenuation. It is also exact, since no filtering is involved.
Process C is computationally meaningful compared to Process A
only if the number of time steps between two checkpoints is suf-
ficiently large, say a few hundred to a few thousand, that is, if the
total memory available as a storage buffer is large enough. Fortu-
nately, in practice that is almost always the case on modern compute
clusters.

Compared to the more involved ‘Revolve’ algorithm of Griewank
& Walther (2000) discussed in the introduction, which is provably
optimal in terms of minimizing the number of time steps to store
in memory (see also, e.g. Hinze et al. 2006), our choice is differ-
ent and rather makes optimal use of the entire computer memory,
that is, it maximizes memory usage instead of trying to minimize
it. The rationale for this is that monitoring of typical large wave
propagation simulations, for instance, in seismology or in the oil
industry, shows that—considering the large compute clusters or su-
percomputers which are nowadays readily available—users use only
a small portion of the memory available per compute node, typi-
cally between 5 and 30 per cent, because they generally harness a
relatively large number of processor cores to keep the calculation
relatively fast. Thus, leaving 5 per cent for the operating system
of the machine, between 65 and 90 per cent of the total memory
is available and can be used as a memory buffer. This enables one
to store at least hundreds of time steps of the displacement vector,
sometimes even a few thousand. The number of time steps that can
be stored is readily computed in an exact fashion once and for all
before the time loop by dividing the size of the available free com-
puter memory by the (constant) size of the array that contains the
three components of the displacement vector at a given time step.
Note that sensitivity kernel calculations often require the strain (e.g.
Tromp et al. 2008; Liu & Tromp 2008, as well as eqs 1 and 2), but
to reduce storage to disk, which is both disk-space consuming and
slow, we usually recompute the strain from the stored displacement
instead of storing it.

In terms of implementation, adding this approach to an existing
code is easy because it consists mainly of restructuring the time
loop and implementing a simple memory buffer system. Note that
the cost does not increase compared to Process B, because we per-
form the same total number of operations, simply in a different
order. In fact, if attenuation is partially taken into account in Pro-
cess B, four runs are needed instead of three, as mentioned above,

and in such a case Process C is cheaper by a factor 4/3. The writ-
ing of checkpointing files to disk during Stage 1 of the algorithm
may be non-blocking (if technically feasible on the file system),
thereby allowing for overlapping of disk writes with calculations,
because these restart files are reused much later in the algorithm,
during Stage 2. The reason why a memory buffer is needed during
Stage 2 is that in order to gain access to time step N − i + 1 of
the forward run, this buffer will be filled in forward order from the
previous restart file, but will then be accessed backward, that is, in
reverse order from its end, a policy often called ‘Last In, First Out’
(LIFO).

Interestingly, even in the case of purely acoustic or elastic sen-
sitivity kernels, that is, in the absence of attenuation, Process C
is a little more accurate than Process B in terms of numeri-
cal errors, because in C one computes the exact same forward
run twice, the second time from intermediate restart files, thus
resetting numerical errors and getting cumulated numerical dis-
persion for a total of N time steps only, while in B one per-
forms the forward simulation and then a second forward simu-
lation backwards from the saved snapshot of the final time step,
thus getting cumulated numerical dispersion for a total of 2N time
steps.

3 VA L I DAT I O N B E N C H M A R K

In this section, we validate our approach to compute anelastic sensi-
tivity kernels (Process C shown in Fig. 2c) by comparing its results
to those obtained with the exact approach (Process A shown in
Fig. 2a). In order to illustrate the effects of full attenuation on sen-
sitivity kernels, we also compare our kernels to an approximate
kernel in which only physical dispersion is taken into account, that
is, Process B shown in Fig. 2(b), but with a total of four runs
performed instead of three, as discussed in Section 1. We calcu-
late kernels for a cross-correlation traveltime measurement, that
is, we use time-reversed particle velocity as the adjoint source, as
explained in Tromp et al. (2005).

In order to perform the benchmark, we resort to the spectral-
element method (e.g. Komatitsch & Tromp 1999, 2002). The mesh
of hexahedra used in the 3-D simulations is designed to honor all
first-order discontinuities in the Preliminary Reference Earth Model
(PREM; Dziewoński & Anderson 1981), which are the Moho at a
depth of 24.4 km, the upper-mantle discontinuities at depths of
220, 400 and 670 km, the core–mantle boundary and the inner-
core boundary; it also honours second-order discontinuities at 600,
771 km, and at the top of the D′′ layer. The mesh is doubled in size
once below the Moho, a second time below the 670 km discontinuity
and a third time in the middle of the outer core (Komatitsch &
Tromp 2002). Each of the six chunks that comprise the so-called
‘cubed sphere’ that the spectral-element technique uses to mesh
the Earth has 256 × 256 elements along the free surface and, as
a result of the three doublings, 32 × 32 elements along the inner-
core boundary, leading to a total of 4 352 000 spectral elements to
mesh the entire globe. The radial density and velocity profiles of
the model are determined by PREM. The 3-km-thick water layer of
PREM has been replaced with the PREM upper crust. PREM has
a transversely isotropic asthenosphere between 24.4 and 220 km,
which is also incorporated in our simulations. Based on the size
of the mesh cells, the simulations presented in this section are
accurate for periods greater than about 17 s. To ensure stability
and accuracy of the calculations, we use a time step �t = 0.19 s.
We simulate a total duration of 5400 s, that is, 28 600 time steps.
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Figure 3. (a) Reference exact anelastic Kα sensitivity kernel defined by eq. (5) in the 100–200 s period range at an epicentral distance of 120◦ obtained by
saving the entire forward simulation to disk. (Process A in Fig. 2a.) The source is indicated by the red star and the receiver by the green triangle. (b) Approximate
anelastic Kα sensitivity kernel obtained by taking into account physical dispersion only, as explained in Section 1. (Process A in Fig. 2a.) This kernel matches
the exact result in terms of its pattern, but differs on average by 30 per cent in magnitude. (c) Anelastic sensitivity kernel computed with our new method.
(Process C in Fig. 2c.) This kernel matches the exact result in both pattern and magnitude, with differences of less than 0.01 per cent. (d) The difference
between Processes B and A. (e) The difference between Processes C and A, enhanced by a factor of 104. (f)–(h) Vertical-component synthetic seismograms
filtered in the 100–200 s passband. The red rectangle indicates the surface wave signal used to create the adjoint source. The seismograms obtained by the
exact and new methods are identical since the forward simulation is the same in both cases. The seismogram obtained using physical dispersion only shows the
surface wave arriving 30 s early on average, with double the peak amplitude.

We resort to parallel computing using a total of 384 processor
cores.

A source with a source time function with a half duration
of 11.2 s, strike of 174◦, dip of 30◦ and rake of 67◦ is lo-
cated at latitude −16.08◦ and longitude 168.31◦, at a depth of
15 km (corresponding to event 112699G in the global CMT cat-
alogue). A receiver is located on the surface of the Earth at
latitude 25.10◦ and longitude 52.37◦, at an epicentral distance
of 120◦, and records the three components of the displacement
vector.

Fig. 3 shows the Kα sensitivity kernel defined by eq. (5) in the
100–200 s period range obtained based on Processes A, B and C.
The difference between Processes A and C is shown in Fig. 3(e)
and confirms that our technique works well and is exact. When
using physical dispersion in Process B, the difference in the result-
ing kernel is on average 30 per cent of the exact result, as shown
in Fig. 3(d). The non-negligible differences that appear when only
physical dispersion is taken into account rather than full attenua-
tion highlight the importance of including full attenuation in the
calculation of sensitivity kernels, as discussed further in the next
section. Note that the convention for traveltime kernels throughout

this paper is such that �T = Tobs − Tsyn, where Tobs and Tsyn are the
traveltimes of observed and synthetic data (e.g. Marquering et al.
1999; Dahlen & Baig 2002).

We have chosen to represent the Kα kernel because, as shown in
eq. (5), it requires saving a single scalar to disk during Stage 1 of
Process A, namely the trace of the strain tensor, ∇ · s, as a function
of time and space. Saving that scalar required 16 TB of disk space,
thus illustrating that Process A is currently inconvenient and cannot
be routinely used when conducting seismic imaging at relatively
high frequencies. In comparison, computing the exact Kβ kernel
given by eq. (6) via Process A would require 50 TB of additional
disk storage.

4 I M P O RTA N C E O F F U L L
AT T E N UAT I O N I N K E R N E L
C A L C U L AT I O N S

In this section, we compare sensitivity kernels calculated based on
physical dispersion only (Process B) with exact kernels calculated
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Figure 4. Multitaper traveltime shear wave speed sensitivity kernels Kβv for 40–60 s vertical-component R1 and R2 waves at depths of (A) 30 km and (B)
125 km. The minor-arc epicentral distance is 60◦. Traveltime measurements are set to −1 in the computations (i.e. �T(ω) = −1). The locations of the source
and receiver are indicated by the red star and green triangle, respectively. The white star and triangle denote the source and receiver antipodes, respectively.
S40RTS with Crust2.0 is used as the 3-D model to compute forward and adjoint simulations. Associated seismograms and adjoint sources are as shown in
Fig. 5.

based on our new parsimonious storage technique (Process C). As
discussed in detail by Zhou et al. (2011), for body-wave traveltime
measurements attenuation can be safely ignored, as long as the ker-
nels are calculated in models with the appropriate wave speed, that
is, taking into account the effects of physical dispersion defined
in eq. (8) and illustrated in Fig. 1. Zhou et al. (2011) also show
that for intermediate-period surface waves at regional distances
the physical-dispersion-only approach is perfectly valid. Thus, the
use of Process B to accommodate the effects of attenuation in
regional-scale studies (e.g. Zhu et al. 2012; Zhu & Tromp 2013;
Chen et al. 2015) is well justified.

Process B may be summarized as follows:

(i) Compute two sets of synthetic seismograms, (1) using full
attenuation, and (2) using physical dispersion only.

(ii) Make measurements between observed and synthetic seis-
mograms with full attenuation.

(iii) Calculate sensitivity kernels for this measurement using
physical-dispersion-only forward and adjoint wavefields.

(iv) Compute the gradient by weighting the kernels obtained in
step (iii) with the measurements from step (ii).

Note that Process B is suitable for cross-correlation or frequency-
dependent (e.g. multitaper) traveltime and amplitude anomaly mea-
surements, but nor for FWI. In contrast, the new approach based on
Process C, taking into account full attenuation, may be summarized
as follows:

(i) Compute synthetic seismograms using full attenuation.
(ii) Make measurements between observed and synthetic seis-

mograms with full attenuation.
(iii) Calculate sensitivity kernels for this measurement using for-

ward and adjoint wavefields with full attenuation based on Pro-
cess C.

(iv) Compute the gradient by weighting the kernels obtained in
step (iii) with the measurements from step (ii).

The number of simulations required for Process C is reduced by a
factor 4/3 compared to Process B, although the extra cost is partially
offset by relatively cheaper physical dispersion-only simulations in
Process B.

In Fig. 4, we present horizontal cross-sections of multitaper trav-
eltime shear wave speed sensitivity kernels defined by eq. (6) at
depths of 30 and 125 km for 40–60 s vertical-component Rayleigh
waves using physical-dispersion-only and full attenuation, respec-
tively. We used 3-D mantle model S40RTS (Ritsema et al. 2011)
together with 3-D crustal model Crust2.0 (Bassin et al. 2000) as
a background model during forward and adjoint simulations. Con-
firming observations by Zhou et al. (2011), the two sets of kernels
are in good agreement. The corresponding R1 and R2 seismo-
grams together with their adjoint sources computed based on cross-
correlation and multitaper measurements are shown in Fig. 5. The
difference between physical-dispersion-only and full-attenuation
kernels is mainly in amplitude, although the former exhibit slight
differences in shape compared to the latter. The success of physical-
dispersion-only kernels strongly depends on the choice of measure-
ment and the bandpass. As long as the physical-dispersion-only
and full attenuation waveforms are similar in shape, the resulting
kernels will also be similar, as is clearly shown for 40 s Rayleigh
waves.

In Fig. 6, we present horizontal cross-sections of Love-wave mul-
titaper traveltime shear wave speed sensitivity kernels defined by
eq. (6) at 30 and 125 km depths. Shown are 40–60 s transverse-
component Love-wave kernels using physical-dispersion-only and
full attenuation, respectively. Again, S40RTS (Ritsema et al. 2011)
together with Crust2.0 (Bassin et al. 2000) is used during the
numerical simulations. The corresponding G1 and G2 seismo-
grams together with their adjoint sources computed based on cross-
correlation and multitaper measurements are shown in Fig. 7. For
these shorter period Love waves, we see that the physical dispersion-
only sensitivity kernels are beginning to breakdown, especially
along the major arc, mainly due to their stronger sensitivity to the
3-D crustal heterogeneity.
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(A)

(B)

Figure 5. (A) Vertical-component R1 seismograms computed with physical-dispersion-only and full attenuation (top row) and their associated adjoint sources
(bottom row). (B) Vertical-component R2 seismograms computed with physical-dispersion-only and full attenuation (top row) and their associated adjoint
sources, where the measurements (i.e. �T) are set to −1 (bottom row). CC and MT denote cross-correlation traveltime and multitaper measurements,
respectively. The multitaper adjoint sources are used to compute the Kβv kernels presented in Fig. 4. The epicentral distance is 60◦, and seismograms were
filtered between 40 and 60 s. S40RTS with Crust2.0 is used as the 3-D model to compute the seismograms. Note that, due to the relatively narrow-band signals,
the physical-dispersion-only and full-attenuation waveforms are similar. Note also that, due to the non-dispersive behaviour of the wave trains, the CC and MT
adjoint sources are very similar.
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Figure 6. Multitaper traveltime shear wave speed sensitivity kernels Kβh for 40–60 s transverse-component G1 and G2 waves at depths of (A) 30 km and (B)
125 km. The minor-arc epicentral distance is 60◦. Traveltime measurements are set to −1 in the computations (i.e. �T(ω) = −1). The locations of the source
and receiver are shown by the red star and the green triangle, respectively. The white star and triangle denote the source and receiver antipodes, respectively.
S40RTS with Crust2.0 is used as the 3-D model to compute forward and adjoint simulations. Associated seismograms and adjoint sources are as shown in
Fig. 7.

5 C O N C LU S I O N S A N D F U T U R E W O R K

We have introduced a method of computing exact anelastic sensi-
tivity kernels in the time domain using parsimonious disk storage
and a simple reordering of the time loop, combined with the use of
a ‘LIFO’ memory buffer. The total number of time steps required is
unaffected compared to usual approaches for the acoustic or elastic
(non-dissipative) cases. We reduced the computational cost by a
factor 4/3 compared to a commonly used approach in which only
the effects of physical dispersion associated with anelasticity are
taken into account.

We performed a benchmark in which we compared the compres-
sional wave speed sensitivity kernel obtained based on our approach
to the exact kernel obtained by saving the entire forward calculation
to disk; the difference was zero, confirming that our approach is
also exact. For shorter period surface waves, we discovered non-
negligible kernel differences, thus illustrating the importance of
including full attenuation in sensitivity kernel calculations for dis-
persive waves.

The technique applies without modification to problems in
reverse-time migration, which may be viewed as a particular case
of a sensitivity kernel calculation (e.g. Virieux & Operto 2009;
Douma et al. 2010), time-reversal seismological source studies
(e.g. Larmat et al. 2006) and time reversal as used in medical
imaging or non-destructive testing (e.g. Fink et al. 2000; Tanter
& Fink 2014). It would work for Maxwell’s equations as well,
since they can be written as a hyperbolic system and are also
self-adjoint in the absence of dissipation. The technique works
particularly well on GPU-accelerated machines (e.g. Komatitsch
et al. 2010; Komatitsch 2011), because the entire memory of
the CPU is largely unused and thus available as a huge memory
buffer.

Our SPECFEM open source spectral-element software pack-
age is freely available via the Computational Infrastructure for

Geodynamics (geodynamics.org), including the new develop-
ments presented in this paper.
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(A)

(B)

Figure 7. (A) Transverse-component G1 seismograms computed with physical-dispersion-only and full attenuation (top row) and their associated adjoint
sources (bottom row). (B) Transverse-component G2 seismograms computed with physical-dispersion-only and full attenuation (top row) and their associated
adjoint sources, where the measurements (i.e. �T) are set to −1 (bottom row). CC and MT denote cross-correlation traveltime and multitaper measurements,
respectively. The multitaper adjoint sources are used to compute the Kβh kernels presented in Fig. 6. The epicentral distance is 60◦, and seismograms were
filtered between 40 and 60 s. S40RTS with Crust2.0 is used as the 3-D model to compute the seismograms. Note that we start observing the effect of full
attenuation more for Love waves due to their higher sensitivity to crustal variations.
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Groos, L., Schäfer, M., Forbriger, T. & Bohlen, T., 2014. The role of attenua-
tion in 2D full-waveform inversion of shallow-seismic body and Rayleigh
waves, Geophysics, 79(6), R247–R261.

Hinze, M., Walther, A. & Sternberg, J., 2006. An optimal memory-reduced
procedure for calculating adjoints of the instationary Navier-Stokes equa-
tions, Optim. Control Appl. Methods, 27(1), 19–40.

Kallivokas, L.F., Fathi, A., Kucukcoban, S., Stokoe, K.H., II, Bielak, J. &
Ghattas, O., 2013. Site characterization using full waveform inversion,
Soil Dyn. Earthq. Eng., 47, 62–82.

Komatitsch, D., 2011. Fluid-solid coupling on a cluster of GPU graphics
cards for seismic wave propagation, C. R. Acad. Sci., Ser. IIb Mec., 339,
125–135.

Komatitsch, D. & Tromp, J., 1999. Introduction to the spectral-element
method for 3-D seismic wave propagation, Geophys. J. Int., 139(3),
806–822.

Komatitsch, D. & Tromp, J., 2002. Spectral-element simulations of global
seismic wave propagation—I. Validation, Geophys. J. Int., 149(2),
390–412.

Komatitsch, D. & Vilotte, J.P., 1998. The spectral-element method: an ef-
ficient tool to simulate the seismic response of 2D and 3D geological
structures, Bull. seism. Soc. Am., 88(2), 368–392.

Komatitsch, D., Erlebacher, G., Göddeke, D. & Michéa, D., 2010. High-
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