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# NON-ASYMPTOTIC GAUSSIAN ESTIMATES FOR THE RECURSIVE APPROXIMATION OF THE INVARIANT DISTRIBUTION OF A DIFFUSION 

I. HONORÉ, S. MENOZZI, AND G. PAGÈS


#### Abstract

We obtain non-asymptotic Gaussian concentration bounds for the difference between the invariant distribution $\nu$ of an ergodic Brownian diffusion process and the empirical distribution of an approximating scheme with decreasing time step along a suitable class of (smooth enough) test functions $f$ such that $f-\nu(f)$ is a coboundary of the infinitesimal generator. We show that these bounds can still be improved when some suitable squared-norms of the diffusion coefficient also lie in this class. We apply these estimates to design computable non-asymptotic confidence intervals for the approximating scheme. As a theoretical application, we finally derive non-asymptotic deviation bounds for the almost sure Central Limit Theorem.


## 1. Introduction

1.1. Setting. The aim of this article is to approach the invariant distribution of the solution of the diffusion equation:

$$
\begin{equation*}
d Y_{t}=b\left(Y_{t}\right) d t+\sigma\left(Y_{t}\right) d W_{t} \tag{1.1}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geqslant 0}$ is a Wiener process of dimension $r$ on a given filtered probability space $\left(\Omega, \mathcal{G},\left(\mathcal{G}_{t}\right)_{t \geqslant 0}, \mathbb{P}\right), b: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{d}$, and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{r}$ are assumed to be Lipschitz continuous functions and to satisfy a mean-reverting assumption in the following sense. If $\mathcal{A}$ denotes the infinitesimal generator of the diffusion (1.1), there exists a twice continuously differentiable Lyapunov function $V: \mathbb{R}^{d} \rightarrow(0,+\infty)$ such that $\lim _{|x| \rightarrow+\infty} V(x)=+\infty$ and $\mathcal{A} V \leqslant \beta-\alpha V$ where $\beta \in \mathbb{R}$ and $\alpha>0$. Such a condition ensures the existence of an invariant distribution. We will also assume uniqueness of the invariant distribution, denoted from now by $\nu$. We refer to the monographs by Khasminskii [Kha80] (see also its augmented second edition [KM11]), or Villani [Vil09] and to the survey paper [Pag01], for in-depth discussions on the conditions yielding such existence and uniqueness results.

We introduce an approximation algorithm based on an Euler like discretization with decreasing time step, which may use more general innovations than the Brownian increments. Namely, for the step sequence $\left(\gamma_{k}\right)_{k \geqslant 1}$ and $n \geqslant 0$, we define:

$$
\begin{equation*}
X_{n+1}=X_{n}+\gamma_{n+1} b\left(X_{n}\right)+\sqrt{\gamma_{n+1}} \sigma\left(X_{n}\right) U_{n+1} \tag{S}
\end{equation*}
$$

where $X_{0} \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$ and $\left(U_{n}\right)_{n \geqslant 1}$ is an i.i.d. sequence of centered random variables matching the moments of the Gaussian law on $\mathbb{R}^{r}$ up to order three, independent of $X_{0}$.

We define the empirical (random) occupation measure of the scheme in the following way. For all $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ (where $\mathcal{B}\left(\mathbb{R}^{d}\right)$ denotes the Borel $\sigma$-field on $\mathbb{R}^{d}$ ):

$$
\begin{equation*}
\nu_{n}(A):=\nu_{n}(\omega, A):=\frac{\sum_{k=1}^{n} \gamma_{k} \delta_{X_{k-1}(\omega)}(A)}{\sum_{k=1}^{n} \gamma_{k}} \tag{1.2}
\end{equation*}
$$

The measure $\nu_{n}$ is here defined accordingly to the intrinsic time scale of the scheme. Namely, $\Gamma_{n}=\sum_{k=1}^{n} \gamma_{k}$ represents the current time associated with the Euler scheme (S) after $n$ iterations. Since we are interested in long time approximation, we consider steps $\left(\gamma_{k}\right)_{k \geqslant 1}$ such that $\Gamma_{n}:=\sum_{k=1}^{n} \gamma_{k} \underset{n}{ }+\infty$. We also assume $\gamma_{k} \underset{k}{\downarrow} 0$. Observe that, for a bounded $\nu$-a.s. continuous function $f$, it is proved in [LP02] (see e.g. Theorem 1), that:

$$
\begin{equation*}
\nu_{n}(f)=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(X_{k-1}\right) \xrightarrow[n]{\text { a.s. }} \nu(f)=\int_{\mathbb{R}^{d}} f(x) \nu(d x), \tag{1.3}
\end{equation*}
$$

[^0]or equivalently that $\nu_{n}(\omega, \cdot) \xrightarrow[n]{w} \nu, \mathbb{P}(d \omega)$-a.s. The above result can be seen as an inhomogeneous counterpart of stability results discussed for homogeneous Markov chains in Duflo [Duf90]. Intuitively, the decreasing steps make the approximation more and more accurate in long time and, therefore, the ergodic empirical mean of the scheme converges to the quantity of interest. Put it differently, there is no bias. This is a significant advantage w.r.t. a more naive discretization method that would rely on a constant step scheme. Indeed, even if this latter approach gains in simplicity, taking $\gamma_{k}=h>0$ in (S) would lead to replace the r.h.s. of (1.3) by the quantity $\nu^{h}(f):=\int_{\mathbb{R}^{d}} f(x) \nu^{h}(d x)$, with $\nu^{h}$ denoting the invariant distribution of the Euler scheme with step $h$. In such a case, for the analysis to be complete, one needs to investigate the difference $\nu-\nu^{h}$ through the corresponding continuous and discrete Poisson problems. We refer to Talay et al. [TT90], [Tal02] for a precise presentation of this approach.

Now, once (1.3) is available, the next question naturally concerns the rate of that convergence. This was originally investigated by Lamberton and Pagès [LP02] for functions $f$ of the form $f-\nu(f)=\mathcal{A} \varphi$, i.e. $f-\nu(f)$ is a coboundary for $\mathcal{A}$. The specific reason for focusing on such a class of functions is that an invariant distribution $\nu$ is characterized as a solution in the distribution sense of the stationary Fokker-Planck equation $\mathcal{A}^{*} \nu=0$ (where $\mathcal{A}^{*}$ stands for the adjoint of $\mathcal{A}$ ). Thus, for smooth enough functions $\varphi$ (at least $\mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ ), one has $\nu(\mathcal{A} \varphi)=\int_{\mathbb{R}^{d}} \mathcal{A} \varphi(x) \nu(d x)=0$. The authors then investigate the weak convergence of $\nu_{n}(f)-\nu(f)$ once suitably renormalized. However, in these results, the assumptions are made on the function $\varphi$ itself rather than on $f$. To overcome this limitation and exploit directly some assumptions on the function $f$ requires to solve the Poisson equation $\mathcal{A} \varphi=f-\nu(f)$. This is precisely for this step that some structure conditions are needed, namely (hypo)ellipticity or confluence conditions. We refer for instance to the work of Pardoux and Veretennikov [PV01], Rothschield and Stein [RS76] or Villani [Vil09] who discuss the solvability of the Poisson problem under some ellipticity or hypoellipticity assumptions. We also mention the work of Pagès and Panloup [PP14] who exploit some confluence conditions allowing to handle for instance the case of an Ornstein-Uhlenbeck process with degenerate covariance matrix. We refer to Sections 2.2 and 2.3 for precise assumptions giving the uniqueness of the invariant distribution of (1.1) and the expected smoothness properties for the associated Poisson problem.

In the current paper, our goal is to establish for this recursive procedure a non-asymptotic Gaussian control for the deviations of the quantity $\nu_{n}(f)-\nu(f)$ for possibly unbounded Lipschitz continuous functions $f$. Such non-asymptotic bounds are crucial in many applicative fields. Indeed, for specific practical simulations, it is not always possible to run ergodic means for very large values of $n$. It will be direct to derive, as a byproduct of our deviations estimates, some computable non-asymptotic confidence intervals. A specific feature of such non-asymptotic deviation inequalities is that their accuracy depends again on the status of the diffusion coefficient $\sigma$ with respect to the Poisson equation. Thus, if $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)=\mathcal{A} \vartheta$ is a coboundary (where $\|\cdot\|$ denotes a matrix norm), we manage to improve our analysis, to derive better concentration bounds in a certain deviation range as well as some additional deviation regimes. Also, this additional study seems rather efficient to capture the numerical behavior of the empirical deviations. We refer to Section 4 and 6.2 for details about these points. Eventually, our main deviation results allow to provide deviation inequalities for plain Lipschitz continuous sources $f$ in the ergodic approximation, by using a suitable regularization procedure, as established in Theorem 7. As expected, dealing with this general class of functions requires more stringent constraints on the time steps, that must be small enough, and prevents from obtaining the fastest convergence rates (see again Theorem 7 and Section 5.3).

The main feature of the sequence (1.3) of weighted empirical measures is that it targets the true invariant distribution $\nu$ of the continuous time diffusion. The price to pay is the use of an Euler scheme with decreasing step which is a non-homogeneous Markov chain. This induces new difficulties compared to the extensive literature on deviation inequalities for ergodic homogeneous Markov chains. In particular, our approximation procedure produces some remainder terms that need to be controlled accurately enough in a non-asymptotic way to produce tractable deviation inequalities asymptotically close to their counterparts for the diffusion itself. This a major difficulty compared to a $C L T$ where these remainder terms are simply requested to go to 0 fast enough.

As mentioned above and like for the $C L T$ (see [Bha82] for the diffusion or [LP02] for the weighted empirical measures $\nu_{n}$ ), these deviation inequalities are naturally established for coboundaries $f-\nu(f)=\mathcal{A}(\varphi)$, the assumptions being made on $\varphi$. Our second objective in this paper is to state our results so that all assumptions could be read on the source function $f$ itself. This first requires to solve the Poisson equation in that spirit,
that means deriving pointwise regularity results on $\varphi$ from those made on $f$. Again, for Lipschitz sources, this step will require an appropriate regularization procedure.

In particular, we will not rely on the Sobolev regularity (see e.g. Pardoux and Veretennikov [PV01]) but rather on some Schauder estimates in line with the works by Krylov and Priola [KP10], which allow to benefit from the elliptic regularity for operators with unbounded coefficients. For more details, we refer to the introduction of Section 5 .
1.2. Assumptions and Related Asymptotic Results. From now on, we will extensively use the following notations.

For a given step sequence $\left(\gamma_{n}\right)_{n \geqslant 1}$, we denote:

$$
\forall \ell \in \mathbb{R}, \Gamma_{n}^{(\ell)}:=\sum_{k=1}^{n} \gamma_{k}^{\ell}, \Gamma_{n}:=\sum_{k=1}^{n} \gamma_{k}=\Gamma_{n}^{(1)} .
$$

In practice, we will consider time step sequences: $\gamma_{n}=\frac{1}{n^{\theta}}$ with $\theta \in(0,1]$, where for two sequences $\left(u_{n}\right)_{n \in \mathbb{N}},\left(v_{n}\right)_{n \in \mathbb{N}}$ the notation $u_{n}=v_{n}$ means that $\exists n_{0} \in \mathbb{N}, \exists C \geqslant 1$ such that $\forall n \geqslant n_{0}, C^{-1} v_{n} \leqslant u_{n} \leqslant C v_{n}$.

For a vector $v \in \mathbb{R}^{k}, k \in\{d, r\}$, we denote by $|v|:=\left(\sum_{j=1}^{k} v_{j}^{2}\right)^{\frac{1}{2}}$ its (canonical) Euclidean norm. Also, for a function $\psi: \mathbb{R}^{q} \rightarrow \mathbb{R}^{d}$, we set $\|\psi\|_{\infty}:=\sup _{x \in \mathbb{R}^{q}}|\psi(x)|$.

## Hypotheses.

(C1) The random variable $X_{0}$ is supposed to be sub-Gaussian, i.e. its square is exponentially integrable up to some threshold. Namely, there exists $\lambda_{0} \in \mathbb{R}_{+}^{*}$ such that:

$$
\forall \lambda<\lambda_{0}, \quad \mathbb{E}\left[\exp \left(\lambda\left|X_{0}\right|^{2}\right)\right]<+\infty .
$$

(GC) The $\mu$-distributed i.i.d. innovation sequence $\left(U_{n}\right)_{n \geqslant 1}$ is such that $\mathbb{E}\left[U_{1}\right]=0$ and for all $(i, j, k) \in$ $\{1, \cdots, r\}^{3}, \mathbb{E}\left[U_{1}^{i} U_{1}^{j}\right]=\delta_{i j}, \mathbb{E}\left[U_{1}^{i} U_{1}^{j} U_{1}^{k}\right]=0$. Also, $\left(U_{n}\right)_{n \geqslant 1}$ and $X_{0}$ are independent. Eventually, $U_{1}$ satisfies the following Gaussian concentration property, i.e. for every 1 -Lipschitz continuous function $g: \mathbb{R}^{r} \rightarrow \mathbb{R}$ and every $\lambda>0$ :

$$
\mathbb{E}\left[\exp \left(\lambda g\left(U_{1}\right)\right)\right] \leqslant \exp \left(\lambda \mathbb{E}\left[g\left(U_{1}\right)\right]+\frac{\lambda^{2}}{2}\right)
$$

Observe that if $U_{1} \stackrel{(\text { law })}{=} \mathcal{N}\left(0, I_{r}\right)$ or $U_{1} \stackrel{\text { (law) }}{=}\left(\frac{1}{2}\left(\delta_{1}+\delta_{-1}\right)\right)^{\otimes r}$, i.e. for Gaussian or symmetric Bernoulli increments which are the most commonly used sequences for the innovations, the above identity holds. On the other hand, what follows can be adapted almost straightforwardly for a wider class of sub-Gaussian distributions satisfying that for some $\varpi>0$ and for all $\lambda>0$ :

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(\lambda g\left(U_{1}\right)\right)\right] \leqslant \exp \left(\lambda \mathbb{E}\left[g\left(U_{1}\right)\right]+\frac{\varpi \lambda^{2}}{4}\right) \tag{1.4}
\end{equation*}
$$

which yields that for all $r>0, \mathbb{P}\left[\left|U_{1}\right| \geqslant r\right] \leqslant 2 \exp \left(-\frac{r^{2}}{\varpi}\right)$ (sub-Gaussian concentration of the innovation). The case $\varpi=2$ corresponds to the standard Gaussian concentration. This is also the constant in the logarithmic Sobolev inequality fulfilled by the standard Gaussian measure.
(C2) There exists a positive constant $\kappa$ such that,

$$
\sup _{x \in \mathbb{R}^{d}}\|\sigma(x)\|^{2} \leqslant \kappa
$$

where $\|\sigma(x)\|$ stands for the operator norm of $\sigma(x)$, i.e. $\|\sigma(x)\|=\sup _{z \in \mathbb{R}^{r},|z| \leqslant 1}|\sigma(x) z|$ (keep in mind that $\left.\|\sigma(x)\|=\left\|\sigma^{*}(x)\right\|=\left\|\sigma \sigma^{*}(x)\right\|^{\frac{1}{2}}\right)$. We then set $\|\sigma\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}\|\sigma(x)\|$.
$\left(\mathcal{L}_{\mathbf{V}}\right)$ There exists a Lyapunov function $V: \mathbb{R}^{d} \longrightarrow\left[v^{*},+\infty\left[\right.\right.$, with $v^{*}>0$, satisfying the following conditions:
i) Regularity-Coercivity. $V$ is a $\mathcal{C}^{2}$ function, $\left\|D^{2} V\right\|_{\infty}<+\infty$, and $\lim _{|x| \rightarrow \infty} V(x)=+\infty$.
ii) Growth control. There exists $C_{V} \in(0,+\infty)$ such that for all $x \in \mathbb{R}^{d}$ :

$$
|\nabla V(x)|^{2}+|b(x)|^{2} \leqslant C_{V} V(x) .
$$

iii) Stability. Let $\mathcal{A}$ be the infinitesimal generator associated with the diffusion Equation (1.1), defined for all $\varphi \in C_{0}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for all $x \in \mathbb{R}^{d}$ by:

$$
\mathcal{A} \varphi(x)=\langle b(x), \nabla \varphi(x)\rangle+\frac{1}{2} \operatorname{Tr}\left(\Sigma(x) D^{2} \varphi(x)\right), \Sigma(x):=\sigma \sigma^{*}(x),
$$

where, for two vectors $v_{1}, v_{2} \in \mathbb{R}^{d}$, the symbol $\left\langle v_{1}, v_{2}\right\rangle$ stands for the canonical inner product of $v_{1}$ and $v_{2}$ and for $M \in \mathbb{R}^{d} \otimes \mathbb{R}^{d}, \operatorname{Tr}(M)$ denotes the trace of the matrix $M$.

There exist $\alpha_{V}>0, \beta_{V} \in \mathbb{R}^{+}$such that for all $x \in \mathbb{R}^{d}$,

$$
\mathcal{A} V(x) \leqslant-\alpha_{V} V(x)+\beta_{V} .
$$

As a consequence of $\left(\mathcal{L}_{V}\right)$ i), there exist constants $K$ and $\bar{c}$ such that for $|x| \geqslant K,|V(x)| \leqslant \bar{c}|x|^{2}$, which in turn implies, from ( $\mathcal{L}_{V}$ ) ii), that $|b(x)| \leqslant \sqrt{C_{V} \bar{c}}|x|$.
(U) There exists a unique invariant distribution, denoted from now on by $\nu$, for Equation (1.1).
(S) For a Lyapunov function $V$ satisfying $\left(\mathcal{L}_{V}\right)$, we assume that the step sequence $\left(\gamma_{k}\right)_{k \geqslant 1}$ satisfies for all $k \geqslant 1, \gamma_{k} \leqslant \frac{1}{2} \min \left(\frac{1}{\sqrt{C_{V} \bar{c}}}, \frac{\alpha_{V}}{C_{V}\left\|D^{2} V\right\|_{\infty}}\right)$.

Condition (S) means that we assume the time steps are sufficiently small w.r.t. the upper bounds of the coefficients and the Lyapunov function.
Remark 1. We have assumed (U) without imposing some specific non-degeneracy conditions. Observe that $\left(\mathcal{L}_{\mathrm{V}}\right)$ yields existence of an invariant distribution (see e.g. Chapter 4.9 in [EK86]). Additional structure conditions on the coefficients ((hypo-)ellipticity [KM11], [PV01], [PV03], [PV05], [Vil09] or confluence [PP14]) then yield uniqueness.

Assumption (S) is a technical condition which is exploited in order to derive the non-asymptotic controls of Theorem 2 (see especially the proof of Proposition 1 below).

Observe that, as soon as conditions $(\mathbf{C 2}),\left(\mathcal{L}_{\mathbf{V}}\right),(\mathbf{U})$ are satisfied and $\mathbb{E}\left[U_{1}\right]=0, \mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$, the following Central Limit Theorem (CLT) holds (see Theorems 9, 10 in [LP02]).
Theorem 1 (CLT). Under (C2), $\left(\mathcal{L}_{\mathrm{V}}\right)$, (U), if $\mathbb{E}\left[U_{1}\right]=0, \mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$ and $\mathbb{E}\left[V\left(X_{0}\right)\right]<+\infty$, we have the following results.
(a) Fast decreasing step. If $\lim _{n} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=0$ and $\mathbb{E}\left[\left|U_{1}\right|^{6}\right]<+\infty$, then, for any Lipschitz continuous function $\varphi$ in $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $D^{2} \varphi$ and $D^{3} \varphi$ bounded, one has (with $(\mathcal{L})$ denoting weak convergence)

$$
\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \xrightarrow{(\mathcal{L})} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu\right) .
$$

(b) Critical and slowly decreasing step. If $\left.\left.\lim _{n} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=\widetilde{\gamma} \in\right] 0,+\infty\right]$ and if $\mathbb{E}\left[\left|U_{1}\right|^{8}\right]<+\infty$, then for every Lipschitz continuous function $\varphi \in \mathcal{C}^{4}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $\left(D^{i} \varphi\right)_{i \in\{2,3,4\}}$ bounded:

$$
\begin{array}{ll}
\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) & \xrightarrow{(\mathcal{L})} \mathcal{N}\left(\tilde{\gamma} m, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu\right) \text { if } \widetilde{\gamma}<+\infty, \text { (critical decreasing step) } \\
\frac{\Gamma_{n}}{\Gamma_{n}^{(2)}} \nu_{n}(\mathcal{A} \varphi) \xrightarrow{\mathbb{P}} m \text { if } \widetilde{\gamma}=+\infty, \text { (slowly decreasing step), }
\end{array}
$$

where

$$
\begin{aligned}
m & :=-\int_{\mathbb{R}^{d}}\left(\frac{1}{2} D^{2} \varphi(x) b(x)^{\otimes 2}+\Phi_{4}(x)\right) \nu(d x), \\
\Phi_{4}(x) & :=\int_{\mathbb{R}^{r}}\left(\frac{1}{2}\left\langle D^{3} \varphi(x) b(x),(\sigma(x) u)^{\otimes 2}\right\rangle+\frac{1}{24} D^{4} \varphi(x)(\sigma(x) u)^{\otimes 4}\right) \mu(d u)
\end{aligned}
$$

and $\mu$ denotes the distribution of the innovations $\left(U_{k}\right)_{k \geqslant 1}$. In the above definition of $\Phi_{4}$, the term $D^{3} \varphi$ stands for the order 3 tensor $\left(\partial_{x_{i}, x_{j}, x_{k}}^{3} \varphi\right)_{(i, j, k) \in \llbracket 1, d \rrbracket^{3}}$ and we denote, for all $x \in \mathbb{R}^{d}$, by $D^{3} \varphi(x) b(x)$ the $\mathbb{R}^{d} \otimes \mathbb{R}^{d}$ matrix with entries $\left(D^{3} \varphi(x) b(x)\right)_{i j}=\sum_{k=1}^{d}\left(D^{3} \varphi(x)\right)_{i j k} b_{k}(x),(i, j) \in \llbracket 1, d \rrbracket^{2}$.

Remark 2. Let us specify that for a step sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ such that $\gamma_{n}=n^{-\theta}, \theta \in(0,1]$, it is easily checked that case (a) occurs for $\theta \in\left(\frac{1}{3}, 1\right]$ for which $\frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \rightarrow \underset{n}{ } 0$. In case (b), that is for $\theta \in\left(0, \frac{1}{3}\right], \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \rightarrow \underset{n}{ } \tilde{\gamma}$, with $\widetilde{\gamma}<+\infty$ for $\theta=\frac{1}{3}$ and $\widetilde{\gamma}=+\infty$ for $\theta \in\left(0, \frac{1}{3}\right)$.

Let us mention that, when $\lim _{n} \frac{\Gamma_{n}^{(3 / 2)}}{\sqrt{\Gamma_{n}}}<+\infty$, i.e. $\gamma_{n}=n^{-\theta}, \theta \in(1 / 2,1]$, the CLT of point (a) holds without the condition $\mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$ provided $\mathbb{E}\left[\left|U_{1}\right|^{4}\right]<+\infty$ (see Theorem 9 in $[\mathrm{LP} 02]$ ). Moreover, the boundedness condition (C2) can be relaxed to derive the CLT, which holds provided $\lim _{|x| \rightarrow+\infty} \frac{\left|\sigma^{*} \nabla \varphi(x)\right|^{2}}{V(x)}=0$ (strictly sublinear diffusion) in case (a) and $\sup _{x \in \mathbb{R}^{d}} \frac{\left|\sigma^{*} \nabla \varphi(x)\right|^{2}}{V(x)}<+\infty$ (sublinear diffusion) in case (b). We refer again to Theorems 9 and 10 in [LP02] for further considerations.
Remark 3. The reader should have in mind that an ergodic result similar to the one stated in the fast decreasing step setting holds for the diffusion itself under the same structure assumptions, i.e. ( $\mathbf{C 2}$ ), ( $\mathcal{L}_{\mathrm{V}}$ ), ( $\mathbf{U}$ ) (see Bhattacharya [Bha82]). In fact (C2) can be partially relaxed as well, as mentioned above. Precisely,

$$
\frac{1}{\sqrt{t}} \int_{0}^{t} \mathcal{A} \varphi\left(Y_{s}\right) d s \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu\right) \quad \text { as } \quad t \rightarrow+\infty .
$$

Note that the asymptotic variance corresponds to the usual integral of the "carré du champ" w.r.t. to the invariant distribution (see again Bhattacharya [Bha82] or the monograph by Bakry et al. [BGL14]), i.e.:

$$
\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)=-2 \int_{\mathbb{R}^{d}}\langle\mathcal{A} \varphi, \varphi\rangle(x) \nu(d x) .
$$

In both settings, the normalization is the same: $\sqrt{t}$ for the diffusion and $\sqrt{\Gamma_{n}}$ for the scheme. Except that, as emphasized by Theorem 1, for slowly decreasing step - when $\theta<1 / 3$ - the time discretization effect becomes prominent and "hides" the CLT so that $\theta=1 / 3$ (critical value between "fast" and "slow" settings) yields the fastest rate with a biased CLT.
Remark 4. We would like to mention that, in the biased case (b), for steps of the form $\gamma_{k}=\gamma_{0} k^{-1 / 3}, k \geqslant 1$, it is important for a practical implementation to choose $\gamma_{0}$ in an appropriate way, namely by minimizing the function $\gamma_{0} \mapsto c_{1} \gamma_{0}+c_{2} \gamma_{0}^{-1 / 2}, c_{1}=\lim _{n} \frac{\sum_{k=1}^{n} k^{-2 / 3}}{\left(\sum_{k=1}^{n} k^{-1 / 3}\right)^{1 / 2}}, c_{2}=\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu$, which corresponds to the meanvariance contribution deriving from the biased limit Theorem. Of course, $c_{2}$ is usually unknown, and the concrete optimization has to be performed replacing $c_{2}$ by a computable estimate, like for instance upper bounds, i.e. $c_{2} \leqslant\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}$.

The purpose of this work is to obtain non-asymptotic deviation results which match with the above CLT. In the current ergodic framework, the very first non-asymptotic results were established for the Euler scheme with constant time step by Malrieu and Talay in [MT06] when the diffusion coefficient $\sigma$ in (1.1) is constant. The key tool in their approach consists in establishing a Log Sobolev inequality, which implies Gaussian concentration, for the Euler scheme. This approach allows to easily control the invariant distribution associated with the diffusion process (1.1), see e.g. Ledoux [Led99] or Bakry et al. [BGL14] in a general framework. However Log Sobolev, and even Poincaré, inequalities turn out to be rather rigid tools and are not very well adapted for discretization schemes like ( S ) with or without decreasing steps.

Our approach relies on martingale techniques, which were already a crucial tool to establish the asymptotic results of [LP02] and have been successfully used in Frikha and Menozzi [FM12] as well to establish nonasymptotic bounds for the regular Monte Carlo error associated with the Euler discretization of a diffusion over a finite time interval $[0, T]$ and a class of stochastic algorithms of Robbins-Monro type. Roughly speaking, for a given $n$, we decompose the quantity $\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)$ as $M_{n}+R_{n}$ where $\left(M_{k}\right)_{k \geqslant 0}$ is a martingale which has Gaussian concentration and $R_{n}$ is a remainder term to be controlled in a non-asymptotic way.

We can as well refer to the recent work by Dedecker and Gouëzel [DG15] who also use a martingale approach to derive non-asymptotic deviation bounds for separately bounded functionals of geometrically ergodic Markov chains on a general state space.

Let us also mention that many non-asymptotic results have been obtained based on functional inequalities. Bolley, Guillin and Villani [BGV07] derived non-asymptotic controls for the deviations of the Wasserstein distance between a reference measure and its empirical counterpart, establishing a non-asymptotic version of the Sanov theorem. Deviation estimates for sums of weakly dependent random variables (with sub exponential
mixing rates) have been considered in Merlevède et al. [MPR11]. From a more dynamical viewpoint, let us mention the work of Joulin and Ollivier [JO10], who introduced for rather general homogeneous Markov chains a kind of curvature condition to derive a spectral gap for the chain, and therefore an exponential convergence of the marginal laws towards the stationary distribution. We also mention a work of Blower and Bolley [BB06], who obtain Gaussian concentration properties for deviations of functional of the path for metric space valued homogeneous Markov chains or Boissard [Boi11] who established non-asymptotic deviation bounds for the Wasserstein distance between the marginal distributions and the stationary law, still in the homogeneous case. The common idea of these works is to prove some contraction properties of the transition kernel of the Markov chain in Wasserstein metric. However, this usually requires to have some continuity in Wasserstein metric for the transition law involved, see e.g. condition (ii) in Theorems 1.2 and 2.1 of [BB06]. Checking such continuity conditions can be difficult in practice. Sufficient conditions, which require absolute continuity and smoothness of the transition laws are given in Proposition 2.2 of [BB06].

Though potentially less sharp for the derivation of constants, the adopted martingale-based approach in this work turns out to be rather simple, robust and can be very naturally adapted to both discrete innovations and inhomogeneous time steps dynamics like the one we currently consider.

It should as well allow to control deviations for functionals of the path, in the spirit of those considered in [PP12], [PP14]. Also, the approach could possibly extend to diffusions with less stringent Lyapunov conditions, like the weakly mean reverting drifts considered in [LP03], or even to more general ergodic Markov processes, see e.g. Pagès and Rey [PR17]. These aspects will concern further research.

As an application of our non-asymptotic concentration results, we will discuss two important topics:

- The first one is of numerical interest and deals with non-asymptotic confidence intervals associated with the estimation of the ergodic mean. Such results can be very useful in practice when the computational resources are constrained (by time, by the model itself,...). If we assume that $\varphi \in \mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, Lipschitz continuous with $\left(D^{i} \varphi\right)_{i \in\{2,3\}}$ bounded, such that the mapping $x \in \mathbb{R}^{d} \mapsto\langle b(x), \nabla \varphi(x)\rangle$ and $D^{3} \varphi$ are Lipschitz continuous, we then establish that there are explicit sequences $c_{n} \leqslant 1 \leqslant C_{n}$ converging to 1 such that for all $n \in \mathbb{N}$, for all $a>0$ and $\gamma_{k}=k^{-\theta}, \theta \in\left(\frac{1}{3}, 1\right]$,

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \geqslant a\right] \leqslant C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \tag{1.5}
\end{equation*}
$$

When the diffusion coefficient $\sigma$ is such that $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is itself a coboundary (or its counterpart for any other norm dominating $\|\cdot\|$ ), the previous bound improves in a certain deviation range for $a$. Namely, we are able to replace $\|\sigma\|_{\infty}^{2}$ by $\nu\left(\|\sigma\|^{2}\right)$ in (1.5), going thus closer to the theoretical limit variance involving the "carré $d u$ champ". Moreover, a mixed regime appears in the non-asymptotic deviation bounds which dramatically improves, from the numerical viewpoint, the general case for a certain deviation range. In particular, the corresponding variance is closer to the asymptotic one given by the "carré du champ" (see Theorem 8 below). In accordance with the limit results of Theorem 1, the drifts associated with the fastest convergence rates can be handled as well. We obtain in full generality, results of type (1.5) under slightly weaker smoothness assumptions, considering e.g. $D^{3} \varphi$ being $\beta \in(0,1]$-Hölder continuous. Eventually, under suitable ellipticity conditions on $\sigma$, we are able to give non-asymptotic deviation bounds for a Lipschitz source $f$ as well as explicit gradient bounds for the solution $\varphi$ of the corresponding Poisson problem.

- The second one is mainly theoretical and concerns non-asymptotic deviation bounds for the celebrated almost-sure CLT first established by Brosamler and Schatte (see [Bro88] and [Sch88]) and revisited through the ergodic discretization schemes viewpoint in [LP02].

Both applications require a careful investigation of the corresponding Poisson equation $\mathcal{A} \varphi=f-\nu(f)$. We will in particular prove that some pointwise regularity properties can be transferred from $f$ to $\varphi$.

The paper is organized as follows. We conclude this section by introducing some notations. Our main results are presented in Section 2. We first state therein the specific concentration results for functions $f$ writing $f=\mathcal{A} \varphi+\nu(f)$ (see Section 2.1). We then proceed with some suitable controls on the Poisson problem associated with $\mathcal{A}$ and $f$ in a confluent framework under the two main cases considered: namely a possibly degenerate setting, which requires a strong confluence condition and smooth source and coefficients, and a non degenerate setting, which allows to weaken the confluence condition as well as the smoothness assumptions on the source and the coefficients since in that case we manage to benefit from an elliptic bootstrap property
(see Section 2.2). We eventually give in Section 2.3 some practical and tractable deviation bounds and nonasymptotic confidence intervals, including a Slutsky like result, for a given specific source $f$ under the afore mentioned conditions on the coefficients of (1.1).

We prove our main concentration result in Section 3. Section 4 is devoted to the case where $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is a coboundary. We then prove in Section 5 the required controls on the Poisson equation for our deviation result to hold as well as the practical controls of Section 2.3. Section 6.1 is dedicated to the non-asymptotic deviation bounds for the almost-sure CLT and Section 6.2 to the numerical illustration of our non-asymptotic confidence intervals.
1.3. Notations. In the following, we will denote by $C$ a constant that may change from line to line and depend, uniformly in time, on known parameters appearing in (C1), (GC), (C2), ( $\mathcal{L}_{\mathbf{V}}$ ), (S). Other possible dependencies will be explicitly specified. We will also denote by $\mathscr{R}_{n}$ and $e_{n}$ deterministic remainder terms that respectively converge to 1 and 0 with $n$. The explicit dependencies of those sequences again appear in the proofs.

For a function $f \in C^{\beta}\left(\mathbb{R}^{d}, \mathbb{R}\right), \beta \in(0,1]$, we denote

$$
[f]_{\beta}:=\sup _{x \neq x^{\prime}} \frac{\left|f(x)-f\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\beta}}<+\infty
$$

its Hölder modulus of continuity. Observe carefully that, when $f$ is additionally bounded, we have that for all $0<\beta^{\prime}<\beta$ :

$$
\begin{equation*}
[f]_{\beta^{\prime}} \leqslant[f]_{\beta}^{\frac{\beta}{\beta^{\prime}}}\left(2\|f\|_{\infty}\right)^{1-\frac{\beta}{\beta^{\prime}}} . \tag{1.6}
\end{equation*}
$$

Additionally, for $f \in \mathcal{C}^{p}\left(\mathbb{R}^{d}, \mathbb{R}\right), p \in \mathbb{N}$, we set for $\beta \in(0,1]$ :

$$
\left[f^{(p)}\right]_{\beta}:=\sup _{x \neq x^{\prime},|\alpha|=p} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\beta}} \leqslant+\infty,
$$

where $\alpha$ (viewed as an element of $\mathbb{N}_{0}^{d} \backslash\{0\}$ with $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ ) is a multi-index of length $p$, i.e. $|\alpha|:=\sum_{i=1}^{d} \alpha_{i}=p$.
For notational convenience, we also introduce for $k \in \mathbb{N}_{0}, \beta \in(0,1]$ and $m \in\{1, d, d \times r\}$ the Hölder space

$$
\mathcal{C}^{k, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right):=\left\{f \in \mathcal{C}^{k}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right): \forall \alpha,|\alpha| \in \llbracket 1, k \rrbracket, \sup _{x \in \mathbb{R}^{d}}\left|D^{\alpha} f(x)\right|<+\infty,\left[f^{(k)}\right]_{\beta}<+\infty\right\} .
$$

We also denote by $\mathcal{C}_{b}^{k, \beta}$ the subset of $\mathcal{C}^{k, \beta}$ for which the functions themselves ares bounded. In particular, $\mathcal{C}^{0,1}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$ is the space of Lipshitz continuous functions from $\mathbb{R}^{d}$ to $\mathbb{R}^{m}$ and $C_{b}^{0, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{m}\right)$ denotes the space of bounded $\beta$-Hölder continuous functions. Observe as well that, if $f \in C^{k, \beta}, k \geqslant 1$ then $f$ is Lipschitz continuous.

We will as well use the notation $\llbracket n, p \rrbracket,(n, p) \in\left(\mathbb{N}_{0}\right)^{2}, n \leqslant p$, for the set of integers being between $n$ and $p$. Also, for a given Borel function $f: \mathbb{R}^{d} \rightarrow E$, where $E$ can be $\mathbb{R}, \mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{q}, q \in\{r, d\}$, we set for $k \in \mathbb{N}_{0}$ :

$$
f_{k}:=f\left(X_{k}\right)
$$

Eventually, for $k \in \mathbb{N}_{0}$, we denote by $\mathcal{F}_{k}:=\sigma\left(\left(X_{j}\right)_{j \in \llbracket 0, k \rrbracket}\right)$.

## 2. Main results

2.1. Result of non-asymptotic Gaussian concentration. Our main concentration result is given by the following theorem. In this theorem, we consider a slightly more general situation than for the CLT recalled in Theorem 1. We only assume $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right), \beta \in(0,1]$ instead of $\varphi \in \mathcal{C}^{4}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with existing bounded partial derivatives up to order four (which in particular implies that in Theorem $1 \varphi \in \mathcal{C}^{3,1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ ).

Theorem 2. Assume (C1), (GC), (C2), ( $\mathcal{L}_{\mathbf{V}}$ ), (U), (S) hold. Consider a Lipschitz continuous (possibly unbounded) function $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ for some $\beta \in(0,1]$. Let us furthermore suppose that:

$$
\begin{equation*}
\exists C_{V, \varphi}>0, \quad \forall x \in \mathbb{R}^{d},|\varphi(x)| \leqslant C_{V, \varphi}(1+\sqrt{V(x)}) \tag{V}
\end{equation*}
$$

Let $\theta \in[1 /(2+\beta), 1]$ and assume the step sequence $\left(\gamma_{k}\right)_{k \geqslant 1}$ is of the form $\gamma_{k}=k^{-\theta}$.
(a) Unbiased Case (sub-optimal convergence rate): Let $\theta \in\left(\frac{1}{2+\beta}, 1\right]$.
(i) Assume that the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is Lipschitz continuous.

Then, there exist two explicit monotonic sequences $c_{n} \leqslant 1 \leqslant C_{n}, n \geqslant 1$, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$, such that for all $n \geqslant 1$ and for every $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right| \geqslant a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) .
$$

(ii) Suppose that the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is not Lipschitz continuous. The above result still holds for $0<a \leqslant \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$ for a positive sequence $\chi_{n} \underset{n}{ } 0$ arbitrarily slowly, so that $\chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \underset{n}{ }+\infty$. In particular, for a fixed $a>0$, the above concentration inequality holds for $n$ large enough.
(b) Biased Case (Optimal Convergence Rate): Let $\theta=\frac{1}{2+\beta}$. We set for all ( $\left.k, t, u, x\right) \in \llbracket 1, n \rrbracket \times[0,1]^{2} \times \mathbb{R}^{d}$ :

$$
\begin{equation*}
\Lambda_{k-1}^{\beta}(t, u, x):=\mathbb{E}\left[\operatorname{Tr}\left(\left(D^{3} \varphi\left(x+\gamma_{k} b(x)+u t \sqrt{\gamma_{k}} \sigma(x) U_{k}\right) \sigma(x) U_{k}\right)\left(\sigma(x) U_{k} \otimes U_{k} \sigma(x)^{*}\right)\right)\right] \tag{2.1}
\end{equation*}
$$

keeping in mind that, since $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right),\left[D^{3} \varphi\right]_{\beta}<+\infty$. We define subsequently:

$$
\begin{equation*}
E_{n}^{\beta}:=\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} \int_{0}^{1} d t(1-t) t \int_{0}^{1} d u \Lambda_{k-1}^{\beta}\left(t, u, X_{k-1}\right) \tag{2.2}
\end{equation*}
$$

Set now

$$
\begin{align*}
\mathcal{B}_{n, \beta}:=E_{n}^{\beta}, & \text { if } \beta \in(0,1), \\
\mathcal{B}_{n, \beta}:=E_{n}^{\beta} & +\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t  \tag{2.3}\\
& +\frac{1}{2 \sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right), \text { if } \beta=1 .
\end{align*}
$$

There exist two explicit monotonic sequences $c_{n} \leqslant 1 \leqslant C_{n}, n \geqslant 1$, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $n \geqslant 1$ and for every $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\mathcal{B}_{n, \beta}\right| \geqslant a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) .
$$

For $\beta \in(0,1)$, the random variables $\left|\mathcal{B}_{n, \beta}\right|=\left|E_{n}^{\beta}\right| \leqslant \frac{\left.\varphi^{(3)}\right]_{\beta}\| \| \|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \xrightarrow[n]{\longrightarrow} a_{\beta, \infty}>0$ a.s. Also, for $\beta=1$, the $\left(\mathcal{B}_{n, 1}\right)_{n \geqslant 1}$ are exponentially integrable and if, furthermore, $D^{3} \varphi$ is $\mathcal{C}^{1}, \mathcal{B}_{n, 1} \vec{n}-\widetilde{\gamma} m$ a.s. where $\widetilde{\gamma} m$ is as in Theorem 1. In any case, a bias appears in our deviation controls when we consider, for a given smoothness of order $\beta \in(0,1]$ for $D^{3} \varphi$, the fastest associated time steps $\gamma_{k}=k^{-\theta}, \theta=\frac{1}{2+\beta}$.
Remark 5. Observe that, when $\beta=1$, the above result provides a non-asymptotic counterpart of the limit Theorem 1. In particular, the concentration constants appearing in Theorem 2 asymptotically match those of the centered CLT recalled in Theorem 1, up to a substitution of the asymptotic variance $\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)$ by its natural upper bound $\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}$.

Importantly, these bounds do not require"a priori" non-degeneracy conditions and only depend on the diffusion coefficient through the sup-norm of the diffusion matrix $\Sigma$, assumption (C2). It will anyhow be very natural to consider a non-degeneracy condition ([PV01], [RS76], [Vil09]), or a confluence condition ([PP14]), when investigating the deviations for a given function $f$, in order to ensure the solvability of the corresponding Poisson equation $\mathcal{A} \varphi=f-\nu(f)$ and to derive explicit upper bounds for $\|\nabla \varphi\|_{\infty}$ in terms of the coefficients $b, \sigma$ and the source $f$ which turn out to be crucial to design computable non-asymptotic confidence intervals. These aspects are discussed in Section 2.2 below.

The alternative form of the asymptotic variance (see Remark 3) $\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)=-2 \int_{\mathbb{R}^{d}} f(x) \varphi(x) \nu(d x)$ suggests that for bounded source terms $f$, an associated natural variance bound would be $2\|f\|_{\infty}\|\varphi\|_{\infty}$. Such a control would a priori require less regularity on $\varphi$ than assumed in Theorem 2. One could for instance try to exploit suitable regularization procedures, like for instance the one proposed in Section 5.3 for the proof of Theorem 7 below, to establish non-asymptotic deviation results under weaker assumptions. Our main objective being to capture unbounded Lipschitz functions $f$, these aspects will concern further research.

Remark 6 (Smoothness and Convergence Rate). Observe that, in coherence with the asymptotic setting of the CLT recalled in Theorem 1, for a given $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right), \beta \in(0,1]$, the fastest convergence rate for the deviations is attained for $\theta=\frac{1}{2+\beta}$. A bias appears, which can be difficult to estimate in practice since $\varphi$ is usually unknown.

Remark 7 (On the smoothness property of $x \mapsto\langle b(x), \nabla \varphi(x)\rangle$ ). The Lipschitz continuity assumption on the above mapping appearing in case (i) might seem awkward at first sight. It is non-intrinsic in the sense that it involves both the drift $b$ of the model and the test function $\varphi$. However, this condition naturally appears when $\varphi$ is a smooth solution to the Poisson equation $\mathcal{A} \varphi=f-\nu(f)$. Indeed, recalling the definition of $\mathcal{A}$ in $\left(\mathcal{L}_{\mathbf{V}}\right)$, iii), we can rewrite:

$$
\langle\nabla \varphi(x), b(x)\rangle=f(x)-\nu(f)-\frac{1}{2} \operatorname{Tr}\left(\Sigma(x) D^{2} \varphi(x)\right) .
$$

Hence, the Lipschitz continuity of the function in the above left hand side readily follows as soon as the source $f$ is Lipschitz and if $D^{2} \varphi$ is bounded and Lipschitz continuous (since $\sigma$ is also bounded and Lipschitz). Note that with the previous notations for function spaces the previous conditions are implied if $f \in \mathcal{C}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right) \subset$ $\mathcal{C}^{0,1}\left(\mathbb{R}^{d}, \mathbb{R}\right), \varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right) \Rightarrow D^{2} \varphi \in \mathcal{C}_{b}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right) \subset \mathcal{C}_{b}^{0,1}\left(\mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$. We refer to Section 5.1.2 for details.

We now state an improvement of the previous concentration bound when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is itself a coboundary, i.e. when the Poisson problem $\mathcal{A} \vartheta=\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ can be solved with $\vartheta$ satisfying the assumptions required for $\varphi$ in Theorem 2. Precisely, we have the following result.

Theorem 3. (a) Under the assumptions of Theorem 2 and with the notations introduced therein, provided that $\vartheta$ solution to the Poisson equation $\mathcal{A} \vartheta=\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ satisfies the same smoothness and growth conditions as $\varphi$, for $\beta \in(0,1]$ and $\theta \in\left(\frac{1}{2+\beta}, 1\right]$ (unbiased case), there exist two explicit monotonic sequences $\tilde{c}_{n} \leqslant 1 \leqslant \tilde{C}_{n}, n \geqslant 1$, with $\lim _{n} \tilde{C}_{n}=\lim _{n} \tilde{c}_{n}=1$ such that for all $n \geqslant 1$ for all $0<a \leqslant \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$ for a positive sequence $\chi_{n} \rightarrow 0$ arbitrarily slowly, so that $\chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \rightarrow+\infty$ :

$$
\begin{equation*}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right| \geqslant a\right] \leqslant 2 \widetilde{C}_{n} \exp \left(-\widetilde{c}_{n} \frac{a^{2}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}\right) . \tag{2.4}
\end{equation*}
$$

(b) If $\vartheta$ solve the Poisson equation $\mathcal{A} \vartheta=\|\sigma\|^{2}-\nu\left(\|\sigma \sigma\|^{2}\right)$ mutatis mutandis for a matrix norm dominating the operator norm $(\|\sigma(x)\| \geqslant\|\sigma(x)\|)$, then the above bound (2.4) still holds with $\nu\left(\|\sigma\|^{2}\right)$ instead of $\nu\left(\|\sigma\|^{2}\right)$.

Importantly, the above result allows to improve the natural variance bound $\|\nabla \varphi\|_{\infty}^{2}\|\sigma\|_{\infty}^{2}$ of Theorem 2 by a more refined, namely $\|\nabla \varphi\|_{\infty}^{2} \nu(\|\sigma\|)^{2}$. Such a bound can be particularly interesting when the supremum norm of $\sigma$ is high but its average w.r.t. the invariant distribution $\nu$ significantly lower. We refer to Section 4, Theorem 8 (general form of Theorem 3) and 6.2 (numerical results) for further discussions on that topic.

Of course Claim (b) is less sharp than $(a)$ stated with the operator norm $\|\cdot\|$ but solving the Poisson equation for $\|\sigma(x)\|$ seems highly non trivial. By contrast, if $\|\sigma(x)\|=\|\sigma(x)\|_{F}:=\left[\operatorname{Tr}\left(\sigma \sigma^{*}(x)\right)\right]^{1 / 2}$ stands for the Fröbenius norm, Theorem 4 below yields the expected smoothness properties on $\|\sigma\|_{F}^{2}-\nu\left(\|\sigma\|_{F}^{2}\right)$ that ensure the existence of a solution to $\mathcal{A} \vartheta=\|\sigma\|_{F}^{2}-\nu\left(\|\sigma\|_{F}^{2}\right)$ meeting the required smoothness conditions. The price to pay with such computable norms being that they usually induce some dependence on the dimension $d$ on the estimates (observe e.g. for the identity matrix $I_{d}$ of $\mathbb{R}^{d} \otimes \mathbb{R}^{d},\left\|I_{d}\right\|_{F}=d^{1 / 2}$ ).
2.2. Uniqueness of the invariant distribution and Regularity issues for the Poisson problem. For our deviation analysis to work, we need to have the uniqueness of the invariant distribution $\nu$ and to establish some pointwise controls on the solution of the associated Poisson equation. Namely, we need to have quantitative bounds on its derivatives and the associated Hölder continuity modulus up to order 3.

To do so, additionally to our main assumptions introduced for Theorem 2, we will work in the confluent setting. In dimension one, any ergodic diffusion is in some sense confluent (see [Kha80], Appendix of the English translation, Theorem 2.2 p. 308 and its alternative proof in [LPP15] Theorem 2). Here, we will suppose that the following condition holds:

## - Confluence Conditions

$\left(\mathbf{D}_{\alpha}^{p}\right)$ We assume that there exists $\alpha>0$ and $p \in(1,2]$ such that for all $x \in \mathbb{R}^{d}, \xi \in \mathbb{R}^{d}$

$$
\left\langle\frac{D b(x)+D b(x)^{*}}{2} \xi, \xi\right\rangle+\frac{1}{2} \sum_{j=1}^{r}\left((p-2) \frac{\left|\left\langle D \sigma_{\cdot j}(x) \xi, \xi\right\rangle\right|^{2}}{|\xi|^{2}}+\left|D \sigma_{\cdot j} \xi\right|^{2}\right) \leqslant-\alpha|\xi|^{2},
$$

where $D b$ stands here for the Jacobian of $b, \sigma_{\cdot j}$ stands for the $j^{\text {th }}$ column of the diffusion matrix $\sigma$ and $D \sigma_{\cdot j}$ for its Jacobian matrix.

Within the confluent framework, we will consider from now on two kinds of assumptions which first give the uniqueness of $\nu$ and that can lead to the required smoothness and to computable gradient bounds, which are crucial since they are precisely the quantities appearing in the non-asymptotic Gaussian deviation controls as emphasized in the statement of Theorem 2.

- Strong Confluence condition and regularity of the coefficients, which means that the drift is sufficiently dominant in the dynamics and the coefficients are smooth (see assumption ( $\mathbf{C}_{\mathbf{R}}$ ) below). Note that these conditions may hold for degenerate diffusion coefficients.
- Non-degeneracy of the diffusion coefficient and mild confluence condition and smoothness on the coefficients (see assumption ( $\mathbf{C}_{\mathbf{U E}}$ ) below).

Under a sufficiently strong confluence condition, i.e. when $\alpha$ is large enough in $\left(\mathbf{D}_{\alpha}^{p}\right)$, and provided that the coefficients $b, \sigma, f$ are sufficiently smooth, it is quite direct to derive, through stochastic flow techniques $\grave{a} l a$ Kunita, the required pointwise bounds for the derivatives of the Feynman-Kac representation of the solution to the Poisson equation (see [PP14] and Section 5.1).

In the non-degenerate case, the main advantage is that we can alleviate some restrictions on $\alpha$ and the smoothness assumptions on $b, \sigma, f$ to benefit from an elliptic regularity bootstrap deriving from suitable Schauder estimates available in the current setting from the work by Krylov and Priola [KP10].

We now introduce a smoothness assumption on $b, \sigma, f$ that will be useful in both the considered cases.

- Smoothness of the coefficients and the source. For $k \in\{1,3\}$ and $\beta \in(0,1)$ define
$\left(\mathbf{R}_{k, \beta}\right)$ The coefficients in equation (1.1) are s.t. $b \in \mathcal{C}^{k, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right), \sigma \in \mathcal{C}_{b}^{k, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$. Also, the source $f$ for which we want to estimate $\nu(f)$ belong to $\mathcal{C}^{k, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$.

With these assumptions at hand, we now introduce the first setting we consider.
$\diamond$ The confluent and regular assumption $\left(\mathbf{C}_{\mathbf{R}}\right)$, holds if $\left(\mathbf{D}_{\alpha}^{p}\right)$, $\left(\mathbf{R}_{3, \beta}\right)$, for some $\beta \in(0,1]$, are in force and $\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{2(3+\beta)-p}$ where $\|D \sigma\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}\left(\sum_{j=1}^{d}\left\|D \sigma_{\cdot j}(x)\right\|^{2}\right)^{\frac{1}{2}}$ recalling that, for every $j \in \llbracket 1, d \rrbracket,\left\|D \sigma_{\cdot j}(x)\right\|$ stands for the operator norm of $D \sigma_{\cdot j}(x)$.
In particular, we do not impose in this case any additional structure condition on $\sigma$ which can degenerate.
In our second main framework, we will assume some uniform ellipticity conditions.

## - Non-degeneracy Conditions.

(UE) Uniform ellipticity. We assume that w.l.o.g. that $r=d(r \geqslant d$ could also be considered) in (1.1) and that the diffusion coefficient $\sigma$ is such that

$$
\exists \underline{\sigma}>0, \forall \xi \in \mathbb{R}^{d},\left\langle\sigma \sigma^{*}(x) \xi, \xi\right\rangle \geqslant \underline{\sigma}|\xi|^{2} .
$$

We now introduce our second main setting:
$\diamond$ The confluent and non-degenerate assumption ( $\mathbf{C}_{\mathbf{U E}}$ ), holds if $\left(\mathbf{D}_{\alpha}^{p}\right),\left(\mathbf{R}_{1, \beta}\right)$, for some $\beta \in(0,1]$, are in force. If $d>1$, we also assume that $\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{2(1+\beta)-p}$ and that the diffusion matrix $\Sigma$ is such that, for all $(i, j) \in \llbracket 1, d \rrbracket^{2}, \Sigma_{i, j}(x)=\Sigma_{i, j}\left(x_{i \wedge j}, \cdots, x_{d}\right)$.
Theorem 4. Assume that $\left(\mathcal{L}_{\mathbf{V}}\right)$ and either $\left(\mathbf{C}_{\mathbf{R}}\right)$ or $\left(\mathbf{C}_{\mathbf{U E}}\right)$ are in force. Then there exists a unique invariant distribution for the solution of (1.1), i.e. assumption (U) holds.

The associated Poisson equation

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d}, \mathcal{A} \varphi(x)=f(x)-\nu(f), \tag{2.5}
\end{equation*}
$$

admits a unique solution $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right), \beta \in(0,1)$ centered w.r.t. $\nu$. Furthermore, the following gradient bound holds

$$
\|\nabla \varphi\|_{\infty} \leqslant \frac{[f]_{1}}{\alpha}
$$

and the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is Lipschitz continuous.
2.2.1. About the regularity of the coefficients. Under $\left(\mathbf{C}_{\mathbf{R}}\right)$, the derivatives can be expressed using iterated tangent processes and we cannot hope, without a priori any non-degeneracy condition, for a smoothing effect to hold. To have $\varphi \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, we need to consider a source $f \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and the same smoothness on $b, \sigma$ (Assumption ( $\left.\mathbf{R}_{3, \beta}\right)$ ). We refer to Section 5.1 for the proof of Theorem 4 under ( $\mathbf{C}_{\mathbf{R}}$ ).

In the non-degenerate case, the solvability of the Poisson problem is usually studied in a Sobolev setting, see e.g. [PV01]. Let us also indicate that pointwise gradient bounds have been obtained by the same authors in [PV03] for bounded drifts and diffusion coefficients which are additionally supposed to be smooth, i.e. at least $\mathcal{C}_{b}^{2, \gamma}$ with the notations introduced in paragraph 1.3. We point out that these estimates do not apply in our current setting in which the drift has typically linear growth.

We eventually mention the last paper by these authors, namely [PV05]. They derive therein the uniqueness of the martingale solution to the Poisson equation in a potentially degenerate setting under suitable local Doeblin conditions. In that framework, pointwise controls are obtained as well for the solution itself but not for its derivatives.

To obtain the required smoothness, we use here in the non-degenerate framework of ( $\mathbf{C}_{\mathbf{U E}}$ ) some Schauder estimates, deriving from the work of Krylov and Priola [KP10], which allow to benefit from the elliptic regularity. Namely, to obtain the mentioned smoothness on $\varphi$ solving $\mathcal{A} \varphi=f-\nu(f)$, that we expect to be in $\mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right), \beta \in$ $(0,1)$, we can take a source $f \in \mathcal{C}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $b \in C^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right), \sigma \in C_{b}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$.

We would eventually like to emphasize that the structure condition on $\Sigma$ might seem weird at first sight. It is actually needed to decouple the PDEs formally satisfied by $\left(\partial_{x_{i}} \varphi\right)_{i \in \llbracket 1, d \rrbracket}$ in order to exploit the a priori estimates of [KP10] established for scalar valued PDEs. We refer to Section 5.1 for a proof and details.
2.2.2. About the confluence condition and the restrictions on $\sigma$. We work here in the confluent setting of $\left(\mathbf{D}_{\alpha}^{p}\right)$. This assumption will allow, through a pathwise analysis associated with the tangent flow, to derive a pointwise gradient bound. Another possibility to obtain such a bound is to assume a so-called Bakry and Émery curvature criterion, see [BE85, BGL14]. Under this condition, the gradient and semi-group commute up to an exponential multiplicative factor (see equation (2.7) below).
$\triangleright$ Bakry and Émery curvature criterion. First, we recall that the "carré du champ" operator $\Gamma$ of a Markov process with generator $\mathcal{A}$ reads, for every $f, g$ in its domain $\mathcal{D}(\mathcal{A})$

$$
\Gamma(f, g):=\frac{1}{2}(\mathcal{A}(f g)-f \mathcal{A} g-g \mathcal{A} f) \quad \text { and } \quad \Gamma(f):=\Gamma(f, f) .
$$

We also need to define the $\Gamma_{2}$ operator

$$
\Gamma_{2}(f)=\frac{1}{2}(\mathcal{A} \Gamma(f)-2 \Gamma(f, \mathcal{A} f))
$$

In our Brownian diffusion setting, we have

$$
\forall x \in \mathbb{R}^{d}, \Gamma(f)(x)=\left|\sigma^{*} \nabla f(x)\right|^{2}
$$

whereas the computation of $\Gamma_{2}$ is significantly more involved. However, if the diffusion matrix $\Sigma=\sigma \sigma^{*}$ is constant then:

$$
\Gamma_{2}(f)(x):=\operatorname{Tr}\left(\left(D^{2} f(x) \Sigma\right)^{2}\right)-\langle\nabla f, D b \Sigma \nabla f\rangle(x) .
$$

With these notations at hand, we say that the semi-group $\left(P_{t}\right)_{t \geqslant 0}$ of $\mathcal{A}$ satisfies the Bakry and Émery curvature criterion with parameter $\rho>0$ if

$$
\left(\mathrm{BE}_{\rho}\right)
$$

$$
\forall f \in \mathcal{D}(\mathcal{A}), \quad \Gamma_{2}(f) \geqslant \rho \Gamma(f) .
$$

Observe that for $\Sigma=I_{d}$ the condition $\left(\mathbf{B E}_{\rho}\right)$ is actually equivalent to $\left(\mathbf{D}_{\alpha}^{p}\right)$ with $\alpha=\rho$ (and any $p \in(1,2]$ since $D \sigma=0$ ) and reads

$$
\left\langle\frac{D b(x)+D b(x)^{*}}{2} \xi, \xi\right\rangle \leqslant-\rho|\xi|^{2} .
$$

The computation of the $\Gamma_{2}$ for a general non-degenerate diffusion of the form (1.1) is not easy and is discussed in [ACJ08]. In particular, in whole generality, the computation of the $\Gamma_{2}$ requires the coefficients of the operator
itself to be smooth (i.e. at least $\mathcal{C}^{2}$ ). We also refer to [AMTU01] if the diffusion matrix is scalar diagonal, i.e. $\Sigma(x)=\varsigma(x) I_{d}, x \in \mathbb{R}^{d}$, where $\varsigma$ is real valued. In that case, it is then shown that $\left(\mathbf{B E}_{\rho}\right)$ holds if and only if:

$$
\begin{equation*}
-\frac{1}{2}\left\langle\left(M(x)+M^{*}(x)\right) \xi, \xi\right\rangle \leqslant-\rho \varsigma(x)|\xi|^{2} \tag{2.6}
\end{equation*}
$$

where

$$
M(x)=\frac{1}{2}\left(\varsigma(x) \Delta \varsigma(x)+\langle b(x), \nabla \varsigma(x)\rangle-\|\nabla \varsigma(x)\|^{2}\right) I_{d}+\left(\frac{1}{2}-\frac{d}{4}\right) \nabla \varsigma \otimes \nabla \varsigma(x)-\varsigma(x)^{2} D b(x) .
$$

An important property when $\left(\mathbf{B E}_{\rho}\right)$ holds, see again [BE85], [BGL14], is that the following commutation inequality holds:

$$
\begin{equation*}
\forall t \geqslant 0, \forall x \in \mathbb{R}^{d}, \Gamma\left(P_{t} f\right)(x) \leqslant \exp (-2 \rho t) P_{t} \Gamma(f) \tag{2.7}
\end{equation*}
$$

To conclude, let us say that the Bakry-Emery curvature condition is a very powerful tool to derive pointwise gradient bounds. In our framework, this is unfortunately not enough as soon as $d>1$, because additionally to this kind of bounds we also need, to enter in the framework of Schauder estimates under ( $\mathbf{C}_{\mathbf{U E}}$ ), a control of the $\beta$-Hölder modulus of the gradient (see Section 5.1.2). It does not seem that the condition ( $\mathbf{B E}_{\rho}$ ) helps to get such controls. The restrictions on the variations of $D \sigma$ appearing in both assumptions $\left(\mathbf{C}_{\mathbf{U E}}\right)$ and $\left(\mathbf{C}_{\mathbf{R}}\right)$ are precisely needed to derive in the first case the bounds on $[D \varphi]_{\beta}$ and in the second one to prove that the derivatives exist up to order 3 and that $\left[D^{3} \varphi\right]_{\beta}$ is controlled as well. This explains why the conditions on $D \sigma$ are more stringent in the potentially degenerate setting $\left(\mathbf{C}_{\mathbf{R}}\right)$. In each case, those bounds are obtained through pathwise analysis and the restrictions on $D \sigma$ ensure the time integrability of the iterated tangent flows, see again Section 5.1.2 and Appendix A in [PP14] for details.

### 2.3. Practical Deviation Bounds.

### 2.3.1. A first Non-asymptotic confidence interval result.

Theorem 5 (Non-asymptotic confidence intervals without bias). Let the assumptions of Theorem 4 be in force. Then, there exists a unique invariant distribution $\nu$ for (1.1), i.e. ( $\mathbf{U}$ ) holds. Also, $\varphi$ satisfies $\left(\mathbf{G}_{\mathbf{V}}\right)$ introduced in Theorem 2 for $V(x)=1+|x|^{2}$.

Assume that (C1) (sub-gaussian tails of the innovation) holds and that the step sequence $\left(\gamma_{k}\right)_{k \geqslant 1}$ is such that $\gamma_{k}=k^{-\theta}, \theta \in\left(\frac{1}{2+\beta}, 1\right]$. Then, for $\left(c_{n}\right)_{n \geqslant 1},\left(C_{n}\right)_{n \geqslant 1}$ like in Theorem 2 with $\lim _{n} c_{n}=\lim _{n} C_{n}=1$, we have that for all $n \geqslant 1$ and $a>0$ and for any matrix norm $\|\cdot\| \|$ dominating $\|\cdot\|$ :

$$
\begin{gather*}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(f)-\nu(f)\right|>a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2} \alpha^{2}}{2\|\sigma \sigma\|_{\infty}^{2}[f]_{1}^{2}}\right) \text { with }\|\sigma\|_{\infty}:=\sup _{x \in \mathbb{R}^{r}}\|\sigma(x)\|,  \tag{2.8}\\
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)-\frac{a\|\sigma\|_{\infty}[f]_{1}}{\alpha \sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{a\|\sigma\|_{\infty}[f]_{1}}{\alpha \sqrt{\Gamma_{n}}}\right]\right] \geqslant 1-2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2}\right), \tag{2.9}
\end{gather*}
$$

where the parameter $\alpha$ is the same as in the pointwise gradient bound of Theorem 4.
Proof. Equation (2.8) is a direct consequence of Theorem 2 and the gradient bound in Theorem 4. Indeed, the mean-value Theorem readily yields that $\left(\mathbf{G}_{\mathbf{V}}\right)$ holds. It then suffice to observe that $\nu_{n}(f)-\nu(f)=\nu_{n}(\mathcal{A} \varphi)$. To prove (2.9), setting $a_{\sigma, f, \alpha}:=a\|\sigma\|_{\infty} \frac{[f]_{1}}{\alpha}$, it suffices to write:

$$
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)-\frac{a_{\sigma, f, \alpha}}{\sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{a_{\sigma, f, \alpha}}{\sqrt{\Gamma_{n}}}\right]\right]=1-\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(f)-\nu(f)\right| \geqslant a_{\sigma, f, \alpha}\right]
$$

and conclude by (2.8).
2.3.2. A more refined non-asymptotic confidence interval when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is a coboundary. We provide in Theorem 6 below a kind of Slutsky's Lemma when, for a matrix norm $\|\|\cdot\|$ dominating $\| \sigma(x)\|\leqslant\| \sigma(x) \|$, s.t. $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is a coboundary.

Theorem 6 (Slutsky type concentration result for the coboundary case). Under the assumptions of Theorem 5, for $\beta \in(0,1]$ and $\theta \in\left(\frac{1}{2+\beta}, 1\right]$ (unbiased case), assuming as well that there is a unique solution $\vartheta$ to $\mathcal{A} \vartheta=$ $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ satisfying the same assumptions as $\varphi$ in Theorem 5, there exist two explicit monotonic sequences
$c_{n} \leqslant 1 \leqslant C_{n}, n \geqslant 1$, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $n \geqslant 1$, for all $a>0$, the following bounds hold: if $\frac{a}{\sqrt{\Gamma_{n}}} \rightarrow 0$ (Gaussian deviations) then,

$$
\begin{gather*}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\| \| \sigma \|^{2}\right)}}\right| \geqslant a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2} \alpha^{2}}{2[f]_{1}^{2}}\right)  \tag{2.10}\\
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)-\frac{a \sqrt{\nu_{n}\left(\| \| \sigma \|^{2}\right)}[f]_{1}}{\alpha \sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{a \sqrt{\nu_{n}\left(\| \| \sigma \|^{2}\right)}[f]_{1}}{\alpha \sqrt{\Gamma_{n}}}\right]\right] \geqslant 1-2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2}\right) . \tag{2.11}
\end{gather*}
$$

Again, the non-asymptotic confidence interval is explicitly computable in function of the given source $f$, the coefficients in the dynamics and the chosen (computable) matrix norm $\|\|\cdot\|$. . It is also sharper than the one in (2.9).
2.3.3. Towards Lipschitz sources in the non-degenerate case. We conclude this section stating a non-asymptotic deviation result for Lipschitz sources under some non-degeneracy conditions (assumption ( $\mathbf{C}_{\mathbf{U E}}$ ) of Theorem 4 replacing the condition stated there for $f$ by a Lipschitz condition).
Theorem 7 (Non-asymptotic concentration bounds for Lipschitz functions). Let the assumptions of Theorem 4 with $\left(\mathbf{C}_{\mathbf{U E}}\right)$ hold except that $f$ is here solely a Lipschitz continuous function. For a time step sequence $\left(\gamma_{k}\right)_{k \geqslant 1}$ of the form $\gamma_{k}=k^{-\theta}, \theta \in(1 / 2,1]$, we have that, there exist two explicit monotonic sequences $c_{n} \leqslant 1 \leqslant C_{n}, n \geqslant 1$, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $n \geqslant 1$ and for every $a>0$ :

$$
\begin{equation*}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}}\left(\nu_{n}(f)-\nu(f)\right)\right| \geqslant a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2} \alpha^{2}}{2\|\sigma\|_{\infty}^{2}[f]_{1}^{2}}\right) \tag{2.12}
\end{equation*}
$$

where $\alpha$ is as in Theorem 4.
Such estimates are important since they allow to get rather close to the natural framework which appear in functional inequalities (that mainly deal with Wasserstein distances and their possible deviations). Indeed, through the Monge-Kantorovich formulation, the Wasserstein distance involves Lipschitz functions, since it is precisely achieved taking the minimum over Lipschitz functions for all possible coupling with marginal corresponding to the arguments of the distance (see [BGL14]).

In the literature, some non-asymptotic bounds can be found for the deviations from its mean for the Wasserstein distance between the empirical measure of a homogeneous Markov chain and its stationary distribution (see Boissard [Boi11]). Here, we manage to get directly the non-asymptotic deviation bounds over all possible Lipschitz functions for the empirical measure of the scheme aiming directly to approximate the target stationary distribution of the diffusion. Handling the Wasserstein distance in our framework would amount to consider the supremum over the Lipschitz functions in the probability in (2.12). This will concern further research.

We eventually point out that Theorem 7 is obtained through regularization arguments of the source $f$ exploiting the previous results of Theorems 2 and 4 (see Section 5.3 for details). This leads to a constraint on the steps, i.e. $\gamma_{n}=n^{-\theta}, \theta \in\left(\frac{1}{2}, 1\right]$. This is the price to pay, indeed a bigger $\theta$ yields a lower convergence rate, to handle less regular Lipschitz sources. Also, to perform the approximation procedure we precisely need a kind of elliptic bootstrap (like in Theorem 4 under ( $\left.\mathbf{C}_{\mathbf{U E}}\right)$ ). This is why we impose the non-degeneracy assumptions.

## 3. Proof of the concentration results (Theorem 2)

For notational convenience, we say that assumption (A) holds whenever (C1), (GC), (C2), ( $\mathcal{L}_{\mathbf{V}}$ ), (U) and (S) are fulfilled. We assume throughout this section that (A) is in force and that the function $\varphi$ appearing in the lemmas satisfies the smoothness assumptions of Theorem 2.
3.1. Strategy. To control the deviations of $\nu_{n}(\mathcal{A} \varphi)$ we first give a decomposition lemma, obtained by a standard Taylor expansion. The idea is to perform a kind of splitting between the deterministic contributions in the transitions and the random innovations. Doing so, we manage to prove that the contributions involving the innovations can be gathered into conditionally Lipschitz continuous functions of the noise, with small Lipschitz constant (functions $\left(\psi_{k}\left(X_{k-1}, \cdot\right)\right)_{k \in \llbracket 1, n \rrbracket}$ below). These functions precisely give the Gaussian concentration, see Lemma 2. The other terms, that we will call from now on "remainders", will be shown to be uniformly controlled w.r.t. $n$ and do not give any asymptotic contribution in the "fast decreasing" case $\theta>1 /(2+\beta)$ (with the terminology of Theorem 2), see Lemmas 3, 4 and 5.

Lemma 1 (Local Decomposition of the empirical measure ). For all $n \geqslant 1$ and $k \in \llbracket 0, n-1 \rrbracket$ :

$$
\begin{align*}
\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right)= & \gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+\left[\gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t\right. \\
& \left.+\frac{1}{2} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}^{2}\right)+\psi_{k}\left(X_{k-1}, U_{k}\right)\right] \\
=: & \gamma_{k} \mathcal{A}\left(X_{k-1}\right)+\left(\psi_{k}\left(X_{k-1}, U_{k}\right)+R_{n, k}^{1}\left(X_{k-1}\right)\right), \tag{3.13}
\end{align*}
$$

where for all $k \in \llbracket 1, n \rrbracket$, conditionally to $\mathcal{F}_{k-1}$, the mapping $u \mapsto \psi_{k}\left(X_{k-1}, u\right)$ is Lipschitz continuous in $u$ with constant $\sqrt{\gamma_{k}}\left\|\sigma_{k-1}\right\|\|\nabla \varphi\|_{\infty}$.

Introducing for a given $k$, the mapping $u \mapsto \Delta_{k}\left(X_{k-1}, u\right):=\psi_{k}\left(X_{k-1}, u\right)-\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]$, we then rewrite:

$$
\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right)=\gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+\Delta_{k}\left(X_{k-1}, U_{k}\right)+R_{n, k}\left(X_{k-1}\right),
$$

with $R_{n, k}\left(X_{k-1}\right):=R_{n, k}^{1}\left(X_{k-1}\right)+\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]$. The contribution $\Delta_{k}\left(X_{k-1}, U_{k}\right)$ can be viewed as a martingale increment. Introduce now the associated (true) martingale

$$
\begin{equation*}
M_{n}:=\sum_{k=1}^{n} \Delta_{k}\left(X_{k-1}, U_{k}\right) \tag{3.14}
\end{equation*}
$$

Summing over $k$ yields:

$$
\begin{equation*}
\varphi\left(X_{n}\right)-\varphi\left(X_{0}\right)=\Gamma_{n} \nu_{n}(\mathcal{A} \varphi)+M_{n}+\sum_{k=1}^{n} R_{n, k}\left(X_{k-1}\right) . \tag{3.15}
\end{equation*}
$$

Defining $R_{n}:=\sum_{k=1}^{n} R_{n, k}\left(X_{k-1}\right)+\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)$ we obtain the following decomposition of the empirical measure:

$$
\begin{equation*}
\nu_{n}(\mathcal{A} \varphi)=-\frac{1}{\Gamma_{n}}\left(M_{n}+R_{n}\right) . \tag{3.16}
\end{equation*}
$$

- Unbiased Case (Sub-Optimal Convergence Rate). This case corresponds to fast decreasing steps of the form $\gamma_{k}=k^{-\theta}, \theta>1 /(2+\beta)$. To investigate the non-asymptotic deviations of the empirical measure, the idea is now to write for $a, \lambda>0$ :

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \geqslant a\right] & \leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \mathbb{E}\left[\exp \left(-\frac{\lambda}{\Gamma_{n}}\left(M_{n}+R_{n}\right)\right)\right] \\
& \leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right]^{1 / q} \mathbb{E}\left[\exp \left(\frac{p \lambda}{\Gamma_{n}}\left|R_{n}\right|\right)\right]^{1 / p}, \frac{1}{p}+\frac{1}{q}=1, p, q>1 \tag{3.17}
\end{align*}
$$

We actually aim to choose $q:=q(n) \vec{n} 1$. For a suitable choice of $q$ satisfying the previous condition, we manage, in the fast decreasing case, to show that $\mathscr{R}_{n}:=\mathbb{E}\left[\exp \left(\frac{p \lambda}{\Gamma_{n}}\left|R_{n}\right|\right)\right]^{1 / p} \vec{n}^{1}$. For the term involving the martingale $M_{n}$ we actually use the Gaussian concentration property (GC) of the innovation on its increments $\left(\Delta_{k}\left(X_{k-1}, U_{k}\right)\right)_{k \in \llbracket 1, n \rrbracket}$. Namely, using the control of the Lipschitz constant of $\Delta_{k}\left(X_{k-1}, \cdot\right)$ stated in Lemma 1, we derive:

$$
\begin{align*}
\mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right] & =\mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n-1}\right) \mathbb{E}\left[\left.\exp \left(-\frac{q \lambda}{\Gamma_{n}} \Delta_{n-1}\left(X_{n-1}, U_{n}\right)\right) \right\rvert\, \mathcal{F}_{n-1}\right]\right] \\
& \leqslant \mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n-1}\right)\right] \exp \left(\frac{\lambda^{2} q^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}\right) \leqslant \exp \left(\frac{\lambda^{2} q^{2}}{2 \Gamma_{n}}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}\right) \tag{3.18}
\end{align*}
$$

iterating the procedure to derive the last identity. From (3.17), we thus get:

$$
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \geqslant a\right] \leqslant \mathscr{R}_{n} \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}+\frac{\lambda^{2} q}{2 \Gamma_{n}}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}\right) .
$$

Keeping in mind that we manage to find $q:=q(n) \downarrow_{n} 1$ such that the remainder $\mathscr{R}_{n} \downarrow_{n} 1$, the result of Theorem 2 in the considered case then follows from a quadratic optimization over the parameter $\lambda$.

- Biased Case (Optimal Convergence Rate). This case corresponds to slow decreasing steps of the form $\gamma_{k}=k^{-\theta}$, $\theta=1 /(2+\beta)$. In this setting, some terms of the remainder $R_{n}$ in (3.16) give a non trivial asymptotic contribution. We choose to substract them before studying the deviation (term $\mathcal{B}_{n, \beta}$ in (2.3)).
3.2. Explicit controls on the remainders. Summing the increments appearing in (3.13), we now choose for the analysis to write for a given $n \in \mathbb{N}$ the remainder $R_{n}$ defined after (3.15) as

$$
R_{n}=\sum_{k=1}^{n} R_{n, k}\left(X_{k-1}\right)+\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)=\left(D_{2, b, n}+D_{2, \Sigma, n}\right)+\bar{G}_{n}-L_{n},
$$

where:

$$
\begin{align*}
D_{2, b, n} & :=\sum_{k=1}^{n} \gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t \\
D_{2, \Sigma, n} & :=\frac{1}{2} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}^{2}\right), \\
\bar{G}_{n} & :=\sum_{k=1}^{n} \mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right], \\
L_{n} & :=\varphi\left(X_{n}\right)-\varphi\left(X_{0}\right) . \tag{3.19}
\end{align*}
$$

We refer to the proof of Lemma 1 to check that the above definition of $\bar{G}_{n}$ actually matches the term $\sqrt{\Gamma_{n}} E_{n}^{\beta}$ introduced in equation (2.2) of Theorem 2. We rewrite from (3.16)

$$
\begin{equation*}
\nu_{n}(\mathcal{A} \varphi)=-\frac{1}{\Gamma_{n}}\left(M_{n}+R_{n}\right)=-\frac{1}{\Gamma_{n}}\left(M_{n}+\left(D_{2, b, n}+D_{2, \Sigma, n}\right)+\bar{G}_{n}-L_{n}\right) . \tag{3.20}
\end{equation*}
$$

We now split the analysis according to the cases (a) and (b) introduced in Theorem 2.
(a) $\theta \in(1 /(2+\beta), 1], \beta \in(0,1]$. From (3.20), the exponential Tchebychev and Hölder inequalities yield that, for all $\lambda \in \mathbb{R}_{+}$and all $p, q \in(1,+\infty), \frac{1}{p}+\frac{1}{q}=1$,

$$
\begin{array}{r}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \geqslant a\right] \leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \\
\times\left(\mathbb{E} \exp \left(\frac{2 p \lambda}{\Gamma_{n}}\left(\left|L_{n}\right|+\left|\bar{G}_{n}\right|\right)\right)\right)^{\frac{1}{2 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \tag{3.21}
\end{array}
$$

(b) $\theta=\frac{1}{2+\beta}, \beta \in(0,1]$. If $\beta=1$, denoting, $D_{2, n}:=D_{2, b, n}+D_{2, \Sigma, n}$, we have from (3.19) and with the notations of (2.3), $\left(\bar{G}_{n}+D_{2, n}\right)=\sqrt{\Gamma_{n}} \mathcal{B}_{n, 1}$. We study the deviations of:

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\mathcal{B}_{n, \beta} \geqslant a\right] & =\mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}+D_{2, n}}{\Gamma_{n}} \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \\
& \leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}}\left(\mathbb{E} \exp \left(\frac{p \lambda}{\Gamma_{n}}\left|L_{n}\right|\right)\right)^{\frac{1}{p}} \tag{3.22}
\end{align*}
$$

For $\beta \in(0,1)$, the contributions of $D_{2, n}$ do not yield any asymptotic bias. Recalling from (2.3) that $\mathcal{B}_{n, \beta}=$ $E_{n}^{\beta}=\frac{\bar{G}_{n}}{\sqrt{\Gamma_{n}}}$, we write:
$\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\mathcal{B}_{n, \beta} \geqslant a\right]=\mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}}{\Gamma_{n}} \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}}$

$$
\begin{equation*}
\times\left(\mathbb{E} \exp \left(\frac{2 p \lambda}{\Gamma_{n}}\left|L_{n}\right|\right)\right)^{\frac{1}{2 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \tag{3.23}
\end{equation*}
$$

Remark 8. Observe that in case (a), the "small steps" and the corresponding sufficient smoothness of $\varphi$ prevent from the appearance of a bias. As a result, the concentration bound is, at the non-asymptotic level, the same as in Theorem 1, up to the additional upper-bound for the variance. In case (b), we subtract the terms $\mathcal{B}_{n, \beta}$ that asymptotically give a bias. When $\beta=1$, this is the case for both terms $\frac{\bar{G}_{n}}{\Gamma_{n}}, \frac{D_{2, n}}{\Gamma_{n}}$. Also, for $D^{3} \varphi \in \mathcal{C}^{1}$, $\mathcal{B}_{n, 1}=\frac{\bar{G}_{n}+D_{2, n}}{\sqrt{\Gamma_{n}}} \underset{n}{ }-\tilde{\gamma} m$ introduced in Theorem 1. For $\beta \in(0,1)$ and $\varphi \in \mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right),\left[\varphi^{(3)}\right]_{\beta}<+\infty$, the only term giving a bias is $\mathcal{B}_{n, \beta}=E_{n}^{\beta}=\frac{\bar{G}_{n}}{\sqrt{\Gamma_{n}}}$.

The lemma below provides the Gaussian contribution to be exploited in inequalities (3.21) - (3.23).
Lemma 2 (Gaussian concentration). For $a>0, q \in(1,+\infty)$, setting

$$
\begin{equation*}
\lambda_{n}:=\frac{a}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}} \sqrt{\Gamma_{n}}, \tag{3.24}
\end{equation*}
$$

we derive:

$$
\exp \left(-\lambda_{n} \frac{a}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(-\frac{q \lambda_{n}}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leqslant \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) .
$$

Lemma 3 (Bounds for the Conditional Expectations). With the above notations, we have that for $\beta \in(0,1], \theta \in$ $\left[\frac{1}{2+\beta}, 1\right]:$

$$
\left|E_{n}^{\beta}\right|=\frac{\left|\bar{G}_{n}\right|}{\sqrt{\Gamma_{n}}} \leqslant a_{n}:=\frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}, \text { a.s. }
$$

Moreover, $a_{n} \rightarrow a_{\infty}$, with $a_{\infty}=0$ if $\theta \in\left(\frac{1}{2+\beta}, 1\right]$ and $a_{\infty}>0$ if $\theta=\frac{1}{2+\beta}$. Also, for $\beta \in(0,1], \theta \in\left(\frac{1}{2+\beta}, 1\right]$ :

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}}\left|\bar{G}_{n}\right|\right)\right)^{\frac{1}{2 p}} \leqslant \exp \left(\frac{\lambda_{n}}{\sqrt{\Gamma_{n}}} a_{n}\right) \leqslant \exp \left(\frac{\lambda_{n}^{2}}{2 \Gamma_{n} p}+\frac{a_{n}^{2} p}{2}\right), \forall p>1 \tag{3.25}
\end{equation*}
$$

As indicated before, we now aim at controlling the remainders. In particular, from (3.17) and (3.19), we are led to handle terms of the form

$$
\mathbb{E} \exp \left(c \sum_{k=1}^{n} \gamma_{k}^{2}\left|b\left(X_{k-1}\right)\right|^{2}\right) \underset{\left(\mathcal{L}_{\mathbf{V}}\right)}{\leqslant} \mathbb{E} \exp \left(c C_{V} \sum_{k=1}^{n} \gamma_{k}^{2}\left|V\left(X_{k-1}\right)\right|\right)
$$

for small enough real constants $c>0$.
To this end, we will thoroughly rely on the following important integrability result for the Lyapunov function.
Proposition 1. Under (A) there is a constant $c_{V}:=c_{V}((\mathbf{A}))>0$ such that for all $\lambda \in\left[0, c_{V}\right], \xi \in[0 ; 1]$ :

$$
I_{V}^{\xi}:=\sup _{n \geqslant 0} \mathbb{E}\left[\exp \left(\lambda V_{n}^{\xi}\right)\right]<+\infty .
$$

We now have the following results for the terms appearing in (3.19).
Lemma 4 (Initial term). Let $q \in(1,+\infty)$ be fixed and $\lambda_{n}$ be as in (3.24) in Lemma 2. For functions $\varphi$ satisfying $\left(\mathbf{G}_{\mathbf{V}}\right)$, i.e. there exists $C_{V, \varphi}>0$ such that for all $x \in \mathbb{R}^{d},|\varphi(x)| \leqslant C_{V, \varphi}(1+\sqrt{V(x)})$, for $p:=\frac{q}{q-1}$ and $j \in\{1,2\}$ :

$$
\left(\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|L_{n}\right|}{\Gamma_{n}}\right)\right)^{\frac{1}{j p}} \leqslant\left(I_{V}^{1}\right)^{\frac{1}{j p}} \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)=\left(I_{V}^{1}\right)^{\frac{1}{j p}} \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} a^{2}}{c_{V} q^{2}\|\sigma\|_{\infty}^{4}\|\nabla \varphi\|_{\infty}^{4} \Gamma_{n}}+\frac{c_{V}}{p}\right),
$$

with $c_{V}, I_{V}^{1}$ like in Proposition 1.
Lemma 5 (Remainders). Let $q \in(1,+\infty)$ be fixed and $\lambda_{n}$ be as in Lemma 2. Then, there exists $C_{3.26}:=$ $C_{3.26}((\mathbf{A}), \varphi)$ such that for $p=\frac{q}{q-1}$ :

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant \exp \left(C_{3.26} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} . \tag{3.26}
\end{equation*}
$$

We also have:

- If the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is Lipschitz continuous, then there exists $C_{3.27}:=C((\mathbf{A}), \varphi)>0$ such that

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant \exp \left(C_{3.27} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \tag{3.27}
\end{equation*}
$$

- For $a \leqslant \frac{c_{v} q}{4 C_{V} p} \frac{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\|_{\infty}^{2}}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$, there exists an $\mathbb{R}^{+}$-valued sequence $\left(v_{n}\right)_{n \geqslant 1}$ such that $\left|v_{n}\right| \leqslant C_{3.28}:=C_{3.28}((\mathbf{A}), \varphi)$ and

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(I_{V}^{1}\right)^{v_{n}} . \tag{3.28}
\end{equation*}
$$

Also, $v_{n} \underset{n}{ } v_{\infty}$ where $v_{\infty}=0$ if $\theta>1 / 3$ and $v_{\infty}>0$ for $\theta=1 / 3$.
Proof of Theorem 2. From Lemma 2 we get:

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(-q \lambda_{n} \frac{M_{n}}{\Gamma_{n}}\right)\right)^{\frac{1}{q}} \exp \left(-\frac{a \lambda_{n}}{\sqrt{\Gamma_{n}}}\right) \leqslant \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) . \tag{3.29}
\end{equation*}
$$

(a) We deal with the case $\beta \in(0,1], \theta \in\left(\frac{1}{2+\beta}, 1\right]$.
(i) We suppose that the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is Lipschitz continuous. Plugging in (3.21) the controls from (3.29), Lemma 3 equation (3.25), Lemma 4 (with $j=2$ ) and Lemma 5 (equations (3.26), (3.27)), we get:

$$
\begin{align*}
& \mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi) \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{\lambda_{n}^{2}}{2 \Gamma_{n} p}+\frac{p a_{n}^{2}}{2}\right) \exp \left(\frac{3 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 p}} \\
& \quad \times \exp \left(C_{3.26} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \times \exp \left(C_{3.27} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \\
& \leqslant\left(I_{V}^{1}\right)^{\frac{1}{p}} \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{1}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{\frac{p}{\Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+2\left[C_{3.26}+C_{3.27}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right)+\frac{1}{p}\right\}\right)\right) \\
& 0)  \tag{3.30}\\
& \times \exp \left(\frac{c_{V}}{p}+\frac{p a_{n}^{2}}{2}\right)
\end{align*}
$$

Recall now that for $\theta>\frac{1}{2+\beta} \geqslant 1 / 3, \Gamma_{n}^{\left(\frac{3+\beta}{2}\right)} / \sqrt{\Gamma_{n}} \rightarrow 0, \Gamma_{n}^{(2)} / \sqrt{\Gamma_{n}} \rightarrow \underset{n}{ } 0$ (see Lemma 3 and Remark 2). We now take $p:=p_{n} \underset{n}{ }+\infty$, and therefore $q:=q_{n} \underset{n}{\rightarrow} 1$, such that $p_{n}^{1 / 2} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \rightarrow 0$ so that from Lemma $3, p_{n} a_{n}^{2} \underset{n}{\rightarrow} 0$. Since $\frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \geqslant \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}$ this in turn implies:

$$
\begin{equation*}
d_{n}:=\frac{1}{q_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{\frac{p_{n}}{\Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+\left[2 C_{3.26}+3 C_{3.27}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right)+\frac{1}{p_{n}}\right\} \underset{n}{\rightarrow} 0 \tag{3.31}
\end{equation*}
$$

We conclude from (3.30) setting $c_{n}=q_{n}^{-1}\left(1-d_{n}\right), C_{n}:=\left(I_{V}^{1}\right)^{\frac{1}{p_{n}}} \exp \left(\frac{1}{p_{n}}\left[c_{V}+\frac{C_{3.27}}{2}\right]+\frac{p_{n} a_{n}^{2}}{2}\right) \underset{n}{\rightarrow}$. Observe that taking an increasing sequence $\left(p_{n}\right)_{n \geqslant 1}$ readily yields $C_{n} \downarrow_{n} 1$, and $q_{n} \downarrow_{n} 1$. Also, the sequence $\left(p_{n}\right)_{n \geqslant 1}$ can be chosen in order to have, for $n$ large enough, $d_{n} \downarrow_{n} 0$ so that $c_{n} \uparrow_{n} 1$.
(ii) Assume $a \leqslant \frac{c_{V} q}{4 C_{V} p} \frac{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$. Plugging in (3.21) the controls from (3.29), Lemma 3, equation (3.25), Lemmas 4 (with $j=2$ ), 5 (equations (3.26), (3.28)) we then derive:

$$
\begin{array}{r}
\mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi) \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{\lambda_{n}^{2}}{2 \Gamma_{n} p}+\frac{p a_{n}^{2}}{2}\right) \exp \left(\frac{3 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 p}} \\
\times \exp \left(C_{3.26} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}\left(I_{V}^{1}\right)^{v_{n}} \\
\leqslant\left(I_{V}^{1}\right)^{v_{n}+\frac{3}{4 p}} \exp \left(\frac{c_{V}}{p}+\frac{p a_{n}^{2}}{2}\right) \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{1}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{\frac{p}{\Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+2 C_{3.26}\left(\Gamma_{n}^{(2)}\right)^{2}\right)+\frac{1}{p}\right\}\right)\right) . \tag{3.32}
\end{array}
$$

Since $\theta>\frac{1}{2+\beta} \geqslant 1 / 3$ (see Remark 2), we again take $p:=p_{n} \uparrow_{n}+\infty$ so that $p_{n}^{1 / 2} a_{n} \underset{n}{ } 0$ which also guarantees:

$$
\begin{equation*}
d_{n}:=\frac{1}{q_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{p_{n}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}}+\frac{2 C_{3.26}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\right)+\frac{1}{p_{n}}\right\} \rightarrow 0 \tag{3.33}
\end{equation*}
$$

In this case, we derive the result by setting $c_{n}:=q_{n}^{-1}\left(1-d_{n}\right) \underset{n}{ } 1, C_{n}:=\left(I_{V}^{1}\right)^{v_{n}+\frac{3}{4 p_{n}}} \exp \left(\frac{c_{V}}{p_{n}}+\frac{p_{n} a_{n}^{2}}{2}\right) \underset{n}{ } 1$ (see the limits of $v_{n}$ following equation (3.28) and (3.46)). Again, $\left(p_{n}\right)_{n \geqslant 1}$ can be chosen in order to have the
stated monotonicity for $n$ large enough. Set now

$$
\begin{equation*}
\chi_{n}:=\frac{c_{V}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{4 C_{V}\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{q_{n}}{p_{n}}, \tag{3.34}
\end{equation*}
$$

so that $a \leqslant \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$. Thus, the slower $p_{n}$ goes to infinity, the wider the domain of validity for the estimate in the parameter $a$.
(b) It remains to analyze the case $\beta \in(0,1], \theta=\frac{1}{2+\beta}$. Let us deal with $\beta=1$. From (3.22), the controls of (3.29) and Lemma 4 (with $j=1$ ) we get:

$$
\mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}+D_{2, n}}{\Gamma_{n}} \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{2 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{p}} .
$$

Recalling the definition of $\lambda_{n}$ in (3.24), we conclude as previously with obvious modifications of $\left(c_{n}\right)_{n \geqslant 1},\left(C_{n}\right)_{n \geqslant 1}$. The case $\beta \in(0,1)$ is handled similarly starting from (3.23).

Also, when $D^{3} \varphi \in \mathcal{C}^{1}$, we derive similarly to the proof of Theorem 10 in [LP02] that $\mathcal{B}_{n, 1} \vec{n}-\widetilde{\gamma} m$.
Eventually, the final control involving the two sided deviation is derived by symmetry.
3.3. Proof of the Technical Lemmas. This section is devoted to the proof of the previously used Lemmas 15 and Proposition 1 which were the key ingredients to derive Theorem 2.

Proof of Lemma 1. For $k \in \llbracket 1, n \rrbracket$, we first write:

$$
\begin{align*}
\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right) & =\left(\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)\right)+\left(\varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-\varphi\left(X_{k-1}\right)\right)  \tag{3.35}\\
& =: T_{k-1, r}(\varphi)+T_{k-1, d}(\varphi),
\end{align*}
$$

in order to split the random and deterministic contributions in the transitions of the scheme (S).
We then perform a Taylor expansion with integral remainder at order 2 for the function $\varphi$ in the two terms of the r.h.s. of (3.35). Namely, with the above notations:

$$
\begin{aligned}
T_{k-1, d}(\varphi)= & \gamma_{k} b_{k-1} \cdot \nabla \varphi\left(X_{k-1}\right)+\gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t \\
T_{k-1, r}(\varphi)= & \sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right) d t .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\varphi\left(X_{k}\right)- & \varphi\left(X_{k-1}\right)=\gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right) \\
& +\gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t+\sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}\right) \Sigma_{k-1}\right) d t \\
= & \gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+\gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right) d t+\psi_{k}\left(X_{k-1}, U_{k}\right) \\
3.36)= & \gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+D_{2, b}^{k}+D_{2, \Sigma}^{k}+\psi_{k}\left(X_{k-1}, U_{k}\right), \tag{3.36}
\end{align*}
$$

where

$$
\begin{align*}
& \psi_{k}\left(X_{k-1}, U_{k}\right)=\sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \\
& \quad+\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) d t \tag{3.37}
\end{align*}
$$

Observe now that, conditionally to $\mathcal{F}_{k-1}$, the mapping $u \mapsto \psi_{k}\left(X_{k-1}, u\right)$ is Lipschitz continuous: indeed, the innovation $U_{k}$ does not appear in the other contributions of the right side of (3.36). Consequently, as $\varphi$ is Lispchitz continuous we derive, for all $\left(u, u^{\prime}\right) \in\left(\mathbb{R}^{d}\right)^{2}$ :

$$
\left|\psi_{k}\left(X_{k-1}, u\right)-\psi_{k}\left(X_{k-1}, u^{\prime}\right)\right| \leqslant \sqrt{\gamma_{k}}\left\|\sigma_{k-1}\right\|\|\nabla \varphi\|_{\infty}\left|u-u^{\prime}\right| .
$$

The result is obtained by summing up the previous identities from $k=1$ to $n$, observing, with the notations of (3.19), that $L_{n}=\sum_{k=1}^{n} \varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right), D_{2, b, n}=\sum_{k=1}^{n} D_{2, b}^{k}, D_{2, \Sigma, n}=\sum_{k=1}^{n} D_{2, \Sigma}^{k}, G_{n}:=\sum_{k=1}^{n} \psi_{k}\left(X_{k-1}, U_{k}\right)$. -

Proof of Lemma 2. The idea is to use conditionally and iteratively the Gaussian concentration property (GC) of the innovation. Let us note that this strategy was already the key ingredient in [FM12]. In the current framework, we exploit that the functions $u \mapsto \Delta_{k}\left(X_{k-1}, u\right):=\psi_{k}\left(X_{k-1}, u\right)-\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]$ are conditionally independent w.r.t. $\mathcal{F}_{k-1}$ and Lipschitz continuous with constant $\sqrt{\gamma_{k}}\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}$ by Lemma 1 . We thus write:

$$
\begin{align*}
\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right) & =\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \\
& =\mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n-1} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \mathbb{E}\left[\left.\exp \left(-\frac{q \lambda}{\Gamma_{n}} \Delta_{n}\left(X_{n-1}, U_{n}\right)\right) \right\rvert\, \mathcal{F}_{n-1}\right]\right] \\
& \leqslant \mathbb{E}\left[\exp \left(-\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n-1} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \exp \left(\frac{q^{2} \lambda^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}\right)\right], \tag{3.38}
\end{align*}
$$

where we used (GC) in the third line recalling as well that $\mathbb{E}\left[\Delta_{n}\left(X_{n-1}, U_{n}\right) \mid \mathcal{F}_{n-1}\right]=0$.
Iterating the process over $k$, we obtain:

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}}=\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right)\right)^{\frac{1}{q}} \leqslant \exp \left(\frac{q \lambda^{2}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{2 \Gamma_{n}}\right) . \tag{3.39}
\end{equation*}
$$

Finally,

$$
\exp \left(-\frac{\lambda a}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leqslant \exp \left(\frac{g(\lambda)}{\sqrt{\Gamma_{n}}}\right),
$$

where $g: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is defined by $g(\lambda)=-\frac{a}{\sqrt{\Gamma_{n}}} \lambda+\frac{q \lambda^{2}}{2 \Gamma_{n}}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}$. As $a>0$, the function attains its minimum at $\lambda_{n}$ given in (3.24). This eventually yields the expected bound.

Proof of Lemma 3. From the definition in (3.37) and the Fubini theorem, we have that for all $k \in \llbracket 1, n \rrbracket$ :

$$
\left.\left.\begin{array}{rl}
\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]=\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr} & (\mathbb{E}[
\end{array} D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right), ~\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1} \mid \mathcal{F}_{k-1}\right]\right) d t .
$$

Recalling that $U_{k}$ has the same moments as the standard Gaussian random variable up to order three (see (GC)) and is independent of $\mathcal{F}_{k-1}$, a Taylor expansion yields:

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) \mid \mathcal{F}_{k-1}\right] \\
= & \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \sigma_{k-1} \mathbb{E}\left[U_{k} \otimes U_{k}\right] \sigma_{k-1}^{*}\right) \\
& +\int_{0}^{1} \mathbb{E}\left[\operatorname{Tr}\left(\left(D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+u t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right)\left(\sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right)\right) \mid \mathcal{F}_{k-1}\right] d u \\
& -\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) \\
= & \operatorname{Tr}(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \sigma_{k-1} \underbrace{\left(\mathbb{E}\left[U_{k} \otimes U_{k}\right]-I\right)}_{=0} \sigma_{k-1}^{*}) \\
& +t \sqrt{\gamma_{k}} \int_{0}^{1} \mathbb{E}\left[\operatorname { T r } \left(\left(\left[D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+u t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right)-D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)\right] \sigma_{k-1} U_{k}\right)\right.\right. \\
& \left.\left.\times\left(\sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right)\right) \mid \mathcal{F}_{k-1}\right] d u,
\end{aligned}
$$

recalling from (GC) that for all $(i, j, l) \in \llbracket 1, r \rrbracket, \mathbb{E}\left[U_{k}^{i} U_{k}^{j} U_{k}^{l} \mid \mathcal{F}_{k-1}\right]=\mathbb{E}\left[U_{1}^{i} U_{1}^{j} U_{1}^{l}\right]=0$ (cancellation argument). Hence,

$$
\begin{aligned}
\left|\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]\right| & \leqslant \gamma_{k} \int_{0}^{1}(1-t) t^{1+\beta}\left[\varphi^{(3)}\right]_{\beta} \mathbb{E}\left[\left.\gamma_{k}^{\frac{1+\beta}{2}}\left\|\sigma_{k-1}\right\|^{3+\beta}\left|U_{k}\right|^{3+\beta} \int_{0}^{1} u^{\beta} d u \right\rvert\, \mathcal{F}_{k-1}\right] d t \\
& =\frac{\left[\varphi^{(3)}\right]_{\beta} \gamma_{k}^{\frac{3+\beta}{2}}\left\|\sigma_{k-1}\right\|^{3+\beta} \mathbb{E}\left[\left|U_{k}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)}
\end{aligned}
$$

recalling that the third derivatives of $\varphi$ are $\beta$-Hölder continuous for the first inequality. We thus derive:

$$
\left|E_{n}^{\beta}\right|=\frac{\left|\bar{G}_{n}\right|}{\sqrt{\Gamma_{n}}} \leqslant \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n-1}\left|\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]\right| \leqslant \frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{3+\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}=: a_{n} .
$$

Proof of Proposition 1. First of all, let us decompose the Lyapunov function $V$ with a Taylor expansion like in Lemma 1. We again use a splitting between the deterministic contributions and those involving the innovation. We write for all $n \in \mathbb{N}$ :

$$
\begin{align*}
V\left(X_{n}\right)-V\left(X_{n-1}\right)= & \gamma_{n} \mathcal{A} V\left(X_{n-1}\right)+\gamma_{n}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} V\left(X_{n-1}+t \gamma_{n} b_{n-1}\right) b_{n-1} \otimes b_{n-1}\right) d t \\
& \left.-\frac{\gamma_{n}}{2} \operatorname{Tr}\left(D^{2} V\left(X_{n-1}\right)\right) \Sigma_{n-1}\right)+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right) \\
& +\gamma_{n} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} V\left(X_{n-1}+\gamma_{n} b_{n-1}+t \sqrt{\gamma_{n}} \sigma_{n-1} U_{n}\right) \sigma_{n-1} U_{n} \otimes U_{n} \sigma_{n-1}^{*}\right) d t \\
\leqslant & -\gamma_{n} \alpha_{V} V\left(X_{n-1}\right)+\gamma_{n} \beta_{V}+C_{V} \frac{\gamma_{n}^{2}}{2}\left\|D^{2} V\right\|_{\infty} V\left(X_{n-1}\right) \\
& +\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)+\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{n}\right|^{2} \\
(3.41) \leqslant & \gamma_{n}\left(-\frac{\alpha_{V}}{2} V\left(X_{n-1}\right)+\widetilde{c}\right)+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)+\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{n}\right|^{2} \tag{3.41}
\end{align*}
$$

for a constant $\widetilde{c}:=\widetilde{c}\left(V, \sigma, \beta_{V}\right)$. We have in fact considered the time steps sufficiently small (in (S), we have chosen for all $\left.n \in \mathbb{N}, \gamma_{n}<\min \left(\frac{1}{2 \sqrt{C_{V} \bar{c}}}, \frac{\alpha_{V}}{2 C_{V}\left\|D^{2} V\right\|_{\infty}}\right)\right)$. The two terms involving the innovation $U_{n}$ in the above decomposition can be controlled thanks to the Gaussian concentration hypothesis (GC). Let us define for all $x \in \mathbb{R}^{d}$ and all $\gamma, \lambda>0$ the quantities:

$$
I_{1}(\gamma, \lambda, x):=\mathbb{E}\left[\exp \left(\lambda \sqrt{\gamma} \sigma(x) U_{1} \cdot \nabla V(x+\gamma b(x))\right)\right], I_{2}(\gamma, \lambda):=\mathbb{E}\left[\exp \left(\lambda \frac{\gamma}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{1}\right|^{2}\right)\right]
$$

The first one is directly controlled owing to hypothesis (GC):

$$
\begin{equation*}
I_{1}\left(\gamma_{n}, \lambda, x\right) \leqslant \exp \left(\frac{\lambda^{2} \gamma_{n}\left|\sigma^{*}(x) \nabla V\left(x+\gamma_{n} b(x)\right)\right|^{2}}{2}\right) \underset{\left(\mathcal{L}_{\mathbf{v}}\right)}{\leqslant} \exp \left(\frac{\lambda^{2} \gamma_{n} C_{V}\|\sigma\|_{\infty}^{2} V\left(x+\gamma_{n} b(x)\right)}{2}\right) \tag{3.42}
\end{equation*}
$$

Furthermore, under (GC), for all $c<\frac{1}{2}, I_{c}:=\mathbb{E}\left[\exp \left(c\left|U_{n}\right|^{2}\right)\right]<+\infty$. Hence, for all $\lambda<\frac{2 c}{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2} \gamma_{1}}$, Jensen's inequality yields:

$$
\begin{equation*}
I_{2}\left(\gamma_{n}, \lambda\right) \leqslant\left[\mathbb{E} \exp \left(c\left|U_{n}\right|^{2}\right)\right]^{\frac{\lambda \gamma_{n}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}}=\exp \left(\gamma_{n} \ln \left(I_{c}\right) \frac{\lambda\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}\right) \tag{3.43}
\end{equation*}
$$

These controls allow to prove the integrability statement of the proposition by induction. For $n=0$, recalling from assumption ( $\mathbf{C} 1$ ) that for all $\lambda<\lambda_{0}, \mathbb{E} \exp \left(\lambda\left|X_{0}\right|^{2}\right)<+\infty$ and from $\left(\mathcal{L}_{\mathbf{V}}\right)$, i) that $V(x) \leqslant \bar{c}|x|^{2}$ outside of a compact set, we derive that for all $\lambda \in\left(0, \frac{\lambda_{0}}{\bar{c}}\right)$, there exists $C_{V, \lambda}^{0} \in(1,+\infty)$ such that

$$
\mathbb{E} \exp \left(\lambda V\left(X_{0}\right)\right) \leqslant C_{V, \lambda}^{0}
$$

Set now $\widetilde{\beta}_{V}:=\widetilde{c}+\ln \left(I_{c}\right) \frac{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}$ and $\widetilde{\alpha}_{V}:=\min \left(\frac{1}{\gamma_{1}}, \frac{\alpha_{V}}{2}-\lambda C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\gamma_{1}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)\right) \in\left(0, \frac{1}{\gamma_{1}}\right]$, for $\lambda<\frac{\alpha_{V}}{2 C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\gamma_{1}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)}$.

Let us assume that for all $\lambda<\lambda_{V}:=\min \left(\frac{\lambda_{0}}{2 \bar{c}}, \frac{\alpha_{V}}{2 C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\left.\gamma_{1}\left\|D^{2} V\right\|_{\infty}\right]}{2}\right]\right.}, \frac{c}{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2} \gamma_{1}}\right)$, the property $\left(\mathcal{P}_{n-1}\right)$

$$
\forall k \in \llbracket 0, n-1 \rrbracket, \mathbb{E} \exp \left(\lambda V\left(X_{k}\right)\right) \leqslant C_{V, \lambda}:=C_{V, \lambda}^{0} \vee \exp \left(\frac{\lambda \widetilde{\beta}_{V}}{\widetilde{\alpha}_{V}}\right),
$$

holds for a fixed $n-1 \in \mathbb{N}_{0}$ and let us prove $\left(\mathcal{P}_{n}\right)$. By inequalities (3.41), (3.42) and (3.43) and the CauchySchwarz inequality, we derive that for all $\lambda<\lambda_{V}$,

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda V\left(X_{n}\right)\right) & =\mathbb{E}\left[\exp \left(\lambda V\left(X_{n-1}\right)\right) \mathbb{E}\left[\exp \left(\lambda\left(V\left(X_{n}\right)-V\left(X_{n-1}\right)\right)\right) \mid \mathcal{F}_{n-1}\right]\right] \\
& \leqslant \mathbb{E}\left[\exp \left(\lambda\left[V\left(X_{n-1}\right)\left(1-\frac{\alpha_{V}}{2} \gamma_{n}\right)+\widetilde{c} \gamma_{n}\right]\right) I_{1}\left(\gamma_{n}, 2 \lambda, X_{n-1}\right)^{1 / 2} I_{2}\left(\gamma_{n}, 2 \lambda\right)^{1 / 2}\right] \\
& =\exp \left(\lambda \gamma_{n} \widetilde{\beta}_{V}\right) \mathbb{E}\left[\exp \left(\lambda\left(1-\frac{\alpha_{V}}{2} \gamma_{n}\right) V\left(X_{n-1}\right)+\lambda^{2} \gamma_{n} C_{V}\|\sigma\|_{\infty}^{2} V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)\right)\right]
\end{aligned}
$$

Recall now that $V\left(X_{n-1}+\gamma_{n} b_{n-1}\right) \leqslant V\left(X_{n-1}\right)+\gamma_{n}\left|\nabla V\left(X_{n-1}\right)\left\|\left.b_{n-1}\left|+\frac{\gamma_{n}^{2}}{2}\left\|D^{2} V\right\|_{\infty}\right| b_{n-1}\right|^{2} \stackrel{\left.\left(\mathcal{L}_{\mathbf{V}}\right), i i\right)}{\leqslant} V\left(X_{n-1}\right)(1+\right.\right.$ $\left.\gamma_{n} C_{V}\left[1+\frac{\gamma_{n}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)$. Thus,

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\lambda V\left(X_{n}\right)\right)\right] & \leqslant \exp \left(\lambda \gamma_{n} \widetilde{\beta}_{V}\right) \mathbb{E}[\exp (\lambda \underbrace{\left(1-\gamma_{n} \widetilde{\alpha}_{V}\right)}_{\in[0,1)} V\left(X_{n-1}\right))] \\
& \stackrel{(\text { Jensen })}{\leqslant} \exp \left(\lambda \gamma_{n} \widetilde{\beta}_{V}\right) \mathbb{E}\left[\exp \left(\lambda V\left(X_{n-1}\right)\right)\right]^{\left(1-\gamma_{n} \widetilde{\alpha}_{V}\right)} \leqslant \exp \left(\lambda \gamma_{n} \widetilde{\beta}_{V}\right) C_{V, \lambda}^{\left(1-\gamma_{n} \widetilde{\alpha}_{V}\right)}
\end{aligned}
$$

using ( $\mathcal{P}_{n-1}$ ) for the last inequality. From the above equation and the previous definition of $C_{V, \lambda}$ we have:

$$
\exp \left(\lambda \gamma_{n} \widetilde{\beta}_{V}\right) C_{V, \lambda}^{\left(1-\gamma_{n} \tilde{\alpha}_{V}\right)} \leqslant C_{V, \lambda} \Longleftrightarrow C_{V, \lambda} \geqslant \exp \left(\frac{\lambda \widetilde{\beta}_{V}}{\widetilde{\alpha}_{V}}\right)
$$

Hence, $\left(\mathcal{P}_{n}\right)$ holds. Taking $c_{V}<\lambda_{V}$ completes the proof.

Remark 9. Noting that $v^{*}:=\inf _{x \in \mathbb{R}^{d}} V(x)>0$, we get that for all $(n, \xi) \in \mathbb{N} \times[0,1]$, and for all $\lambda<\lambda_{V}\left(v^{*}\right)^{1-\xi}$ :

$$
\mathbb{E} \exp \left(\lambda V_{n}^{\xi}\right)=\mathbb{E} \exp (\lambda\left(v^{*}\right)^{\xi} \underbrace{\left(\frac{V_{n}}{v^{*}}\right)^{\xi}}_{\geqslant 1}) \leqslant \mathbb{E} \exp \left(\lambda\left(v^{*}\right)^{\xi-1} V_{n}\right) \leqslant C_{V, \lambda\left(v^{*}\right) \xi-1}<+\infty .
$$

Thus, we readily get as a by-product of Proposition 1 that, for all $\xi \in[0,1], \lambda<\lambda_{V}\left(v^{*}\right)^{1-\xi}, \sup _{n \in \mathbb{N}} \mathbb{E} \exp \left(\lambda V_{n}^{\xi}\right)<$ $+\infty$. We refer to Lemaire (see e.g. Theorem 17 in [Lem07]) for additional results in that direction.

Proof of Lemma 4. Recalling from $\left(\mathbf{G}_{\mathbf{V}}\right)$ that there exists $C_{V, \varphi}>0$ such that for all $x \in \mathbb{R}^{d},|\varphi(x)| \leqslant$ $C_{V, \varphi}(1+\sqrt{V(x)})$, we get for $j \in\{1,2\}$ :

$$
\begin{aligned}
& {\left[\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)\right|}{\Gamma_{n}}\right)\right]^{\frac{1}{j p}} \leqslant\left[\mathbb{E} \exp \left(j p \lambda_{n} \frac{C_{V, \varphi}\left(2+\sqrt{V\left(X_{0}\right)}+\sqrt{V\left(X_{n}\right)}\right)}{\Gamma_{n}}\right)\right]^{\frac{1}{j p}}} \\
& \leqslant \exp \left(2 C_{V, \varphi} \frac{\lambda_{n}}{\Gamma_{n}}\right)\left[\mathbb{E} \exp \left(2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{0}\right)}}{\Gamma_{n}}\right)\right]^{\frac{1}{2 j p}}\left[\mathbb{E} \exp \left(2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{n}\right)}}{\Gamma_{n}}\right)\right]^{\frac{1}{2 j p}}
\end{aligned}
$$

Write now for $i \in\{0, n\}$ by the Young inequality:

$$
2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{i}\right)}}{\Gamma_{n}} \leqslant c_{V} V\left(X_{i}\right)+\frac{(j p)^{2} C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}
$$

where $c_{V}$ is the positive real constant such that $I_{V}^{1}=\sup _{n \geqslant 0} \mathbb{E}\left[\exp \left(c_{V} V\left(X_{n}\right)\right)\right]<+\infty$ (see Proposition 1). We then get

$$
\begin{aligned}
{\left[\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)\right|}{\Gamma_{n}}\right)\right]^{\frac{1}{j p}} } & \leqslant \exp \left(2 C_{V, \varphi} \frac{\lambda_{n}}{\Gamma_{n}}\right) \exp \left(\frac{j p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}\right)\left(\mathbb{E} \exp \left(c_{V} V\left(X_{0}\right)\right)\right)^{\frac{1}{2 j p}}\left(\mathbb{E} \exp \left(c_{V} V\left(X_{n}\right)\right)\right)^{\frac{1}{2 j p}} \\
& \leqslant \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}\right) \exp \left(\frac{c_{V}}{p}\right)\left(I_{V}^{1} \frac{1}{j_{p}}\right.
\end{aligned}
$$

## Proof of Lemma 5.

- Proof of inequalities (3.27) and (3.28).
- If $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is Lipschitz continuous. We first rewrite from the definition of $D_{2, b, n}$ in (3.19):

$$
\begin{aligned}
D_{2, b, n}= & \sum_{k=1}^{n} \gamma_{k} \int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\nabla \varphi\left(X_{k-1}\right), b_{k-1}\right\rangle d t \\
= & \sum_{k=1}^{n} \gamma_{k}\left[\int_{0}^{1}\left\langle\nabla \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right), b_{k-1}-b\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)\right\rangle d t\right. \\
& \left.+\int_{0}^{1}\left(\langle\nabla \varphi, b\rangle\left(X_{k-1}+t \gamma_{k} b_{k-1}\right)-\langle\nabla \varphi, b\rangle\left(X_{k-1}\right)\right) d t\right] .
\end{aligned}
$$

From the boundedness of $\nabla \varphi$, and the Lipschitz property of the mappings $x \mapsto b(x)$ (which has been assumed from the very beginning) and $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ (assumed for the current inequality), recalling that $b_{k-1}=$ $b\left(X_{k-1}\right)$, one derives that:

$$
\begin{equation*}
\left|D_{2, b, n}\right| \leqslant \sum_{k=1}^{n} \gamma_{k}^{2}\left(\|\nabla \varphi\|_{\infty}[b]_{1}+[\langle\nabla \varphi, b\rangle]_{1}\right) \frac{\left|b_{k-1}\right|}{2} \leqslant C \sum_{k=1}^{n} \gamma_{k}^{2}\left|b_{k-1}\right|, C:=C(b, \varphi) . \tag{3.44}
\end{equation*}
$$

From this inequality, assumption $\left(\mathcal{L}_{\mathbf{V}}\right)$, ii) and the Jensen inequality (applied to the exponential function for the measure $\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \delta_{k}$ ), we derive:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{4 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} C \sqrt{C_{V}} \sqrt{V_{k-1}}\right)\right)^{\frac{1}{4 p}}
$$

From the Young inequality we obtain:

$$
\mathbb{E} \exp \left(\frac{4 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} C \sqrt{C_{V}} \sqrt{V_{k-1}}\right) \leqslant \exp \left(\left(\frac{2 \sqrt{2} p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} \frac{C \sqrt{C_{V}}}{\sqrt{c_{V}}}\right)^{2}\right) \mathbb{E}\left[\exp \left(c_{V} V_{k-1}\right)\right]
$$

We finally derive with the notations of Proposition 1:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant \exp \left(\frac{2 p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}} \frac{\left(C \sqrt{C_{V}}\right)^{2}}{c_{V}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \leqslant \exp \left(C_{3.27} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}
$$

setting $C_{3.27}:=2 \frac{\left(C \sqrt{C_{V}}\right)^{2}}{c_{V}}$ with $C=\frac{1}{2}\left(\|\nabla \varphi\|_{\infty}[b]_{1}+[\langle\nabla \varphi, b\rangle]_{1}\right)$ as in (3.44).

- If $a \leqslant \frac{c_{V} q}{4 C_{V} p} \frac{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}=\chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$ with the notation introduced in (3.34). Write first from (3.19) (definition of $D_{2, b, n}$ ), using a Taylor expansion on $\nabla \varphi$ :

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t)\left|\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right)\right| d t\right)\right)^{\frac{1}{4 p}} \tag{3.45}
\end{equation*}
$$

We first easily get from the assumptions on $\varphi$ and point ii) of $\left(\mathcal{L}_{V}\right)$ that:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}^{2} C_{V} V_{k-1}\left\|D^{2} \varphi\right\|_{\infty}\right)\right)^{\frac{1}{4 p}}
$$

From the Jensen inequality, we derive:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} C_{V} V_{k-1}\right)\right)^{\frac{1}{4 p}}
$$

We then have from the definition of $\lambda_{n}$ in (3.24) that:

$$
\bar{v}_{n}:=\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} \frac{C_{V}}{c_{V}}=\frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \frac{2 C_{V} p}{c_{V} q} \frac{\left\|D^{2} \varphi\right\|_{\infty}}{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}} a \leqslant 1 .
$$

The Jensen inequality for concave functions yields for all $k \in \llbracket 1, n \rrbracket$ :

$$
\mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} C_{V} V_{k-1}\right)=\mathbb{E} \exp \left(\bar{v}_{n} c_{V} V_{k-1}\right) \leqslant\left(\mathbb{E} \exp \left(c_{V} V_{k-1}\right)\right)^{\bar{v}_{n}}
$$

Thus, setting

$$
\begin{equation*}
v_{n}:=\frac{\bar{v}_{n}}{4 p}=\frac{\lambda_{n} \Gamma_{n}^{(2)}}{2 \Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} \frac{C_{V}}{c_{V}}, \tag{3.46}
\end{equation*}
$$

we finally derive,

$$
\left[\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right]^{\frac{1}{4 p}} \leqslant\left[\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2}\left(\sup _{l \geqslant 1} \mathbb{E}\left[\exp \left(c_{V} V_{l-1}\right)\right]\right)^{\bar{v}_{n}}\right]^{\frac{1}{4 p}}=\left(I_{V}^{1}\right)^{v_{n}}=: C_{n},
$$

using again the notations of Proposition 1. This gives (3.28).

- Proof of inequality (3.26). We proceed as for the proof of (3.28) and (3.27). Write:

$$
\begin{aligned}
&\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \\
& \leqslant\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \frac{\gamma_{k}}{2}\left|\operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right)\right|\right)\right)^{\frac{1}{4 p}} \\
& \leqslant\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} \sum_{k=1}^{n} \gamma_{k}^{2}\left|b_{k-1}\right|\right)\right)^{\frac{1}{4 p}} \leqslant\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} C_{V}^{\frac{1}{2}} \sum_{k=1}^{n} \gamma_{k}^{2}\left|V_{k-1}\right|^{\frac{1}{2}}\right)\right)^{\frac{1}{4 p}} \\
& \leqslant\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} C_{V}^{\frac{1}{2}}\left|V_{k-1}\right|^{\frac{1}{2}}\right)\right)^{\frac{1}{4 p}} .
\end{aligned}
$$

Using once again the Young inequality and setting $C_{3.26}:=\frac{\|\sigma\|_{\infty}^{4}\left[\varphi^{(2)}\right]_{1}^{2}}{4} \frac{C_{V}}{c_{V}}$, we obtain:
$\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \leqslant \exp \left(\frac{p \lambda_{n}^{2}}{4}\left(\frac{\Gamma_{n}^{(2)}}{\Gamma_{n}}\right)^{2}\|\sigma\|_{\infty}^{4}\left[\varphi^{(2)}\right]_{1}^{2} \frac{C_{V}}{c_{V}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \leqslant \exp \left(C_{3.26} p \lambda_{n}^{2}\left(\frac{\Gamma_{n}^{(2)}}{\Gamma_{n}}\right)^{2}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}$.

## 4. A Refinement when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is a Coboundary

We will assume in this section that there exists a solution $\vartheta$ of the Poisson problem $\mathcal{A} \vartheta=\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$, where $\|\cdot\| \|$ is a matrix norm such that $\|\cdot\| \leqslant\|\cdot\| \|$, satisfying the assumptions stated for $\varphi$ in Theorem 2. This is in particular the case for the Fröbenius norm $\|\cdot\|_{F}$ under the assumptions of the previous Theorem 4.

In this special case, we have a slightly different concentration result improving our previous ones for a certain deviation range.

Theorem 8. Under the assumptions of Theorem 2 and with the notations introduced therein, we have that: (a) For $\left(\beta \in(0,1]\right.$ and $\left.\theta \in\left(\frac{1}{2+\beta}, 1\right]\right)$, there exist two explicit monotonic sequences $\tilde{c}_{n} \leqslant 1 \leqslant \tilde{C}_{n}, n \geqslant 1$, with $\lim _{n} \tilde{C}_{n}=\lim _{n} \tilde{c}_{n}=1$ such that for all $n \geqslant 1$ for all $a>0$ :

$$
\begin{aligned}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right| \geqslant a\right] & \leqslant 2 \tilde{C}_{n} \exp \left(-\frac{\tilde{c}_{n}}{2 \nu\left(\|\sigma \sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}} \Phi_{n}(a)\right), \\
\Phi_{n}(a) & :=\left[\left(a^{2}\left(1-\frac{2}{1+\sqrt{1+4 \bar{c}_{n}^{3} \frac{\Gamma_{n}}{a^{2}}}}\right)\right) \vee\left(a^{\frac{4}{3}} \bar{n}_{n}^{\frac{1}{3}} \bar{c}_{n}\left(1-\frac{2}{3} \bar{c}_{n}\left(\frac{\Gamma_{n}}{a^{2}}\right)^{\frac{1}{3}}\right)_{+}\right)\right],
\end{aligned}
$$

where $x_{+}=\max (x, 0)$ and $\bar{c}_{n}:=\left(\frac{[\varphi]_{1}}{[\vartheta]_{1}}\right)^{2 / 3} \nu\left(\|\sigma\|^{2}\right)\|\sigma\|_{\infty}^{-2 / 3} \check{c}_{n}$ with $\check{c}_{n}$ being an explicit positive sequence s.t. $\check{c}_{n} \downarrow_{n} 1$.
(b) For $\beta \in(0,1], \theta=\frac{1}{2+\beta}$, there exist two explicit monotonic sequences $\tilde{c}_{n} \leqslant 1 \leqslant \tilde{C}_{n}, n \geqslant 1$, with $\lim _{n} \tilde{C}_{n}=$ $\lim _{n} \tilde{c}_{n}=1$ such that for all $n \geqslant 1$ for all $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\mathcal{B}_{n, \beta}\right| \geqslant a\right] \leqslant 2 \widetilde{C}_{n} \exp \left(-\frac{\widetilde{c}_{n}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}} \Phi_{n}(a)\right) .
$$

Remark 10 (About deviation rates). Observe that in order to derive global deviation bounds (valid for every $a>0)$ two concentration regimes appear in the previous bounds. For an arbitrary fixed $a>0$, we have that for $n$ large enough (depending on a), the Gaussian concentration regime will give the fastest decay, since $\frac{2}{1+\sqrt{1+4 c_{n}^{3} \frac{\Gamma_{n}}{a^{2}}}} \rightarrow 0$. Also, when $a=\sqrt{\Gamma_{n}}$ the two above contributions give a Gaussian bound, with suboptimal constants. Eventually, when $a \gg \sqrt{\Gamma_{n}}$, for a fixed n, we have that the first term is "stuck" at the threshold $\Gamma_{n}$ whatever level $a$ is considered, i.e. $a^{2}\left(1-\frac{2}{1+\sqrt{1+4 c_{n}^{3} \Gamma_{n}^{2}}}\right) \underset{a \rightarrow \infty}{\longrightarrow} \bar{c}_{n}^{3} \Gamma_{n}$ whereas the second clearly becomes bigger.

To summarize, when the Gaussian regime prevails (i.e. when $\frac{a}{\sqrt{\Gamma_{n}}}$ is small), the results of Theorem 2 have been improved in the sense that the variance in the deviations is a sharper upper bound of the "carré du champ" $\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)$ appearing in the asymptotic Theorem 1. Indeed, we managed to replace the supremum norm $\|\sigma\|_{\infty}^{2}$ deriving from Theorem 2 and the domination condition on the matrix norms by $\nu\left(\|\sigma\|^{2}\right)$. However, our martingale approach naturally leads to a bound in $\|\nabla \varphi\|_{\infty}^{2}$.

On the other hand, the global double regime seems to be the price to pay to benefit from the better approximation of the "carré du champ" in the Gaussian regime.

Eventually, Theorem 3 is a direct consequence of the previous theorem in the Gaussian regime.
Proof. We focus on case (a) for $\beta \in(0,1), \theta \in(1 /(2+\beta), 1]$. Case (b) could be derived similarly following the proof of Theorem 2. We restart from the computations of Section 3.1 that give for all $\lambda>0$ the control in equation (3.21). Let us now deal with the term giving the concentration and write for all $\rho>1$ :

$$
\begin{align*}
\mathbb{E} \exp \left(-\frac{q \lambda}{\Gamma_{n}} M_{n}\right) \leqslant & \left(\mathbb{E} \exp \left(-\rho \frac{q \lambda}{\Gamma_{n}} M_{n}-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right)\right)^{\frac{1}{\rho}} \\
& \times\left(\mathbb{E} \exp \left(\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2(\rho-1) \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right)\right)^{1-\frac{1}{\rho}}=: \mathscr{T}_{1}^{\frac{1}{\rho}} \mathscr{T}_{2}^{1-\frac{1}{\rho}} \tag{4.1}
\end{align*}
$$

Since for all $x \in \mathbb{R}^{d}, \mathcal{A} \vartheta(x)=\|\sigma(x)\|^{2}-\nu\left(\|\sigma \sigma\|^{2}\right)$, we obtain:

$$
\mathscr{T}_{1}=\exp \left(\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) \mathbb{E} \exp \left(-\rho \frac{q \lambda}{\Gamma_{n}} M_{n}-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k}\left\|\sigma \sigma\left(X_{k-1}\right)\right\|^{2}\right) .
$$

The key idea is that we have exploited the Poisson equation solved by $\vartheta$ to replace the previous rough control $\exp \left(\frac{(q \lambda)^{2}[\varphi]_{1}^{2}\|\sigma\|_{\infty}^{2}}{2 \Gamma_{n}}\right)$, coming from the martingale increment obtained in equation (3.18) and the domination condition on the matrix norms, by the above term $\exp \left(\frac{\rho^{2}(q \lambda)^{2}[\varphi]^{2} \nu\left(\|\sigma\| \|^{2}\right)}{2 \Gamma_{n}}\right)$. This last contribution will be part of the optimization procedure over $\lambda$. This improvement will be all the more significant that neighborhoods of the points where the norm of the diffusion coefficient $\sigma$ attains its supremum are not very much charged by the invariant distribution. The point for $\mathscr{T}_{1}$ is then to prove that the remaining expectation is less than 1 . It will be shown by exhibiting an appropriate underlying supermartingale.

Set to this end $\widetilde{\mathscr{T}_{1}}:=\exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]^{2} \nu\left(\| \| \|^{2}\right)}{2 \Gamma_{n}}\right) \mathscr{T}_{1}$. Define now, for a given $n \in \mathbb{N}$ and $m \in \mathbb{N}_{0}, S_{m}:=$ $\exp \left(-\rho \frac{q \lambda}{\Gamma_{n}} M_{m}-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{m} \gamma_{k}\left\|\sigma\left(X_{k-1}\right)\right\|^{2}\right)$. From the definition of the martingale $\left(M_{k}\right)_{k \geqslant 1}$ in (3.14) and the controls of the Lipschitz constants of the functions $\left(\psi_{k}\left(X_{k-1}, \cdot\right)\right)_{k \in \llbracket 1, n \rrbracket}$ in Lemma 1, we get by iterated conditioning:

$$
\begin{aligned}
\widetilde{T_{1}} & \leqslant \mathbb{E}\left[S_{n-1} \exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right) \mathbb{E}\left[\left.\exp \left(-\rho \frac{q \lambda}{\Gamma_{n}}\left(M_{n}-M_{n-1}\right)\right) \right\rvert\, \mathcal{F}_{n-1}\right]\right] \\
& \leqslant \mathbb{E}\left[S_{n-1} \exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right) \exp \left(\frac{\rho^{2}(q \lambda)^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}[\varphi]_{1}^{2}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right)\right] \leqslant \mathbb{E}\left[S_{n-1}\right] \leqslant 1 .
\end{aligned}
$$

In other words, $\left(S_{m}\right)_{m \geqslant 0}$ is a positive supermartingale. We finally get that, for all $\rho>1$ :

$$
\begin{equation*}
\mathscr{T}_{1}^{\frac{1}{\rho}} \leqslant \exp \left(\frac{\rho(q \lambda)^{2}[\varphi]^{2} \nu\left(\|\sigma \sigma\|^{2}\right)}{2 \Gamma_{n}}\right) . \tag{4.2}
\end{equation*}
$$

For the term $\mathscr{T}_{2}$, we have that setting $\mu:=\mu(q, n, \rho, \lambda)=\frac{(q \lambda)^{2} \rho^{2}[\varphi]_{1}^{2}}{2(\rho-1) \Gamma_{n}}$,

$$
\mathscr{T}_{2}=\mathbb{E} \exp \left(\frac{\mu}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right),
$$

so that this contribution can be controlled from the previous expansion of Lemma 1 exploiting the technical lemmas of Section 3.1 replacing $\lambda$ by $\mu$ and $\varphi$ by $\vartheta$.

In case $(a)$, for $\theta \in(1 /(2+\beta), 1], \beta \in(0,1]$, the Hölder inequalities yield that for all $\mu \in \mathbb{R}_{+}$and all $\bar{p}, \bar{q} \in(1,+\infty), \frac{1}{\bar{p}}+\frac{1}{\bar{q}}=1$, similarly to (3.21),

$$
\begin{array}{r}
\mathscr{T}_{2}=\mathbb{E} \exp \left(\frac{\mu}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right) \leqslant\left(\mathbb{E} \exp \left(-\frac{\bar{q} \mu}{\Gamma_{n}} M_{n}^{\vartheta}\right)\right)^{\frac{1}{\bar{q}}} \\
\times\left(\mathbb{E} \exp \left(\frac{2 \bar{p} \mu}{\Gamma_{n}}\left|L_{n}^{\vartheta}\right|\right)\right)^{\frac{1}{2 p}}\left(\mathbb{E} \exp \left(\frac{4 \bar{p} \mu}{\Gamma_{n}}\left|D_{2, b, n}^{\vartheta}\right|\right)\right)^{\frac{1}{4 \bar{p}}}\left(\mathbb{E} \exp \left(\frac{4 \bar{p} \mu}{\Gamma_{n}}\left|D_{2, \Sigma, n}^{\vartheta}\right|\right)\right)^{\frac{1}{4 \bar{p}}}, \tag{4.3}
\end{array}
$$

where the superscripts in $\vartheta$ emphasize that the contributions to be analyzed are those associated with the solution $\vartheta$ of the Poisson problem with source $\|\sigma \sigma\|^{2}-\nu\left(\| \| \sigma \|^{2}\right)$.

Still for simplicity, we assume as well (case (i)) that the mapping $x \mapsto\langle b(x), \nabla \vartheta(x)\rangle$ is Lipschitz continuous. Plugging in (4.3) the controls established in Lemma 4 (with $j=2$ ), Lemma 5 (equations (3.26) and (3.27)) and (3.39), then replacing $\lambda_{n}$ by $\mu$, we get similarly to the first inequality of (3.30) and with the notations of Lemma 3:

$$
\begin{aligned}
\mathscr{T}_{2} \leqslant & \exp \left(\frac{\bar{q} \mu^{2}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2 \Gamma_{n}}\right) \exp \left(\frac{\mu^{2}}{2 \Gamma_{n} \bar{p}}+\frac{\bar{p} a_{n}^{2}}{2}\right) \exp \left(\frac{3 \bar{p} C_{V, \vartheta}^{2} \mu^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{\bar{p}}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 \bar{p}}} \\
& \times \exp \left(C_{3.26} \frac{\bar{p} \mu^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 \bar{p}}} \times \exp \left(C_{3.27}\left(\frac{3 \bar{p} \mu^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{2 \Gamma_{n}^{2}}+\frac{1}{2 \bar{p}}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{4 \bar{p}}} \\
\leqslant & \exp \left(\frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{p}\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left[C_{3.26}+\frac{3}{2} C_{3.27}\right]+\frac{3 C_{V, \vartheta}^{2}}{c_{V} \Gamma_{n}}\right)+\frac{1}{2 \bar{p}}\right)\right) \exp \left(\frac{1}{\bar{p}}\left(c_{V}+\frac{C_{3.27}}{2}\right)+\frac{\bar{p} a_{n}^{2}}{2}\right)\left(I_{V}^{1}\right)^{\frac{1}{\bar{p}}} .
\end{aligned}
$$

Set now

$$
\begin{align*}
\bar{C}_{n} & :=\exp \left(\frac{1}{\bar{p}}\left(c_{V}+\frac{C_{3.27}}{2}\right)+\frac{\bar{p} a_{n}^{2}}{2}\right)\left(I_{V}^{1}\right)^{\frac{1}{\bar{p}}} \\
\bar{e}_{n} & :=\bar{p}\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left[C_{3.26}+\frac{3}{2} C_{3.27}\right]+\frac{3 C_{V, \vartheta}^{2}}{c_{V} \Gamma_{n}}\right)+\frac{1}{2 \bar{p}} \tag{4.4}
\end{align*}
$$

In the considered case, the exponent $\bar{p}:=\bar{p}_{n}$ can again be taken such that $\bar{p}_{n} \xrightarrow[n]{ }+\infty$ and $\bar{p}_{n} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}} \underset{n}{ } 0$ in order to have, $\bar{e}_{n} \rightarrow{ }_{n} 0, \bar{C}_{n} \xrightarrow[n]{ } 1$ with the indicated monotonicity for large enough $n$.

We derive from the above control and (4.2) that for all $q, \rho>1$ :

$$
\left(\mathbb{E} \exp \left(-\frac{\lambda q}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leqslant\left(\mathscr{T}_{1}^{\frac{1}{\rho}} \mathscr{T}_{2}^{1-\frac{1}{\rho}}\right)^{\frac{1}{q}} \leqslant \exp \left(\frac{\rho q \lambda^{2}[\varphi]_{1}^{2} \nu\left(\| \| \sigma \|^{2}\right)}{2 \Gamma_{n}}\right) \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right)
$$

Plugging this bound in (3.21), using again the controls of Lemmas 4 and 5, eventually yields:

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \geqslant a\right] \leqslant \exp & \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \exp \left(\frac{\lambda^{2}}{2 \Gamma_{n}}\left(\rho q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)+\frac{1}{p}\right)\right) \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\rho}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right) \\
& \times \exp \left(\frac{\lambda^{2}}{\Gamma_{n}} p\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left(C_{3.26}+\frac{3}{2} C_{3.27}\right)+\frac{3 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}}\right)\right) \exp \left(\frac{1}{p}\left(c_{V}+\frac{C_{3.27}}{2}\right)+\frac{p a_{n}^{2}}{2}\right)\left(I_{V}^{1}\right)^{\frac{1}{p}} .
\end{aligned}
$$

Choosing $p:=p_{n} \rightarrow+\infty$ and such that $p_{n} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}} \rightarrow$, we get by a standard symmetry and with the notations introduced in the proof of Theorem 2:

$$
\begin{aligned}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right| \geqslant a\right] \leqslant & 2 C_{n} \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \exp \left(\frac{\lambda^{2}}{\Gamma_{n}}\left(\frac{\rho q[\varphi]_{1}^{2} \nu\left(\|\sigma \sigma\|^{2}\right)}{2}+e_{n}\right)\right) \\
& \times \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right),
\end{aligned}
$$

where $e_{n}$ is defined similarly to $\bar{e}_{n}$ in (4.4) replacing $\bar{p}$ by $p$. In particular $e_{n} \underset{n}{ } 0$. Note that for the previous choices of $p, \bar{p}$, we have that $\widetilde{C}_{n}:=C_{n} \bar{C}_{n}^{\frac{\rho-1}{\rho q}}{ }_{n} 1$ uniformly in $\rho>1$. Recalling that $\mu=\frac{(q \lambda)^{2} \rho^{2}[\varphi]_{1}^{2}}{2(\rho-1) \Gamma_{n}}$, we are thus led to minimize the polynomial function

$$
P: \lambda \longmapsto-\frac{a \lambda}{\sqrt{\Gamma_{n}}}+\frac{\lambda^{2}}{\Gamma_{n}} A_{n}+\frac{\lambda^{4}}{\Gamma_{n}^{3}} B_{n}
$$

where $A_{n}=A_{n}(\rho)=\rho \widetilde{A}_{n}$ and $B_{n}=B_{n}(\rho)=\frac{\rho^{3}}{\rho-1} \widetilde{B}_{n}$ with

$$
\begin{equation*}
\widetilde{A}_{n}:=\frac{q[\varphi]_{1}^{2} \nu\left(\| \| \|^{2}\right)}{2}+e_{n} \quad \text { and } \quad \widetilde{B}_{n}:=\frac{q^{3}[\varphi]_{1}^{4}}{4}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right) . \tag{4.5}
\end{equation*}
$$

Note that both sequences $\left(\widetilde{A}_{n}\right)_{n \geqslant 1}$ and $\left(\widetilde{B}_{n}\right)_{n \geqslant 1}$ are bounded and bounded away from zero sequences (and do not depend on $\rho$ ). The function $P$ is clearly convex and coercive so it attains its minimum at $\lambda_{\min }$, unique zero of the equation $P^{\prime}\left(\lambda_{\min }\right)=0$. This equation reads

$$
\begin{equation*}
\lambda^{3}+\frac{A_{n} \Gamma_{n}^{2}}{2 B_{n}} \lambda-\frac{a \Gamma_{n}^{\frac{5}{2}}}{4 B_{n}}=0 \tag{4.6}
\end{equation*}
$$

which is the canonical form of this third degree equation to apply the Cardan-Tartaglia formula $\left({ }^{1}\right)$ so that

$$
\begin{equation*}
\lambda_{\min }(\rho)=\frac{\Gamma_{n}}{2}\left[\left(\frac{a}{\sqrt{\Gamma_{n} B_{n}}}+\sqrt{\left(\frac{2 A_{n}}{3 B_{n}}\right)^{3}+\frac{a^{2}}{\Gamma_{n} B_{n}^{2}}}\right)^{\frac{1}{3}}+\left(\frac{a}{\sqrt{\Gamma_{n} B_{n}}}-\sqrt{\left(\frac{2 A_{n}}{3 B_{n}}\right)^{3}+\frac{a^{2}}{\Gamma_{n} B_{n}^{2}}}\right)^{\frac{1}{3}}\right] \tag{4.7}
\end{equation*}
$$

1. If the equation $z^{3}+p z+q=0$ has a unique real zero $z_{*}$ then its discriminant $\Delta=4 p^{3}+27 q^{2}>0$ and $z_{*}=\left(\frac{1}{2}(-q+\right.$ $\left.\sqrt{\frac{\Delta}{27}}\right)^{\frac{1}{3}}+\left(\frac{1}{2}\left(-q-\sqrt{\frac{\Delta}{27}}\right)\right)^{\frac{1}{3}}$.

In order to derive our non-asymptotic bound, we select two "regimes" based on a first order expansion of $\lambda_{\text {min }}$ in two cases $\frac{a}{B_{n} \sqrt{\Gamma_{n}}} \rightarrow 0$ and $\frac{B_{n} \sqrt{\Gamma_{n}}}{a} \rightarrow 0$, assuming that the free parameter $\rho=\rho_{n}$ to be specified later on remains bounded, e.g. $\rho \in(1,3]$ (which implies that both quantities $\frac{A_{n}}{B_{n}}$ and $\frac{1}{B_{n}}$ remain bounded as well). Also, note that if $\rho \rightarrow 1$, then $\frac{1}{B_{n}}$ and $\frac{A_{n}}{B_{n}} \rightarrow 0$. First, one easily checks that if $\left(x_{n}\right)_{\geqslant 1}$ and $\left(a_{n}\right)_{n \geqslant 1}$ are two sequences of positive real numbers where $\left(a_{n}\right)_{n \geqslant 1}$ is bounded, then

$$
\left(x_{n}+\sqrt{a_{n}^{3}+x_{n}^{2}}\right)^{\frac{1}{3}}+\left(x_{n}-\sqrt{a_{n}^{3}+x_{n}^{2}}\right)^{\frac{1}{3}} \sim\left\{\begin{array}{lll}
\frac{2}{3} \frac{x_{n}}{a_{n}} & \text { if } & x_{n}=o\left(a_{n}^{\frac{3}{2}}\right)\left(\text { then } x_{n} \rightarrow 0\right),  \tag{4.8}\\
\left(2 x_{n}\right)^{\frac{1}{3}} & \text { if } & a_{n}=o\left(x_{n}^{\frac{2}{3}}\right)\left(\text { then } x_{n} \rightarrow+\infty\right) .
\end{array}\right.
$$

- If $\frac{a}{B_{n} \sqrt{\Gamma_{n}}}=o\left(\left(\frac{A_{n}}{B_{n}}\right)^{\frac{3}{2}}\right)$ (hence goes to 0), setting then $x_{n}=\frac{a}{B_{n} \sqrt{\Gamma_{n}}}$ and $a_{n}=\frac{2 A_{n}}{3 B_{n}}$ yields

$$
\lambda_{\min }(\rho) \sim \lambda^{*}(\rho):=\frac{a \sqrt{\Gamma_{n}}}{2 A_{n}} \quad \text { as } n \rightarrow+\infty .
$$

Note that $\lambda^{*}:=\lambda^{*}(\rho)$ corresponds to the optimization of the quadratic part of $P$. Then

$$
P\left(\lambda^{*}\right)=-\frac{a^{2}}{4 A_{n}}\left(1-\frac{a^{2}}{4 A_{n}^{3}} \frac{B_{n}}{\Gamma_{n}}\right)=-\frac{a^{2}}{4 \widetilde{A}_{n} \rho}\left(1-\frac{a^{2}}{4 \widetilde{A}_{n}^{3}(\rho-1)} \frac{\widetilde{B}_{n}}{\Gamma_{n}}\right) .
$$

Set now $\xi_{n}:=\frac{\alpha_{n}(a)}{\rho-1}$ with $\alpha_{n}(a)=\frac{\widetilde{B}_{n}}{4 \tilde{A}_{n}^{3}} \frac{a^{2}}{\Gamma_{n}}$. Then

$$
P\left(\lambda^{*}\right)=-\frac{a^{2}}{4 \widetilde{A}_{n}} \frac{1-\xi_{n}}{1+\frac{\alpha_{n}(a)}{\xi_{n}}} .
$$

It remains to maximize the mapping $\xi \mapsto \frac{1-\xi}{1+\alpha_{n}(a) \xi^{-1}}$ over $(0,1)$. Its optimum is attained for $\xi_{n}^{*}=\frac{1}{1+\sqrt{1+\frac{1}{\alpha_{n}(a)}}}$, which in turn yields

$$
\begin{equation*}
P\left(\lambda^{*}\right)=-\frac{a^{2}}{4 \widetilde{A}_{n}}\left(1-\frac{2}{1+\sqrt{1+4 \frac{\widetilde{A}_{n}^{3} \Gamma_{n}}{\widetilde{B}_{n} a^{2}}}}\right) . \tag{4.9}
\end{equation*}
$$

Note that, with the resulting specification of $\rho=\rho_{n}^{*}:=1+\frac{\alpha_{n}(a)}{\xi_{n}^{*}} \in(1,3]$ (at least for large enough $n$ ), the above condition $x_{n}=o\left(a_{n}^{\frac{3}{2}}\right)$ in (4.8) is satisfied a posteriori.

- If $\frac{a}{B_{n} \sqrt{\Gamma_{n}}} \rightarrow+\infty$, then, still owing to (4.8),

$$
\lambda_{\min }(\rho) \sim \bar{\lambda}^{*}(\rho)=\frac{\Gamma_{n}}{2}\left(\frac{2 a}{B_{n} \sqrt{\Gamma_{n}}}\right)^{\frac{1}{3}}=\left(\frac{a \Gamma_{n}}{4 B_{n}}\right)^{\frac{1}{3}} \sqrt{\Gamma_{n}} \quad \text { as } n \rightarrow+\infty .
$$

The value $\bar{\lambda}^{*}(\rho)$ corresponds to the quartic pseudo-optimum of $P$ (i.e. obtained by neglecting the quadratic term). This yields, when reintroducing the parameter $\rho$,

$$
P\left(\bar{\lambda}^{*}(\rho)\right)=-a^{\frac{4}{3}} \Gamma_{n}^{\frac{1}{3}} \frac{(\rho-1)^{\frac{1}{3}}}{\rho\left(4 \widetilde{B}_{n}\right)^{\frac{1}{3}}}\left(\frac{3}{4}-\frac{\widetilde{A}_{n}}{\left(4 \widetilde{B}_{n}\right)^{\frac{1}{3}}} \frac{\Gamma_{n}^{\frac{1}{3}}}{a^{\frac{2}{3}}}(\rho-1)^{\frac{1}{3}}\right) .
$$

The right hand side of this equality is a function of $\rho \in(1,+\infty)$. Its analysis yields that the optimum is attained in ( $1,3 / 2$ ] and that it tends asymptotically in $n$ to $3 / 2$ in our considered regime. Taking as suboptimal $\rho=3 / 2$ gives:

$$
\begin{equation*}
P\left(\bar{\lambda}^{*}(\rho)\right) \leqslant-\frac{a^{\frac{4}{3}}}{4}\left(\frac{\Gamma_{n}}{\widetilde{B}_{n}}\right)^{\frac{1}{3}}\left(1-\frac{2}{3} \frac{\widetilde{A}_{n}}{\widetilde{B}_{n}}\left(\frac{\Gamma_{n}}{a^{2}}\right)^{\frac{1}{3}}\right) . \tag{4.10}
\end{equation*}
$$

From (4.10), (4.9) and (4.5), we conclude the proof of case (a) by setting $\bar{c}_{n}:=\widetilde{A}_{n} \widetilde{B}_{n}^{-\frac{1}{3}}$ which matches with the definition in the statement of the Theorem.

In the biased case, the result follows similarly from the corresponding analysis performed in Section 2 taking $A_{n}(\rho)=\frac{\rho q[\varphi]_{1}^{2} \nu \nu\left(\|\sigma\|^{2}\right)}{2}$.
Remark 11. - When $a=\sqrt{\Gamma_{n}}$, one checks that $\lambda_{\min }(\rho)=\Gamma_{n}$ and $P\left(\lambda_{\min }(\rho)\right)=-\Gamma_{n}$. This behavior is consistent with our non-asymptotic bound. However, for practical and numerical purposes observe that the optimum can be estimated. Namely, plugging the identity (4.6) satisfied by $\lambda_{\min }(\rho)$ in (4.7) into the definition of $P$, yields

$$
\begin{aligned}
P\left(\lambda_{\min }(\rho)\right) & =-\frac{\lambda_{\min }(\rho)}{2 \sqrt{\Gamma_{n}}}\left(\frac{3 a}{2}-\frac{\lambda_{\min }(\rho) \rho \widetilde{A}_{n}}{\sqrt{\Gamma_{n}}}\right) \\
& =-\frac{\sqrt{\Gamma_{n}}}{4} \frac{(\rho-1)^{\frac{1}{3}}}{\rho} \Phi_{n}(a, \rho)\left(\frac{3 a}{2}-\frac{\sqrt{\Gamma_{n}}}{2}(\rho-1)^{\frac{1}{3}} \widetilde{A}_{n} \Phi_{n}(a, \rho)\right)
\end{aligned}
$$

where $\quad \Phi_{n}(a, \rho)=\left(\frac{a}{\sqrt{\Gamma_{n} \widetilde{B}_{n}}}+\left((\rho-1)\left(\frac{2 \widetilde{A}_{n}}{3 \widetilde{B}_{n}}\right)^{3}+\frac{a^{2}}{\widetilde{B}_{n}^{2} \Gamma_{n}}\right)^{\frac{1}{2}}\right)^{\frac{1}{3}}+\left(\frac{a}{\sqrt{\Gamma_{n} \widetilde{B}_{n}}}-\left((\rho-1)\left(\frac{2 \widetilde{A}_{n}}{3 \widetilde{B}_{n}}\right)^{3}+\frac{a^{2}}{\widetilde{B}_{n}^{2} \Gamma_{n}}\right)^{\frac{1}{2}}\right)^{\frac{1}{3}}$.
Then, an optimization in $\rho \in(1,+\infty)$ for given $a, \Gamma_{n}$ can be performed (noting that $\rho \mapsto(\rho-1)^{i / 3} \rho^{-1}, i \in\{1,2\}$ are bounded functions over $(1,+\infty)$ ).

## 5. Smoothness Results for the Poisson Problems (Proof of Theorem 4)

We first prove here Theorem 4 which allows to derive from the deviation results of Theorems 2 and 3 the practical deviation bounds of Section 2.3 (i.e. Theorems 5, 6 and 7). We recall that we work in the confluent setting of ( $\mathbf{D}_{\alpha}^{p}$ ) and that we additionally consider two main types of assumptions:

- Strong confluence conditions and smoothness $\left(\mathbf{C}_{\mathbf{R}}\right)$. Namely, assumptions $\left(\mathcal{L}_{\mathbf{V}}\right),\left(\mathbf{D}_{\alpha}^{p}\right)$ and $\left(\mathbf{R}_{3, \beta}\right)$ introduced in Sections 1.2 and 2.2 with the condition $\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{2(3+\beta)-p}$.
- Mild confluence conditions and non-degeneracy ( $\mathbf{C}_{\mathbf{U E}}$ ). Namely, assumptions ( $\mathcal{L}_{\mathbf{V}}$ ), ( $\left.\mathbf{D}_{\alpha}^{p}\right),\left(\mathbf{R}_{1, \beta}\right)$ and (UE) introduced in Sections 1.2 and 2.2 together, when $d>1$, with the condition $\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{2(1+\beta)-p}$ and the technical structure assumption on the diffusion coefficient that for all $(i, j) \in \llbracket 1, d \rrbracket^{2}, \Sigma_{i, j}(x)=$ $\Sigma_{i, j}\left(x_{i \wedge j}, \cdots, x_{d}\right)$.
It is well known that when $\left(\mathbf{C}_{\mathbf{R}}\right)$ or $\left(\mathbf{C}_{\mathbf{U E}}\right)$ are in force, there exists a unique invariant distribution for (1.1), i.e. assumption (U) holds. We refer to [Kha80], [PP14], [Pag01], [PV01] for proofs of this assertion. The next step consists precisely in investigating the smoothness of the corresponding Poisson problem as well as some associated quantitative pointwise bounds on the gradient of its solution, which is one of the key terms appearing in the deviation bounds of Theorems 2 and 3 .

Let us indicate that the conditions appearing in ( $\mathbf{C}_{\mathbf{R}}$ ) depend on pure pathwise properties, whereas the case $\left(\mathbf{C}_{\mathbf{U E}}\right)$ takes advantage of the regularity of the underlying semi-group which allows to alleviate some smoothness assumptions on the coefficients and some restrictions on the variations of $\sigma$. When the dimension increases, it becomes useful to benefit from the smoothing effects of a non-degenerate semi-group, especially if we keep in mind that one of our goals is to handle Lipschitz continuous sources.
5.1. Proof of Theorem 4. Under ( $\mathbf{C}_{\mathbf{U E}}$ ) or ( $\left.\mathbf{C}_{\mathbf{R}}\right)$, it is well known that the Poisson equation (2.5) that we now recall:

$$
\forall x \in \mathbb{R}^{d}, \mathcal{A} \varphi(x)=f(x)-\nu(f)
$$

admits a unique solution centered w.r.t. $\nu$ and with linear growth, in $W_{p, \text { loc }}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ for any $p>1$ under $\left(\mathbf{C}_{\mathbf{U E}}\right)$ (see [PV01]), or in $\mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ under $\left(\mathbf{C}_{\mathbf{R}}\right)$ (see Proposition A. 8 in [PP14]). In both cases, we have the following representation:

$$
\begin{equation*}
\varphi(x)=-\int_{\mathbb{R}_{+}}\left(P_{t} f(x)-\nu(f)\right) d t \quad \text { where } \quad P_{t} f(x):=\mathbb{E}\left[f\left(Y_{t}^{0, x}\right)\right] \tag{5.1}
\end{equation*}
$$

and $Y_{t}^{0, x}$ solves (1.1) with $Y_{0}^{0, x}=x$. To comply with the framework of the above Theorems 5 and 6 , the first step is to establish a pointwise gradient control.
5.1.1. Gradient Control. Under ( $\mathbf{C}_{\mathbf{U E}}$ ) or ( $\left.\mathbf{C}_{\mathbf{R}}\right)$ we manage to obtain pointwise gradient bounds for $\varphi$. In our current confluent setting, these estimates are obtained through controls on the tangent flow, again without any a priori uniform ellipticity condition of type (UE).

Lemma 6 (Pointwise Gradient Bounds). Assume that $\left(\mathbf{C}_{\mathbf{U E}}\right)$ or $\left(\mathbf{C}_{\mathbf{R}}\right)$ holds. Then

$$
\|\nabla \varphi\|_{\infty} \leqslant \frac{[f]_{1}}{\alpha}
$$

with $\alpha$ as in $\left(\mathbf{D}_{\alpha}^{p}\right)$.
Proof. Gradient Control in the Confluent framework. Assume now that ( $\mathbf{D}_{\alpha}^{p}$ ) holds. Observe that, as soon as $\left(\mathbf{R}_{1, \beta}\right)$ holds, it is well known that that $\nabla_{x} Y_{t}^{0, x}$ is well defined and belongs to $L^{2}(\mathbb{P})$, see [IW80]. Hence, for $t>0, i \in \llbracket 1, d \rrbracket:$
$\partial_{x_{i}} \mathbb{E}\left[f\left(Y_{t}^{0, x}\right)\right]=\mathbb{E}\left[\left\langle\nabla f\left(Y_{t}^{0, x}\right), \partial_{x_{i}} Y_{t}^{0, x}\right\rangle\right], \partial_{x_{i}} Y_{t}^{0, x}=e_{i}+\int_{0}^{t} D b\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x} d s+\sum_{j=1}^{d} \int_{0}^{t} D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x} d W_{s}^{j}$,
where $e_{i}$ stands for the $i^{\text {th }}$ canonical vector and $D b, D \sigma_{\cdot j} \in \mathbb{R}^{d} \otimes \mathbb{R}^{d}$.
Let $p \in(1,2]$ be given such that $\left(\mathbf{D}_{\alpha}^{p}\right)$ holds. Considering the mapping $y \in \mathbb{R}^{d} \mapsto|y|^{p}$, where $|\cdot|$ stands for the Euclidean norm of $\mathbb{R}^{d}$, it is easily seen from Itô's formula that:

$$
\begin{align*}
\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{p}= & 1+p \int_{0}^{t}\left\langle\frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}, D b\left(Y_{s}^{0, x}\right) \frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}\right\rangle\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{p} d s \\
& +p \sum_{j=1}^{d} \int_{0}^{t}\left\langle\frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}, D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}\right\rangle\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{p} d W_{s}^{j} \\
& +\frac{p}{2} \sum_{j=1}^{d} \int_{0}^{t}\left(\frac{\left|D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}\right|^{2}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{2}}+(p-2) \frac{\left|\left\langle\partial_{x_{i}} Y_{s}^{0, x}, D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}\right\rangle\right|^{2}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{4}}\right) \\
& \times\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{p} d s  \tag{5.2}\\
= & \exp \left(p \int_{0}^{t}\left\langle\frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}, D b\left(Y_{s}^{0, x}\right) \frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}\right\rangle d s\right) \times \mathcal{E}(M)_{t} \\
& \times \exp \left(\frac{p}{2} \sum_{j=1}^{d} \int_{0}^{t}\left(\frac{\left|D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}\right|^{2}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{2}}+(p-2) \frac{\left|\left\langle\partial_{x_{i}} Y_{s}^{0, x}, D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}\right\rangle\right|^{2}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|^{4}}\right) d s\right)
\end{align*}
$$

where $\left(M_{t}\right)_{t \geqslant 0}:=\left(p \sum_{j=1}^{d} \int_{0}^{t}\left\langle\frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}, D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \frac{\partial_{x_{i}} Y_{s}^{0, x}}{\left|\partial_{x_{i}} Y_{s}^{0, x}\right|}\right\rangle d W_{s}^{j}\right)_{t \geqslant 0}$ is a square integrable martingale with bounded integrand and $\mathcal{E}(M)_{t}:=\exp \left(M_{t}-\frac{1}{2}\langle M\rangle_{t}\right)$ denotes the associated Doléans exponential martingale. From condition ( $\mathbf{D}_{\alpha}^{p}$ ), we thus get:

$$
\begin{equation*}
\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{p} \leqslant \exp (-\alpha p t) \times \mathcal{E}\left(M_{t}\right) \tag{5.3}
\end{equation*}
$$

We eventually derive:

$$
\int_{0}^{+\infty}\left|\mathbb{E}\left[\left\langle\nabla f\left(Y_{t}^{0, x}\right), \partial_{x_{i}} Y_{t}^{0, x}\right\rangle\right]\right| d t \leqslant[f]_{1} \int_{0}^{+\infty} \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{p}\right]^{1 / p} d t \leqslant[f]_{1} \int_{0}^{+\infty} \exp (-\alpha t) d t=\frac{[f]_{1}}{\alpha}
$$

From the above control and equation (5.1), we thus derive:

$$
\begin{equation*}
\forall i \in \llbracket 1, d \rrbracket, \quad \forall x \in \mathbb{R}^{d},\left|\partial_{x_{i}} \varphi(x)\right| \leqslant \frac{[f]_{1}}{\alpha} . \tag{5.4}
\end{equation*}
$$

Similarly, for all $x \in \mathbb{R}^{d}, \nabla \varphi(x)=\int_{0}^{+\infty} \mathbb{E}\left[\left(\nabla Y_{t}^{0, x}\right) * \nabla f\left(Y_{0}^{t, x}\right)\right] d t$ where $\nabla Y_{t}^{0, x}=\left(\begin{array}{lll}\partial_{x_{1}} Y_{t}^{0, x} & \cdots & \partial_{x_{d}} Y_{t}^{0, x}\end{array}\right)$ so that $\left(\nabla Y_{t}^{0, x}\right)^{*}=\left(\begin{array}{c}\left(\partial_{x_{1}} Y_{t}^{0, x}\right)^{*} \\ \vdots \\ \left(\partial_{x_{d}} Y_{t}^{0, x}\right)^{*}\end{array}\right)$. Hence, recalling that $|\cdot|$ stands for the Euclidean norm, $|\nabla \varphi(x)| \leqslant$
$\int_{0}^{+\infty} \mathbb{E}\left[\left\|\left(\nabla Y_{t}^{0, x}\right)^{*}\right\|\left|\nabla f\left(Y_{t}^{0, x}\right)\right|\right] d t$ where we recall that for $A \in \mathbb{R}^{d} \otimes \mathbb{R}^{d},\|A\|:=\sup _{|z| \leqslant 1, z \in \mathbb{R}^{d}}|A z|$ denotes the operator (or spectral) matrix norm. Thus, $|\nabla \varphi(x)| \leqslant\|\nabla f\|_{\infty} \int_{0}^{+\infty} \mathbb{E}\left[\left\|\left(\nabla Y_{t}^{0, x}\right)^{*}\right\|^{p}\right]^{1 / p} d t=\|\nabla f\|_{\infty} \int_{0}^{+\infty} \mathbb{E}\left[\left\|\nabla Y_{t}^{0, x}\right\|^{p}\right]^{1 / p} d t$. Now,

$$
\left\|\nabla Y_{t}^{0, x}\right\|=\sup _{|z| \leqslant 1}\left|\nabla Y_{t}^{0, x} z\right| .
$$

For any $z \in \mathbb{R}^{d},|z| \leqslant 1$, setting $Z_{t}^{0, x, z}:=\nabla Y_{t}^{0, x} z$, one has the following dynamics for the $\mathbb{R}^{d}$-valued process $\left(Z_{s}^{0, x, z}\right)_{s \in[0, t]}$ :

$$
Z_{t}^{0, x, z}:=z+\int_{0}^{t} D b\left(Y_{s}^{0, x}\right) Z_{s}^{0, x, z} d s+\sum_{j=1}^{d} \int_{0}^{t} D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) Z_{s}^{0, x, z} d W_{s}^{j}
$$

Hence, we derive similarly to (5.3) that $\left|Z_{t}^{0, x, z}\right|^{p} \leqslant|z|^{p} \exp (-p \alpha t) \mathcal{E}\left(M_{t}\right)$, where $\mathcal{E}\left(M_{t}\right)$ does not depend on $z$. Write now,

$$
\begin{equation*}
\mathbb{E}\left[\left\|\nabla Y_{t}^{0, x}\right\|^{p}\right]^{1 / p}=\mathbb{E}\left[\sup _{|z| \leqslant 1}\left|Z_{t}^{0, x, z}\right|^{p}\right]^{1 / p} \leqslant \mathbb{E}\left[\sup _{|z| \leqslant 1}|z|^{p} \exp (-p \alpha t) \mathcal{E}\left(M_{t}\right)\right]^{1 / p} \leqslant \exp (-\alpha t) . \tag{5.5}
\end{equation*}
$$

This eventually proves the claim $\|\nabla \varphi\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}|\nabla \varphi(x)| \leqslant \frac{\|\nabla f\|_{\infty}}{\alpha}$.

### 5.1.2. Additional smoothness.

- Theorem 4 can be derived under ( $\mathbf{C}_{\mathbf{R}}$ ), by iterating computations similar to the ones performed in Lemma 6 . On the other hand, to have the required smoothness, since we cannot expect some smoothing effect from a nondegenerate diffusion coefficient, we have to impose that $b, \sigma, f$ themselves lie in $\mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and the restriction on the variations of $\sigma$ which ensures exponential integrability in time for the expectations of the iterated tangent flows, see Lemma A. 8 in [PP14] for details (see the parallel between the above condition on $D \sigma$ and assumption $\left(\mathbf{A C}_{p}\right)$ appearing p. 559 in [PP14]).
- Proving Theorem 4 under ( $\mathbf{C}_{\mathbf{U E}}$ ) requires more sophisticated tools (Schauder estimates for operators with unbounded coefficients).
Proof of Theorem 4 under $\left(\mathbf{C}_{\mathbf{U E}}\right)$. Let us begin with the scalar case. For $d=1$, set for all $x \in \mathbb{R}$,

$$
\begin{equation*}
v(x):=-\int_{0}^{+\infty} d t \mathbb{E}\left[\Psi\left(Y_{t}^{0, x}\right) \partial_{x} Y_{t}^{0, x}\right]=-\int_{0}^{+\infty} d t \mathbb{E}\left[\Psi\left(Y_{t}^{0, x}\right) \exp \left(\int_{0}^{t} b^{\prime}\left(Y_{s}^{0, x}\right) d s\right) \mathcal{E}\left(\int_{0}^{t} \sigma^{\prime}\left(Y_{s}^{0, x}\right) d W_{s}\right)\right] \tag{5.6}
\end{equation*}
$$

where for all $y \in \mathbb{R}, \Psi(y):=\partial_{y} f(y)$. We observe that $\partial_{x} \varphi(x)=v(x)$. Also, from our assumptions on $f, b, \sigma$, we have that $\Psi, b^{\prime}, \sigma^{\prime} \in \mathcal{C}_{b}^{0, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Theorems 2.4-2.6 in Krylov and Priola, [KP10] then yield the existence of a unique solution to the PDE:

$$
\begin{equation*}
\widetilde{\mathcal{A}} w(x)+b^{\prime}(x) w(x)=\Psi(x), \quad \text { where } \quad \tilde{\mathcal{A}} w(x)=\mathcal{A} w(x)+\sigma \sigma^{\prime}(x) w^{\prime}(x) \tag{5.7}
\end{equation*}
$$

belonging to $\mathcal{C}_{b}^{2, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and such that the following Schauder estimate holds:

$$
\begin{equation*}
\exists C \geqslant 1,\|w\|_{2, \beta} \leqslant C\left(1+\|\Psi\|_{\beta}\right) . \tag{5.8}
\end{equation*}
$$

Indeed, from ( $\mathbf{D}_{\alpha}^{p}$ ), we get that $b^{\prime}(x) \leqslant-\alpha<0$ and the potential in (5.7) has the good sign. From (5.6) and the Girsanov theorem, we also get:

$$
v(x)=-\int_{0}^{+\infty} d t \mathbb{E}\left[\Psi\left(\widetilde{Y}_{t}^{0, x}\right) \exp \left(\int_{0}^{t} b^{\prime}\left(\widetilde{Y}_{s}^{0, x}\right) d s\right)\right]
$$

where $d \widetilde{Y}_{s}^{0, x}=\left(b\left(\widetilde{Y}_{s}^{0, x}\right)+\sigma \sigma^{\prime}\left(\tilde{Y}_{s}^{0, x}\right)\right) d s+\sigma\left(\tilde{Y}_{s}^{0, x}\right) d W_{s}$. Note that $\tilde{Y}$ has generator $\tilde{\mathcal{A}}$. A simple identification procedure, similar to the proof of Theorem II.1.1 in Bass [Bas97] then gives $v=w$. The result follows from (5.8). Let us emphasize that this is a quite deep and involved result for unbounded coefficients.

In the multi-dimensional setting, recalling the technical condition that for all $i \in \llbracket 1, d \rrbracket, j \geqslant i, \Sigma_{i, j}(x)=$ $\Sigma_{i, j}\left(x_{i}, \cdots, x_{d}\right)$, we have that differentiating formally the $\operatorname{PDE}(2.5)$ in the space variable $x_{i}, i \in \llbracket 1, d \rrbracket$ yields that $\partial_{x_{i}} \varphi=v_{i}$ should satisfy:

$$
\begin{align*}
\tilde{\mathcal{A}} w_{i}(x)+\partial_{x_{i}} b_{i}(x) w_{i}(x)= & \Psi_{i}(x)-\sum_{j \in \llbracket 1, d \rrbracket \backslash\{i\}} \partial_{x_{i}} b_{j}(x) v_{j}(x) \\
& -\frac{1}{2} \sum_{j \in \llbracket 1, i-1 \rrbracket} \partial_{x_{i}} \Sigma_{j, j}(x) \partial_{x_{j}} v_{j}(x)-\sum_{j \in \llbracket 1, i-1 \rrbracket} \sum_{k \in \llbracket j+1, d \rrbracket \backslash\{i\}} \partial_{x_{i}} \Sigma_{j, k}(x) \partial_{x_{j}} v_{k}(x), \tag{5.9}
\end{align*}
$$

with $\Psi_{i}(x):=\partial_{x_{i}} f(x)$ and

$$
\widetilde{\mathcal{A}} w_{i}(x):=\mathcal{A} w_{i}(x)+\frac{1}{2} \partial_{x_{i}} \Sigma_{i, i}(x) \partial_{x_{i}} w_{i}(x)+\sum_{j \in \llbracket 1, d \rrbracket \backslash\{i\}} \partial_{x_{i}} \Sigma_{i, j}(x) \partial_{x_{j}} w_{i}(x) .
$$

We would now like to enter the previous framework of Schauder estimates. To do so, we first observe from $\left(\mathbf{D}_{\alpha}^{p}\right)$ and the Cauchy-Schwarz inequality that $\partial_{x_{i}} b_{i}(x) \leqslant-\alpha<0$. Consider now $i=1$ in (5.9). From our current assumptions on $f, b$ and the previous computations on the gradient for the multi-dimensional case, it remains to prove $\widetilde{\Psi}_{1}(x):=\Psi_{1}(x)-\sum_{j \neq 1} \partial_{x_{1}} b_{j}(x) v_{j}(x) \in \mathcal{C}_{b}^{0, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. This will be the case, once we will have proved that $\nabla \varphi$ is $\beta$-Hölder continuous, which is a priori not direct. This property is assumed for the remaining of the proof and shown below. In particular, it leads to the restriction concerning the variations of $\sigma$ when $d>1$. Hence, Theorems 2.4-2.6 in Krylov and Priola, [KP10] still apply and give that there exists a unique solution $w_{1} \in \mathcal{C}_{b}^{2, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ to (5.9) which also satisfies:

$$
\begin{equation*}
\exists C \geqslant 1,\left\|w_{1}\right\|_{2, \beta}:=\sum_{\alpha,|\alpha| \in \llbracket 0,2 \rrbracket}\left\|D^{\alpha} w_{1}\right\|_{\infty}+\left[D^{(2)} w_{1}\right]_{\beta} \leqslant C\left(1+\left\|\widetilde{\Psi}_{1}\right\|_{\beta}\right)=: \bar{C}\left(\left(\mathcal{L}_{\mathbf{V}}\right),\left(\mathbf{R}_{1, \beta}\right),(\mathbf{U E})\right) \tag{5.10}
\end{equation*}
$$

The identification $w_{1}=\partial_{x_{1}} \varphi=v_{1}$ is standard. The control (5.10) allows to iterate, since it gives that $\nabla w_{1}=$ $\left(\partial_{x_{1}} v_{1}, \cdots, \partial_{x_{d}} v_{1}\right)=\left(\partial_{x_{1}, x_{1}} \varphi_{1}, \cdots, \partial_{x_{d}, x_{1}} \varphi\right)$ is $\beta$-Hölder. We thus get by induction, from the specific chosen structure on $\sigma$ and by Theorems 2.4-2.6 in Krylov and Priola, [KP10], that for all $i \in \llbracket 1, d \rrbracket$ there exists a unique solution $w_{i} \in \mathcal{C}_{b}^{2, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ to (5.9) such that:

$$
\begin{array}{r}
\exists C \geqslant 1,\left\|w_{i}\right\|_{2, \beta} \leqslant C\left(1+\left\|\widetilde{\Psi}_{i}\right\|_{\beta}\right)=: \bar{C}\left(\left(\mathcal{L}_{\mathbf{V}}\right),\left(\mathbf{R}_{1, \beta}\right),(\mathbf{U E})\right), \\
\widetilde{\Psi}_{i}(x):=\Psi_{i}(x)-\sum_{j \in \llbracket 1, d \rrbracket \backslash\{i\}} \partial_{x_{i}} b_{j}(x) v_{j}(x)-\frac{1}{2} \sum_{\substack{1 \leqslant j<i, k \in \llbracket 1, d \rrbracket \backslash i\}}} \partial_{x_{i}} \Sigma_{j, k}(x) \partial_{x_{j}} v_{k}(x) . \tag{5.11}
\end{array}
$$

The Lipschitz property of the mapping $x \mapsto\langle\nabla \varphi(x), b(x)\rangle$ is eventually derived following the procedure described in Remark 7.

Remark 12 (Structure of $\sigma$ ). We emphasize that the structure condition on $\sigma$ assumed in Theorem 4 under $\left(\mathbf{C}_{\mathbf{U E}}\right)$ is mainly technical. It is of course always verified in dimension $d=1$. For $d>1$ it is motivated by the fact that, differentiating (2.5) without this assumption yields to consider a system of coupled linear PDEs with growing coefficients for which the Schauder estimates have not been established yet. Following the existing literature for Schauder estimates for systems (see e.g. Boccia [Boc13]), we think that the results of Krylov and Priola should extend to this case. This would allow to get rid of the indicated condition. Here, the condition simply allows to decouple the system.

Let us mention too that the results by Priola [Pri09] could also be a starting point to investigate the smoothness of the Poisson problem for degenerate kinetic models.

These aspects will concern further research.
Additional Smoothness continued: $\beta$-Hölder continuity of the gradient through pathwise analysis. We control here, under $\left(\mathbf{D}_{\alpha}^{p}\right), p \in(1,2]$ and $\left(\mathbf{R}_{1, \beta}\right), \beta \in(0,1]$, the $\beta$-Hölder modulus of continuity of the gradient. We will progressively see how the restrictions on $D \sigma$ come out. For $\left(x, x^{\prime}\right) \in \mathbb{R}^{2 d}$, write for all $i \in \llbracket 1, d \rrbracket$ :

$$
\begin{array}{r}
\left|\partial_{x_{i}} \varphi(x)-\partial_{x_{i}} \varphi\left(x^{\prime}\right)\right|=\left|\int_{0}^{+\infty}\left(\mathbb{E}\left[\left\langle\nabla f\left(Y_{t}^{0, x}\right), \partial_{x_{i}} Y_{t}^{0, x}\right\rangle\right]-\mathbb{E}\left[\left\langle\nabla f\left(Y_{t}^{0, x^{\prime}}\right), \partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right\rangle\right]\right) d t\right| \\
\leqslant\left|\int_{0}^{+\infty}\left([\nabla f]_{\beta} \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{\beta}\left|\partial_{x_{i}} Y_{t}^{0, x}\right|\right]+\|\nabla f\|_{\infty} \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|\right]\right) d t\right|=:\left(G_{1}^{\beta}+G_{2}^{\beta}\right)\left(x, x^{\prime}\right) . \tag{5.12}
\end{array}
$$

Let us first deal with the expectation in $G_{1}^{\beta}$. Namely, write

$$
\mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{\beta}\left|\partial_{x_{i}} Y_{t}^{0, x}\right|\right] \leqslant \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{\bar{p} \beta}\right]^{\frac{1}{\bar{p}}} \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{\bar{q}}\right]^{\frac{1}{\bar{q}}}, \bar{p}, \bar{q}>1, \bar{p}^{-1}+\bar{q}^{-1}=1 .
$$

Take now $\bar{p} \beta=\bar{q} \Longleftrightarrow \bar{p}=\frac{1+\beta}{\beta}, \bar{q}=1+\beta$ which leads to the same integrability constraints on the flows.
If $\beta+1 \leqslant p$ in $\left(\mathbf{D}_{\alpha}^{p}\right)$, then we readily get similarly to (5.3) that $\mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{\bar{q}}\right]^{\frac{1}{\bar{q}}} \leqslant \exp (-\alpha t)$.

If now $\beta+1>p$, as soon as $\left(\mathbf{D}_{\bar{\alpha}}^{1+\beta}\right)$ holds for some $\bar{\alpha}>0$, which is actually the case provided that

$$
\begin{equation*}
\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{1+\beta-p}, \tag{5.13}
\end{equation*}
$$

for $\bar{q}=1+\beta$, we again get similarly to (5.3) that $\mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}\right|^{\bar{q}}\right]^{\frac{1}{\bar{q}}} \leqslant \exp (-\bar{\alpha} t)$. On the other hand, the mean value theorem yields:

$$
\begin{aligned}
\mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{\bar{p} \beta}\right]^{\frac{1}{\bar{p}}} & \leqslant\left|x-x^{\prime}\right|^{\beta} \mathbb{E}\left[\int_{0}^{1} d \lambda\left\|\nabla Y_{t}^{0, x^{\prime}+\lambda\left(x-x^{\prime}\right)}\right\|^{\bar{p} \beta}\right]^{\frac{1}{\bar{p}}} \leqslant\left|x-x^{\prime}\right|^{\beta}\left(\int_{0}^{1} d \lambda \mathbb{E}\left[\left\|\nabla Y_{t}^{0, x^{\prime}+\lambda\left(x-x^{\prime}\right)}\right\|^{\bar{p} \beta}\right]\right)^{\frac{1}{\bar{p}}} \\
& \leqslant\left|x-x^{\prime}\right|^{\beta}\left[\exp (-\alpha \beta t) \mathbb{I}_{1+\beta \leqslant p}+\exp (-\bar{\alpha} \beta t) \mathbb{I}_{1+\beta>p}\right],
\end{aligned}
$$

exploiting (5.5) for the last inequality provided that (5.13), which in turn implies that ( $\mathbf{D}_{\bar{\alpha}}^{1+\beta}$ ) for some $\bar{\alpha}>0$, holds if $1+\beta>p$. Plugging these bounds in (5.12) gives that:

$$
\begin{equation*}
\forall\left(x, x^{\prime}\right) \in\left(\mathbb{R}^{d}\right)^{2},\left|G_{1}^{\beta}\left(x, x^{\prime}\right)\right| \leqslant \frac{[\nabla f]_{\beta}}{(1+\beta)}\left[\frac{\mathbb{I}_{1+\beta \leqslant p}}{\alpha}+\frac{\mathbb{I}_{1+\beta>p}}{\bar{\alpha}}\right]\left|x-x^{\prime}\right|^{\beta} . \tag{5.14}
\end{equation*}
$$

We already see that, when $1+\beta>p$, for the parameter $p$ of the initial confluence condition $\left(\mathbf{D}_{\alpha}^{p}\right)$, a first constraint on the variations of $\sigma$, namely (5.13) appears.

Let us now turn to $G_{2}^{\beta}$. Following the expansion of (5.2) write:

$$
\begin{aligned}
\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}= & 2 \int_{0}^{t}\left\langle\partial_{x_{i}} Y_{s}^{0, x}-\partial_{x_{i}} Y_{s}^{0, x^{\prime}}, D b\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}-D b\left(Y_{s}^{0, x^{\prime}}\right) \partial_{x_{i}} Y_{s}^{0, x^{\prime}}\right\rangle d s \\
& +2 \sum_{j=1}^{d} \int_{0}^{t}\left\langle\partial_{x_{i}} Y_{s}^{0, x}-\partial_{x_{i}} Y_{s}^{0, x^{\prime}}, D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}-D \sigma_{\cdot j}\left(Y_{s}^{0, x^{\prime}}\right) \partial_{x_{i}} Y_{s}^{0, x^{\prime}}\right\rangle d W_{s}^{j} \\
& +\sum_{j=1}^{d} \int_{0}^{t}\left|D \sigma_{\cdot j}\left(Y_{s}^{0, x}\right) \partial_{x_{i}} Y_{s}^{0, x}-D \sigma_{\cdot j}\left(Y_{s}^{0, x^{\prime}}\right) \partial_{x_{i}} Y_{s}^{0, x^{\prime}}\right|^{2} d s
\end{aligned}
$$

Let $u(t):=\mathbb{E}\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}, t \geqslant 0$. First note that $u(0)=0$. Taking now the expectation and interchanging expectation and time integration yields

$$
u(t)=\int_{0}^{t} \mathbb{E} \Xi_{s} d s
$$

where $\left(\Xi_{t}\right)_{t \geqslant 0}$ is a pathwise continuous process clearly determined by the terms inside the above time integrals. One readily checks that, $t \mapsto \mathbb{E} \Xi_{s}$ is continuous so that $u$ is continuously differentiable and satisfies

$$
\begin{aligned}
u^{\prime}(t)= & 2 \mathbb{E}\left\langle\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}, D b\left(Y_{t}^{0, x}\right) \partial_{x_{i}} Y_{t}^{0, x}-D b\left(Y_{t}^{0, x^{\prime}}\right) \partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right\rangle \\
& +\sum_{j=1}^{d} \mathbb{E}\left|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right) \partial_{x_{i}} Y_{t}^{0, x}-D \sigma_{\cdot j}\left(Y_{t}^{0, x^{\prime}}\right) \partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}
\end{aligned}
$$

Using the Young inequality for a parameter $\varepsilon \in(0,1]$, small enough and to be chosen further, we derive:

$$
\begin{aligned}
u^{\prime}(t) \leqslant & 2 \mathbb{E}\left[\left\langle\frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}, D b\left(Y_{t}^{0, x}\right) \frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}\right\rangle\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right. \\
& \left.+\int_{0}^{t}\left\|D b\left(Y_{t}^{0, x}\right)-D b\left(Y_{t}^{0, x^{\prime}}\right)\right\|\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|\right] \\
& +\mathbb{E}\left[(1+\varepsilon) \sum_{j=1}^{d}\left|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right) \frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}\right|^{2}\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right. \\
& \left.+\left(1+\varepsilon^{-1}\right) \sum_{j=1}^{d}\left\|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right)-D \sigma_{\cdot j}\left(Y_{t}^{0, x^{\prime}}\right)\right\|^{2}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] .
\end{aligned}
$$

From this computation, the point is now to make the confluence condition ( $\mathbf{D}_{\alpha}^{p}$ ) appear and to separate the components for which we will exploit the $\beta$-Hölder continuity, namely $D b,\left(D \sigma_{\cdot j}\right)_{j \in \llbracket 1, n \rrbracket}$. To do so we first observe that:

$$
\begin{aligned}
& \left\langle\frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}, D b\left(Y_{t}^{0, x}\right) \frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}\right\rangle+\frac{1}{2} \sum_{j=1}^{d}\left(\left|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right) \frac{\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}}{\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|}\right|^{2}\right) \\
& \leqslant-\alpha+(2-p) \frac{1}{2}\|D \sigma\|_{\infty}^{2}=-\tilde{\alpha},
\end{aligned}
$$

where we suppose from now on that

$$
\begin{equation*}
-\tilde{\alpha}:=-\alpha+(2-p) \frac{1}{2}\|D \sigma\|_{\infty}^{2}<0 \Longleftrightarrow\|D \sigma\|_{\infty}^{2}<\frac{2 \alpha}{2-p} . \tag{5.15}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
u^{\prime}(t) \leqslant & 2 \mathbb{E}\left[\left(-\tilde{\alpha}+\frac{\varepsilon}{2}\|D \sigma\|_{\infty}^{2}\right)\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \\
& +2 \mathbb{E}\left[\left\|D b\left(Y_{t}^{0, x}\right)-D b\left(Y_{t}^{0, x^{\prime}}\right)\right\|\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}} \| \partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|\right] \\
& +\mathbb{E}\left[\left(1+\varepsilon^{-1}\right) \sum_{j=1}^{d}\left\|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right)-D \sigma_{\cdot j}\left(Y_{t}^{0, x^{\prime}}\right)\right\|^{2}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right]
\end{aligned}
$$

Using now again the Young inequality, with $\eta \in(0,1]$ small enough, for the middle term of the above r.h.s., we obtain:

$$
\begin{align*}
u^{\prime}(t) \leqslant & 2\left(-\tilde{\alpha}+\frac{\varepsilon}{2}\|D \sigma\|_{\infty}^{2}+\frac{\eta}{2}\right) \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \\
& +\eta^{-1} \mathbb{E}\left[\left\|D b\left(Y_{t}^{0, x}\right)-D b\left(Y_{t}^{0, x^{\prime}}\right)\right\|^{2}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right]+\left(1+\varepsilon^{-1}\right) \sum_{j=1}^{d} \mathbb{E}\left[\left\|D \sigma_{\cdot j}\left(Y_{t}^{0, x}\right)-D \sigma_{\cdot j}\left(Y_{t}^{0, x^{\prime}}\right)\right\|^{2}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \\
\leqslant & 2\left(-\tilde{\alpha}+\frac{\varepsilon}{2}\|D \sigma\|_{\infty}^{2}+\frac{\eta}{2}\right) \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \\
(5.16) \quad & +\eta^{-1}[D b]_{\beta}^{2} \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{2 \beta}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right]+\left(1+\varepsilon^{-1}\right)[D \sigma]_{\beta}^{2} \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{2 \beta}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] . \tag{5.16}
\end{align*}
$$

Denote:

$$
-\tilde{\alpha}_{\varepsilon, \eta, \sigma}:=-\tilde{\alpha}+\frac{\varepsilon}{2}\|D \sigma\|_{\infty}^{2}+\frac{\eta}{2}<0
$$

for $\varepsilon, \eta$ small enough. Setting for every $t \geqslant 0$,

$$
\left.r(t):=\eta^{-1}[D b]_{\beta}^{2} \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{2 \beta}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right]+\left(1+\varepsilon^{-1}\right) D \sigma\right]_{\beta}^{2} \mathbb{E}\left[\left|Y_{t}^{0, x}-Y_{t}^{0, x^{\prime}}\right|^{2 \beta}\left|\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right]
$$

equation (5.16) reads an ordinary differential inequation:

$$
u^{\prime}(t) \leqslant-2 \tilde{\alpha}_{\varepsilon, \eta, \sigma} u(t)+r(t), \quad u(0)=0 .
$$

We derive from the Gronwall lemma that

$$
u(t)=\mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \leqslant \exp \left(-2 \tilde{\alpha}_{\varepsilon, \eta, \sigma} t\right) \int_{0}^{t} \exp \left(2 \tilde{\alpha}_{\varepsilon, \eta, \sigma} s\right) r(s) d s
$$

Reproducing as well the computations that led to (5.14), we derive:
$u(t) \leqslant C_{\eta, \varepsilon, \beta}\left|x-x^{\prime}\right|^{2 \beta} \int_{0}^{t} \exp \left(-2 \tilde{\alpha}_{\varepsilon, \eta, \sigma}(t-s)\right)\left(\mathbb{E}\left[\left|\partial_{x_{i}} Y_{s}^{0, x^{\prime}}\right|^{2(1+\beta)}\right]^{\frac{1}{1+\beta}}+\int_{0}^{1} d \lambda \mathbb{E}\left[\left\|\nabla Y_{s}^{0, x^{\prime}+\lambda\left(x-x^{\prime}\right)}\right\|^{2(1+\beta)}\right]^{\frac{\beta}{1+\beta}}\right) d s$.

From the analysis leading to (5.3), (5.5) we now derive:

$$
\begin{aligned}
& \mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \\
& \quad \leqslant \frac{C_{\eta, \varepsilon, \beta}}{2}\left|x-x^{\prime}\right|^{2 \beta} \exp \left(-2 \tilde{\alpha}_{\varepsilon, \eta, \sigma} t\right)\left[\frac{\exp \left(2\left(\tilde{\alpha}_{\varepsilon, \eta, \sigma}-\tilde{\alpha}_{2(1+\beta)}\right) t\right)}{\tilde{\alpha}_{\varepsilon, \eta, \sigma}-\tilde{\alpha}_{2(1+\beta)}}+\frac{\exp \left(2\left(\tilde{\alpha}_{\varepsilon, \eta, \sigma}-\beta \tilde{\alpha}_{2(1+\beta)}\right) t\right)}{\tilde{\alpha}_{\varepsilon, \eta, \sigma}-\beta \tilde{\alpha}_{2(1+\beta)}}\right],
\end{aligned}
$$

and

$$
-\tilde{\alpha}_{2(1+\beta)} \leqslant-\alpha+(2(1+\beta)-p) \frac{1}{2}\|D \sigma\|_{\infty}^{2} .
$$

Thus, $\tilde{\alpha}_{2(1+\beta)}<0$ as soon as

$$
\begin{equation*}
\|D \sigma\|_{\infty}^{2}<\frac{2 \alpha}{2(1+\beta)-p} \tag{5.17}
\end{equation*}
$$

which is precisely the restriction on the variations of $\sigma$ appearing in $\left(\mathbf{C}_{\mathbf{U E}}\right)$ when $d>1$, then $\tilde{\alpha}_{2(1+\beta)}>0$ and:

$$
\mathbb{E}\left[\left|\partial_{x_{i}} Y_{t}^{0, x}-\partial_{x_{i}} Y_{t}^{0, x^{\prime}}\right|^{2}\right] \leqslant \bar{C}_{\eta, \varepsilon, \beta}\left|x-x^{\prime}\right|^{2 \beta} \exp \left(-\tilde{\alpha}_{2(1+\beta)} t\right)
$$

This last control then gives the expected bound for the $\beta$-Hölder modulus of the gradient. Namely, from (5.12), (5.14),

$$
\left[\partial_{x_{i}} \varphi\right]_{\beta}<\frac{[\nabla f]_{\beta}}{(1+\beta)}\left[\frac{\mathbb{I}_{1+\beta \leqslant p}}{\alpha}+\frac{\mathbb{I}_{1+\beta>p}}{\bar{\alpha}}\right]+\frac{\|\nabla f\|_{\infty} \bar{C}_{\eta, \varepsilon, \beta}}{\tilde{\alpha}_{2(1+\beta)}} .
$$

5.2. Proof of the Practical Results of Section 2.3. We first begin with the proof of the
5.2.1. Slutsky like Theorem 6. We keep here for simplicity the generic notation $\|\cdot\|$ for any admissible matrix norm according to the assumptions of the theorem. We first write:

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}} \geqslant a\right]=\mathbb{P}\left[\nu_{n}(\mathcal{A} \varphi) \geqslant \frac{a}{\sqrt{\Gamma_{n}}} \sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}\right] . \tag{5.18}
\end{equation*}
$$

We then proceed similarly to Theorem 8 , with an exponential Bienaymé-Tchebychev inequality, for all $\lambda>0$ we have:

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}}\right. & \geqslant a] \leqslant \mathbb{E}\left[\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}\right) \exp \left(\lambda \nu_{n}(\mathcal{A} \varphi)\right)\right] \\
& =\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right) \mathbb{E}\left[\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\left[\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}-\sqrt{\nu\left(\|\sigma\|^{2}\right)}\right]\right) \exp \left(\lambda \nu_{n}(\mathcal{A} \varphi)\right)\right] \\
& =\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right) \mathbb{E}\left[\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}\left(\|\sigma\|^{2}\right)-\nu\left(\|\sigma\|^{2}\right)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right) \exp \left(\lambda \nu_{n}(\mathcal{A} \varphi)\right)\right] \\
& =\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right) \mathbb{E}\left[\exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right) \exp \left(\lambda \nu_{n}(\mathcal{A} \varphi)\right)\right]
\end{aligned}
$$

By the Hölder inequality, for $\widetilde{p}, \tilde{q}>1$, such that $\frac{1}{\tilde{p}}+\frac{1}{\tilde{q}}=1$ :
$\mathbb{P}\left[\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}} \geqslant a\right]$

$$
\left.\leqslant \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right)\left[\mathbb{E} \exp \left(-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}} \mathbb{E} \exp \left(\lambda \widetilde{q} \nu_{n}(\mathcal{A} \varphi)\right)\right]^{1 / \widetilde{q}} \cdot
$$

The proof of Theorem 8 yields:

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}} \geqslant a\right] \leqslant & \mathscr{R}_{n} \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right) \exp \left(\frac{\rho \widetilde{q} \lambda^{2}}{\Gamma_{n}} \widetilde{A}_{n}+\frac{\rho^{3} \widetilde{q}^{3} \lambda^{4}}{(\rho-1) \Gamma_{n}} \widetilde{B}_{n}\right) \\
& \times\left(\mathbb{E} \exp \left(-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right)^{1 / \widetilde{p}}, \tag{5.19}
\end{align*}
$$

where we recall from identity (4.5):

$$
\widetilde{A}_{n}=\frac{q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2}+e_{n} \quad \text { and } \quad \widetilde{B}_{n}=\frac{q^{3}[\varphi]_{1}^{4}}{4}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)
$$

Also, $\mathscr{R}_{n} \underset{n}{\rightarrow} 1$ denotes a "generic" remainder. Observe that thanks to the bounds of Theorem 4 (stated in the above Lemma 6), we get:

$$
\begin{equation*}
\tilde{A}_{n} \leqslant \frac{q[f]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \alpha}+e_{n} \tag{5.20}
\end{equation*}
$$

Let us now handle the remainder $\left[\mathbb{E} \exp \left(-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}}:$

$$
\begin{aligned}
& {\left[\mathbb{E} \exp \left(-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}} } \\
= & {\left[\mathbb{E}\left(\exp \left[-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\left(\mathbf{1}_{\nu_{n}(\mathcal{A} \vartheta) \geqslant 0}+\mathbf{1}_{\nu_{n}(\mathcal{A} \vartheta)<0}\right)\right)^{1 / \widetilde{p}}\right.} \\
\leqslant & \left(\left[\mathbb{E} \exp \left(\frac{a \widetilde{p}^{2} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}} \mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta) \geqslant 0\right]^{1 / \widetilde{q}}\right. \\
& \left.+\left[\mathbb{E} \exp \left(-\frac{a \widetilde{p}^{2} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}} \mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta)<0\right]^{1 / \widetilde{q}}\right)^{1 / \widetilde{p}} .
\end{aligned}
$$

Let us mention that we introduced the above partition in order to get a sharper constant in the final inequality, 1 below instead of 2 , which would follow getting rid of the indicator functions. Now, by Theorem 2 we easily get:

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(-\frac{a \widetilde{p} \lambda}{\sqrt{\Gamma_{n}}} \frac{\nu_{n}(\mathcal{A} \vartheta)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}+\sqrt{\nu\left(\|\sigma\|^{2}\right)}}\right)\right]^{1 / \widetilde{p}} \\
& \leqslant \mathscr{R}_{n} \exp \left(\frac{a^{2} \widetilde{p}^{2}}{\Gamma_{n} \nu\left(\|\sigma\|^{2}\right)} \frac{\lambda^{2}}{\Gamma_{n}}\left(\frac{\|\sigma\|_{\infty}^{2}\|\nabla \vartheta\|_{\infty}^{2}}{2}+e_{n}\right)\right)\left[\mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta) \geqslant 0\right]^{1 / \widetilde{q}}+\mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta)<0\right]^{1 / \widetilde{q}}\right]^{1 / \widetilde{p}} . \tag{5.21}
\end{align*}
$$

We choose $\widetilde{p}:=\widetilde{p}(n) \rightarrow+\infty$, such that $\frac{\widetilde{p}^{2} a^{2}}{\Gamma_{n}} \rightarrow 0$, and so $\left(\mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta) \geqslant 0\right]^{1 / \widetilde{q}}+\mathbb{P}\left[\nu_{n}(\mathcal{A} \vartheta)<0\right]^{1 / \widetilde{q}}\right)^{1 / \widetilde{p}} \leqslant 2^{1 / \widetilde{p}} \rightarrow 1$. Moreover, exploiting again that for the Gaussian regime, $\frac{\widetilde{p}^{2} a^{2}}{\Gamma_{n}} \rightarrow 0$, we obtain by (5.21) and (5.19):

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\Gamma_{n}} \frac{\nu_{n}(f)-\nu(f)}{\sqrt{\nu_{n}\left(\|\sigma\|^{2}\right)}} \geqslant a\right] \leqslant \mathscr{R}_{n} \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}} \sqrt{\nu\left(\|\sigma\|^{2}\right)}\right) \exp \left(\frac{\rho \widetilde{q} \lambda^{2}}{\Gamma_{n}}\left(\widetilde{A}_{n}+e_{n}\right)+\frac{\rho^{3} \widetilde{q}^{3} \lambda^{4}}{(\rho-1) \Gamma_{n}} \widetilde{B}_{n}\right) \tag{5.22}
\end{equation*}
$$

From identity (5.22), the optimization over $\lambda$ is similar to the one performed in the proof of Theorem 8. This yields the deviation bound (2.10). The non-asymptotic confidence interval in (2.11) is derived as for Theorem 5 from the gradient bounds of Theorem 4 and (2.10).
5.3. Regularization of Lipschitz Sources. We assume here that assumptions (C2), ( $\mathcal{L} \mathbf{V}),(\mathbf{U E})$ are in force. We suppose as well that the following smoothness holds for $b, \sigma$ :
$\left(\mathbf{R}_{b, \sigma}\right)$ Regularity and Structure. We assume that there exists $\beta \in(0,1)$ such that $b, \sigma$ in (1.1) belong to $\mathcal{C}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ and $\mathcal{C}_{b}^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ respectively. Also, for all $(i, j) \in \llbracket 1, d \rrbracket^{2}, \Sigma_{i, j}(x)=\Sigma_{i, j}\left(x_{i \wedge j}, \cdots, x_{d}\right)$.
Importantly, we are interested, under assumptions ( $\mathbf{C} 2),\left(\mathcal{L}_{\mathbf{V}}\right),(\mathbf{U E}),\left(\mathbf{R}_{b, \sigma}\right)$, in giving controls for the estimation of $\nu(f)$ when the source $f$ is simply Lipschitz continuous. This is indeed the natural framework for the source which can be handled through functional inequality techniques, see [MT06], [Boi11].

To comply with our previous framework, namely to exploit the smoothness result of Theorem 4 under ( $\mathbf{C u E}_{\mathbf{U E}}$ ), we need to regularize the source. Let $\eta$ be a mollifier (i.e. a non-negative compactly supported function such
that $\left.\int_{\mathbb{R}^{d}} \eta(x) d x=1\right)$. Define for $\delta>0, \eta_{\delta}(x)=\frac{1}{\delta^{d}} \eta\left(\frac{x}{\delta}\right)$. We regularize $f$ introducing $f_{\delta}:=f \star \eta_{\delta}$ where $\star$ stands for the convolution on $\mathbb{R}^{d}$. From usual estimates, we obtain:

$$
\begin{align*}
\exists C_{\eta}>0, \forall x \in \mathbb{R}^{d}, & \left|f_{\delta}(x)-f(x)\right| \leqslant C_{\eta} \delta[f]_{1}, \\
\forall \beta \in(0,1), & {\left[\nabla f_{\delta}\right]_{\beta} \leqslant C_{\eta}[f]_{1} \delta^{-\beta} . } \tag{5.23}
\end{align*}
$$

We emphasize here that we will choose $\beta$ later in order to be compatible with a certain range of step sequences. We assume for simplicity that $\theta \in(1 / 3,1]$ (no bias). Recall that we want to investigate:

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left(\nu_{n}(f)-\nu(f)\right) \geqslant a\right] & =\mathbb{P}\left[\left(\nu_{n}\left(f_{\delta}\right)-\nu\left(f_{\delta}\right)\right)+R_{n, \delta}(f) \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right], \\
R_{n, \delta}(f) & :=\left[\left(\nu_{n}(f)-\nu(f)\right)-\left(\nu_{n}\left(f_{\delta}\right)-\nu\left(f_{\delta}\right)\right)\right] . \tag{5.24}
\end{align*}
$$

From (5.23), one readily gets:

$$
\begin{equation*}
\left|R_{n, \delta}(f)\right| \leqslant 2 C_{\eta} \delta[f]_{1} \tag{5.25}
\end{equation*}
$$

On the other hand, the coefficients $b, \sigma$ and the source $f_{\delta}$ satisfy assumption ( $\mathbf{R}_{1, \beta}$ ) (observe indeed that the mollified function $\left.f_{\delta} \in C^{1, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right)$. Hence, Theorem 4 yields that there exists a unique solution $\varphi_{\delta} \in$ $C^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ to the equation:

$$
\begin{equation*}
\mathcal{A} \varphi_{\delta}=f_{\delta}-\nu\left(f_{\delta}\right) \tag{5.26}
\end{equation*}
$$

Observe from the proof of Theorem 4 under ( $\mathbf{C}_{\mathbf{U E}}$ ) (see equations (5.4) and (5.11)) and (5.23) that:

$$
\begin{align*}
& \left\|\nabla \varphi_{\delta}\right\|_{\infty} \leqslant \alpha^{-1}[f]_{1}, \forall \beta \in(0,1), \exists C_{\beta}>0, \forall i \in\{1,2\},\left[\varphi_{\delta}^{(i)}\right]_{1} \leqslant C_{\beta}\left(1+\left\|\nabla f_{\delta}\right\|_{\mathcal{C}^{\beta}}\right) \leqslant C_{\beta} \delta^{-\beta},\left[\varphi_{\delta}^{(3)}\right]_{\beta} \leqslant C_{\beta} \delta^{-\beta},  \tag{5.27}\\
& {\left[\left\langle\nabla \varphi_{\delta}, b\right\rangle\right]_{1} \leqslant C_{\beta} \delta^{-\beta} .}
\end{align*}
$$

Now, from (5.26) the deviation in (5.24) rewrites:

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left(\nu_{n}(f)-\nu(f)\right) \geqslant a\right]=\mathbb{P}\left[\nu_{n}\left(\mathcal{A} \varphi_{\delta}\right)+R_{n, \delta}(f) \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \tag{5.28}
\end{equation*}
$$

From (5.25), the term $R_{n, \delta}(f)$ can be seen as a remainder as soon as $\frac{a}{\sqrt{\Gamma_{n}}} \gg 2 C_{\eta} \delta[f]_{1} \geqslant\left|R_{n, \delta}(f)\right|$. On the other hand, the deviations of $\nu_{n}\left(\mathcal{A} \varphi_{\delta}\right)$ can be analyzed as above, reproducing the proofs of Theorems 2 and 8 , replacing the bounds on $\left(\left[\varphi^{(i)}\right]_{1}\right)_{i \in\{1,2\}},\left[\varphi^{(3)}\right]_{\beta}$ appearing therein by those of equation (5.27). Precisely, we get from (5.25), similarly to (3.30) (replacing the controls on $\varphi$ by those on $\varphi_{\delta}$ in the proofs of Lemmas 3 and 5):

$$
\begin{align*}
\mathbb{P}\left[\left|\nu_{n}\left(\mathcal{A} \varphi_{\delta}\right)+R_{n, \delta}(f)\right| \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant 2 & {\left[\mathbb{E} \exp \left(-\frac{q \lambda_{n}}{\Gamma_{n}} M_{n}\right)\right]^{\frac{1}{q}} \exp \left(-\frac{a \lambda_{n}}{\sqrt{\Gamma_{n}}}\left(1-\frac{\sqrt{\Gamma_{n}} 2 C_{n}[f]_{1} \delta}{a}\right)\right) } \\
& \times \exp \left(\frac{\lambda_{n}^{2}}{2 \Gamma_{n} p}+\frac{p\left(a_{n}^{\delta}\right)^{2}}{2}\right) \exp \left(\frac{3 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 p}} \\
& \times \exp \left(C_{3.26}^{\delta} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \times \exp \left(C_{3.27}^{\delta} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \tag{5.29}
\end{align*}
$$

where $C_{3.27}^{\delta}:=C_{\beta} \delta^{-\beta} \frac{\left(C \sqrt{C_{V}}\right)^{2}}{c_{V}}$ and $C_{3.26}^{\delta}:=\frac{\|\sigma\|_{\infty}^{4} C_{\beta}^{2} \delta^{-2 \beta}}{4} \frac{C_{V}}{c_{V}}$ precisely correspond to the modifications of the constants $C_{3.27}$ and $C_{3.26}:=\frac{\|\sigma\|_{\infty}^{4}\left[\varphi^{(2)}\right]_{1}^{2}}{4} \frac{C_{V}}{c_{V}}$ introduced in the proof of Lemma 5 when replacing $\left\|D^{2} \varphi\right\|_{\infty}$ by $\left\|D^{2} \varphi_{\delta}\right\|_{\infty} \leqslant C_{\beta} \delta^{-\beta}$ and $[\langle\nabla \varphi, b\rangle]_{1} \leqslant C$ by $\left[\left\langle\nabla \varphi_{\delta}, b\right\rangle\right]_{1} \leqslant C_{\beta} \delta^{-\beta} C$. Similarly,

$$
a_{n}^{\delta}:=\frac{\left[\varphi_{\delta}^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \leqslant \frac{C_{\beta} \delta^{-\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}},
$$

is obtained from the definition of $a_{n}$ in Lemma 3 replacing $\left[\varphi^{(3)}\right]_{\beta}$ by $\left[\varphi_{\delta}^{(3)}\right]_{\beta}$. From the above equation and Lemma 2 we get:

$$
\begin{array}{r}
\mathbb{P}\left[\left|\nu_{n}(f)-\nu(f)\right| \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right]=\mathbb{P}\left[\left|\nu_{n}\left(\mathcal{A} \varphi_{\delta}\right)+R_{n, \delta}(f)\right| \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant 2\left(I_{V}^{1}\right)^{\frac{1}{p}} \exp \left(\frac{c_{V}}{p}+\frac{p\left(a_{n}^{\delta}\right)^{2}}{2}\right) \\
\times \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{\sqrt{\Gamma_{n}} 4 C_{\eta}[f]_{1} \delta}{a}-\frac{1}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{\frac{p}{\Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+2\left[C_{3.26}^{\delta}+C_{3.27}^{\delta}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right)+\frac{1}{p}\right\}\right)\right) .
\end{array}
$$

The Young inequality yields that for all $\varepsilon_{n}>0$ :

$$
\begin{array}{r}
\mathbb{P}\left[\left|\nu_{n}(f)-\nu(f)\right| \geqslant \frac{a}{\sqrt{\Gamma_{n}}}\right] \leqslant 2\left(I_{V}^{1}\right)^{\frac{1}{p}} \exp \left(\frac{c_{V}}{p}+\frac{p\left(a_{n}^{\delta}\right)^{2}}{2}+\varepsilon_{n}^{-1} \Gamma_{n} \delta^{2}\right) \\
\times \exp (-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}(1-\underbrace{\frac{1}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left\{2 \varepsilon_{n} C_{\eta}^{2}[f]_{1}^{2}+\frac{p}{\Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+2\left[C_{3.26}^{\delta}+C_{3.27}^{\delta}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right)+\frac{1}{p}\right\}}_{=: d_{n}^{\delta}})) . \tag{5.30}
\end{array}
$$

We now want to let $p:=p(n) \vec{n}+\infty, \varepsilon_{n} \underset{n}{ } 0$ so that the associated contributions in the above equation can be viewed as remainders. From the previous definitions of $C_{3.27}^{\delta}, C_{3.26}^{\delta}$, we see that, to achieve this goal, two constraints need to be fulfilled: namely, we must choose $\delta, p$ such that

$$
\varepsilon_{n}^{-1} \Gamma_{n} \delta^{2} \underset{n}{\rightarrow} 0 \quad \text { and } \quad p\left(a_{n}^{\delta}\right)^{2} \underset{n}{\rightarrow} 0
$$

Now, if $\theta \in(1 / 2,1]$ there exists $\beta \in(0,1)$ such that $\Gamma^{\left(\frac{3+\beta}{2}\right)} \leqslant C$. In that case: $a_{n}^{\delta} \leqslant \frac{C}{\sqrt{\Gamma_{n}}} \delta^{-\beta}=\Gamma_{n}^{-\left(\frac{1}{2}(1-\beta)-\beta \varepsilon\right)} \rightarrow 0$ for $\delta=\Gamma_{n}^{-\left(\frac{1}{2}+\varepsilon\right)}$ and $\varepsilon<\frac{1-\beta}{2 \beta}$. Taking $p:=p(n)=\Gamma_{n}^{\left(\frac{1}{2}(1-\beta)-\beta \varepsilon\right)}$ yields $p\left(a_{n}^{\delta}\right)^{2}{ }_{n} 0$. On the other hand, $\varepsilon_{n}=\Gamma_{n}^{-\varepsilon}$ also yields $\varepsilon_{n}^{-1} \Gamma_{n} \delta^{2}=\Gamma_{n}^{-\varepsilon} \underset{n}{\rightarrow} 0$.

For $\theta \in(1 / 3,1 / 2), \Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}$ diverges for all $\beta \in(0,1)$, we then have $\frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \leqslant C n^{\frac{1}{2}-\theta\left(1+\frac{\beta}{2}\right)}$. Hence, there exists $\beta \in(0,1)$ such that $\frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \leqslant C n^{\frac{1}{2}-\theta\left(1+\frac{\beta}{2}\right)} \underset{n}{ } 0$. However, taking $\delta=\Gamma_{n}^{-\left(\frac{1}{2}+\varepsilon\right)}$, which seems to be an almost "necessary" choice to satisfy the first constraint $\varepsilon_{n}^{-1} \Gamma_{n} \delta^{2} \underset{n}{ } 0$, yields:

$$
a_{n}^{\delta}=\delta^{-\beta} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}=n^{(1+\beta)\left(\frac{1}{2}-\theta\right)+\varepsilon \beta(1-\theta)} \underset{n}{\rightarrow}+\infty
$$

so that the second constraint cannot be fulfilled. This means that the regularization induces a constraint on the time steps which must not be too large. In other words, under the sole Lipschitz assumption on the source $f$, the fastest convergence regime is out of reach.

Summing up the previous computations, we complete the proof of Theorem 7.

## 6. Applications

6.1. Non-Asymptotic Deviation Bounds in the Almost Sure CLT. Let $\left(U_{n}\right)_{n \geqslant 1}$ be an i.i.d sequence of centered $d$-dimensional random variables with unit covariance matrix. We define the sequence of normalized partial sums by $Z_{0}=0$ and

$$
Z_{n}:=\frac{\sum_{k=1}^{n} U_{k}}{\sqrt{n}}, n \geqslant 1 .
$$

The almost sure Central Limit Theorem (denoted from now on a.s. CLT) describes how the weighted sum of the renormalized sums $Z_{n}$ which appear in the usual asymptotic CLT, behaves viewed as a random measure. Precisely, it states that setting for $k \geqslant 1, \gamma_{k}=1 / k$ :

$$
\begin{equation*}
\nu_{n}^{Z}:=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \delta_{Z_{k}} \xrightarrow[n]{\stackrel{w, a . s .}{n}} G, G(d x):=\exp \left(-\frac{|x|^{2}}{2}\right) \frac{d x}{(2 \pi)^{d / 2}} . \tag{6.1}
\end{equation*}
$$

The above convergence had been established in [LP02], as a by-product of their results concerning the approximation of invariant distributions, under the minimal moment condition $U_{i} \in L^{2}(\mathbb{P})$, thus weakening the initial assumptions by Brosamler and Schatte (see [Bro88] and [Sch88]). The underlying idea is to use a reformulation of the dynamics of $\left(Z_{n}\right)_{n \geqslant 0}$ in terms of a discretization scheme appearing as a perturbation of (S). One indeed easily checks that, for $n \geqslant 0$ :

$$
\begin{equation*}
Z_{n+1}=Z_{n}-\frac{\gamma_{n+1}}{2} Z_{n}+\sqrt{\gamma_{n+1}} U_{n+1}+r_{n} Z_{n}, r_{n}:=\sqrt{1-\frac{1}{n+1}}-1+\frac{1}{2(n+1)}=O\left(\frac{1}{n^{2}}\right) . \tag{6.2}
\end{equation*}
$$

Thus, the sequence $\left(Z_{n}\right)_{n \geqslant 0}$ appears as a perturbed Euler scheme with decreasing step $\gamma_{n}=\frac{1}{n}$ of the OrnsteinUhlenbeck process $d X_{t}=-\frac{1}{2} X_{t} d t+d W_{t}$ whose invariant distribution is $G$. Then the regular Euler scheme

$$
\begin{equation*}
X_{n+1}=X_{n}-\frac{\gamma_{n+1}}{2} X_{n}+\sqrt{\gamma_{n+1}} U_{n+1} \tag{6.3}
\end{equation*}
$$

satisfies (1.3) with $\nu=G$. The a.s. weak convergence (6.1) established in [LP02] follows as a consequence of the (fast enough) convergence of $Z_{n}$ towards $X_{n}$ as $n$ goes to infinity.

Moreover, this rate is fast enough to guarantee that the sequence $\nu_{n}^{Z}$ satisfies the conclusion of Theorem 1 point (a) (when $\gamma_{n}=\frac{1}{n}, \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \rightarrow 0$ ), i.e. its convergence rate is ruled by a CLT at rate $\sqrt{\log (n)}$. In fact this holds under a lower moment assumption $U_{1} \in L^{3}(\mathbb{P})$.

Let us mention that the convergence rates related to the a.s. CLT had already been investigated by several authors. Let us quote among relevant works, Csörgő and Horváth [CH92], for real valued i.i.d. random variables, Chaâbane and Maâouia [CM00], who investigate the convergence rate of the strong quadratic law of large numbers for some extensions to vector-valued martingales, and Heck [Hec98], for large deviation results. As an application of our previous results, we will derive some new non-asymptotic Gaussian deviation bounds for the a.s. CLT, when the involved random variables $\left(U_{n}\right)_{n \geqslant 1}$ satisfy (GC). We insist here that the sub-Gaussianity of the innovations is crucial to get a non-asymptotic Gaussian deviation bound. The result readily extends to the wider class of innovations satisfying the general sub-Gaussian exponential deviation inequality (1.4). Also, we slightly weaken the regularity assumptions needed on the function $f$ in [LP02] for the associated a.s. CLT to hold.

### 6.1.1. Non-Asymptotic Deviation Bounds.

Theorem 9. Assume the innovation sequence $\left(U_{n}\right)_{n \geqslant 1}$ satisfies (GC) and let $f$ be a Lipschitz continuous function such that $G(f)=\int_{\mathbb{R}^{d}} f(x) G(d x)=0$. Then, there exist two explicit monotonic sequences $c_{n} \leqslant 1 \leqslant$ $C_{n}, n \geqslant 1$, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $a>0$ and $n \geqslant 1$ :

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\log (n)+1}\left|\nu_{n}^{Z}(f)\right| \geqslant a\right] \leqslant 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\nabla \varphi\|_{\infty}^{2}}\right) \tag{6.4}
\end{equation*}
$$

where $\varphi$ denotes the solution of the Poisson equation:

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d}, \frac{1}{2} \Delta \varphi(x)-\frac{1}{2} x \cdot \nabla \varphi(x)=f(x), \tag{6.5}
\end{equation*}
$$

which, under the current assumptions, is unique and belongs to $W_{p, \text { loc }}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, for any $p>1$, with $\|\nabla \varphi\|_{\infty} \leqslant$ $2[f]_{1}$.

Proof. For $\left(Z_{n}\right)_{n \geqslant 0}$ as in (6.2), and $\left(X_{n}\right)_{n \geqslant 0}$ as in (6.3) we introduce:

$$
\Delta_{n}:=Z_{n}-X_{n} .
$$

With the definition of $\nu_{n}^{Z}$ in (6.1), write $\nu_{n}^{Z}(f)=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(Z_{k-1}\right)$. We also have similarly $\nu_{n}^{X}(f):=$ $\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(X_{k-1}\right)$. For all $\lambda>0$, we derive similarly to (3.21) (see as well (5.29)) and with the notations
of (5.24):

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}^{Z}(f)\right| \geqslant a\right]= & \mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left(f\left(Z_{k-1}\right)-f\left(X_{k-1}\right)\right)+\nu_{n}^{X}(f)\right| \geqslant a\right] \\
\leqslant & \mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left(f\left(Z_{k-1}\right)-f\left(X_{k-1}\right)\right)+\nu_{n}^{X}\left(\mathcal{A} \varphi_{\delta}\right)+R_{n, \delta}(f)\right| \geqslant a\right] \\
\leqslant & 2 \exp \left(-\frac{\lambda a}{\sqrt{\Gamma_{n}}}\left(1-\frac{2 \sqrt{\Gamma_{n}} C_{\eta}[f]_{1} \delta}{a}\right)\right)\left(\mathbb{E} \exp \left(\bar{p}[f]_{1} \lambda \nu_{n}^{\Delta}(|\cdot|)\right)\right)^{\frac{1}{\bar{p}}}\left(\mathbb{E} \exp \left(-\frac{q \bar{q} \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q \bar{q}}} \\
& \times\left(\mathbb{E} \exp \left(\frac{2 p \bar{q} \lambda}{\Gamma_{n}}\left(\left|L_{n}\right|+\left|\bar{G}_{n}\right|\right)\right)\right)^{\frac{1}{2 \bar{q}}}\left(\mathbb{E} \exp \left(\frac{4 p \bar{q} \lambda}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p \bar{q}}}\left(\mathbb{E} \exp \left(\frac{4 p \bar{q} \lambda}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p \bar{q}}} \tag{6.6}
\end{align*}
$$

for $\bar{q}, q \in(1,+\infty), \bar{p}=\frac{\bar{q}}{\bar{q}-1}, p=\frac{q}{q-1}$. Also, $\varphi_{\delta}$ corresponds to the solution of the Poisson equation (6.5) obtained replacing $f$ by its mollified version $f_{\delta}$. Now, we need the following lemma to control $\nu_{n}^{\Delta}(|\cdot|):=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right|$.
Lemma 7. There is a non-negative constant $C_{6.7}$ such that for all $\lambda>0$ :

$$
\begin{equation*}
\mathbb{E} \exp \left(\lambda \nu_{n}^{\Delta}(|\cdot|)\right)=\mathbb{E} \exp \left(\frac{\lambda}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right|\right) \leqslant \exp \left(\frac{C_{6.7} \lambda \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}+\frac{C_{6.7}^{2} \lambda^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right) \tag{6.7}
\end{equation*}
$$

For clarity, we postpone the proof to the end of the current section.
On the other hand, from Section 5.3 we have that $\varphi_{\delta} \in \mathcal{C}^{3, \beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ for all $\beta \in(0,1)$. We derive from (6.6), (6.7) similarly to the proof of Theorem 7 by setting $\bar{\lambda}_{n}:=\frac{a \sqrt{\Gamma_{n}}}{q \bar{q}\|\nabla\|_{\infty}^{2}}$ :

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}^{Z}(f)\right| \geqslant a\right] \leqslant & 2 \exp \left(-\frac{a^{2}}{2 q \bar{q}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{4 \sqrt{\Gamma_{n}} C_{\eta}[f]_{1} \delta}{a}\right)\right) \exp \left(\frac{C_{6.7} \bar{\lambda}_{n}[f]_{1} \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}\right) \\
& \exp \left(\frac{C_{6.7}^{2} \bar{p}[f]_{1}^{2} \bar{\lambda}_{n}^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{p \bar{q}}} \exp \left(\frac{1}{p \bar{q}}\left(c_{V}+\frac{C_{3.27}^{\delta}}{2}\right)+\frac{\left(p a_{n}^{\delta}\right)^{2}}{2 \bar{q}}\right) \\
& \times \exp \left(\bar{\lambda}_{n}^{2}\left(p \bar{q}\left(\frac{3 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}^{2}}+\left[C_{3.26}^{\delta}+\frac{3}{2} C_{3.27}^{\delta}\right] \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)+\frac{1}{2 p \bar{q}}\right)\right) \\
\leqslant & 2\left(I_{V}^{1}\right)^{\frac{1}{p \bar{q}}} \exp \left(\frac{1}{p \bar{q}}\left(c_{V}+\frac{C_{3.27}^{\delta}}{2}\right)+\frac{p\left(a_{n}^{\delta}\right)^{2}}{2 \bar{q}}+\varepsilon_{n}^{-1} \Gamma_{n} \delta^{2}\right) \\
& \times \exp \left(-\frac{a^{2}}{2 q \bar{q}\|\nabla \varphi\|_{\infty}^{2}}\left(1-d_{n}^{\delta}-\frac{\bar{p}}{q \bar{q}\|\nabla \varphi\|_{\infty}^{2}} \frac{[f]_{1}^{2} C_{6.7}^{2}\left(\Gamma_{n}^{(3)}+\mathbb{E}\left[\left|U_{1}\right|\right]^{2}\left(\Gamma_{n}^{\left(\frac{3}{2}\right)}\right)^{2}\right)}{\Gamma_{n}}\right)\right),
\end{aligned}
$$

for $\varepsilon_{n}>0$ and $d_{n}^{\delta}$ as in (5.30). Choose again $\left(p_{n}\right)_{n \geqslant 1}$ and $\delta$ as in Section 5.3 so that $q_{n} \vec{n} 1, d_{n}^{\delta} \vec{n} 0$ with the indicated monotonicity for $n$ large enough. We can now take $\bar{p}:=\bar{p}_{n} \underset{n}{ }+\infty$ such that $\frac{\bar{p}}{\Gamma_{n}} \vec{n}_{n} 0$. The above inequality then gives the result up to a direct modification of the sequences $\left(C_{n}\right)_{n \geqslant 1},\left(c_{n}\right)_{n \geqslant 1}$.

Proof of Lemma 7. The definition of $\Delta_{n}$ implies:

$$
\Delta_{n+1}=\Delta_{n}\left(1-\frac{\gamma_{n+1}}{2}\right)+r_{n} Z_{n}
$$

where we recall from (6.2) that $r_{n}:=\sqrt{1-\frac{1}{n+1}}-1+\frac{1}{2(n+1)}=O\left(\frac{1}{n^{2}}\right)$. In particular, there exists $\bar{C}_{1}>0$ such that for all $n \geqslant 1$,

$$
\begin{equation*}
\left|r_{n}\right| \leqslant \frac{\bar{C}_{1}}{n^{2}} \tag{6.8}
\end{equation*}
$$

Setting now $\rho_{0}=1$ and for $n \geqslant 1$ :

$$
\rho_{n}:=\left[\prod_{k=1}^{n}\left(1-\frac{\gamma_{k}}{2}\right)\right]^{-1}=\prod_{k=1}^{n} \frac{2 k}{2 k-1}
$$

a direct induction on $\Delta_{n}$ yields:

$$
\begin{equation*}
\Delta_{n}=\frac{1}{\rho_{n}} \sum_{k=1}^{n} r_{k} \rho_{k} Z_{k}=\frac{1}{\rho_{n}} \sum_{k=1}^{n} r_{k} \rho_{k}\left(\sum_{l=1}^{k} \frac{U_{l}}{\sqrt{k}}\right)=\frac{1}{\rho_{n}} \sum_{l=1}^{n}\left(\sum_{k=l}^{n} \frac{r_{k} \rho_{k}}{\sqrt{k}}\right) U_{l} . \tag{6.9}
\end{equation*}
$$

Also, from the Wallis formula $\rho_{n} \sim_{n} \sqrt{\pi n}$, which implies that there exists $\bar{C}_{2} \geqslant 1$ such that for all $n \geqslant 1$ :

$$
\begin{equation*}
\bar{C}_{2}^{-1} \sqrt{n} \leqslant \rho_{n} \leqslant \bar{C}_{2} \sqrt{n} \tag{6.10}
\end{equation*}
$$

We now get from (6.9) and the Fubini theorem:

$$
\begin{equation*}
\Gamma_{n} \nu_{n}^{\Delta}(|\cdot|)=\sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right| \leqslant \sum_{k=1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{l=1}^{k-1}\left(\sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right)\left|U_{l}\right|=\sum_{l=1}^{n-1}\left[\sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}}\left(\sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right)\right]\left|U_{l}\right| . \tag{6.11}
\end{equation*}
$$

Combining (6.8) and (6.10), we get that there exist constants $\bar{C}_{3}, \bar{C}_{4}>0$ such that for all $k \in \llbracket l+1, n \rrbracket$.

$$
\begin{equation*}
\frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}} \leqslant \frac{\bar{C}_{3}}{k^{3 / 2} l}, \sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}} \leqslant \frac{\bar{C}_{4}}{l^{3 / 2}} \tag{6.12}
\end{equation*}
$$

Plugging this inequality in (6.11), we derive:

$$
\begin{equation*}
\nu_{n}^{\Delta}(|\cdot|) \leqslant \frac{1}{\Gamma_{n}} \sum_{l=1}^{n-1}\left[\sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right]\left|U_{l}\right| \leqslant \frac{\bar{C}_{4}}{\Gamma_{n}} \sum_{l=1}^{n-1} \frac{\left|U_{l}\right|}{l^{3 / 2}} . \tag{6.13}
\end{equation*}
$$

For any $\lambda>0$, Equation (6.13) and the Gaussian concentration property (GC) of the innovation entail:

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda \nu_{n}^{\Delta}(|\cdot|)\right) & \leqslant \prod_{k=1}^{n-1} \mathbb{E} \exp \left(\frac{C_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}}\left|U_{k}\right|\right) \leqslant \prod_{k=1}^{n-1} \exp \left(\frac{\bar{C}_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}} \mathbb{E}\left[\left|U_{1}\right|\right]+\frac{1}{2}\left(\frac{\bar{C}_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}}\right)^{2}\right) \\
& =\exp \left(\frac{\bar{C}_{4} \lambda \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}+\frac{\bar{C}_{4}^{2} \lambda^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right)
\end{aligned}
$$

This completes the proof.
6.2. Numerical Results. We present in this section numerical results associated with the computation of the empirical measure $\nu_{n}$ illustrating our previous theorems.
6.2.1. Sub-Gaussian tails. We first consider $d=r=1$. Also, for simplicity, the innovations $\left(U_{i}\right)_{i \geqslant 1}$ and $X_{0}$ are Bernoulli variables with $\mathbb{P}\left(U_{1}=-1\right)=\mathbb{P}\left(U_{1}=-1\right)=\frac{1}{2}$. We illustrate here Theorem 2 taking $b(x)=-\frac{x}{2}$, and $\sigma(x)=\cos (x)$ in (1.1). This is a (weakly) hypoelliptic example. Indeed, setting for $x \in \mathbb{R}, X_{1}(x)=$ $\cos (x) \partial_{x}$ and $X_{0}(x)=-\frac{x}{2} \partial_{x}$, we have $\operatorname{span}\left\{X_{1},\left[X_{1}, X_{0}\right]\right\}=\mathbb{R}$. We choose as well to compute $\nu_{n}(\mathcal{A} \varphi)$ for $\varphi(x)=x+\varepsilon \cos (x)$ for $\varepsilon=0.01$, and $\varphi(x)=\cos (x)$. The function $\varphi$ is here given. The assumptions of Theorem 2 follow from Theorem 18 in Rotschild and Stein [RS76] (up to the introduction of a suitable partition of unity). From Theorem 2, for steps of the form $\left(\gamma_{k}\right)_{k \geqslant 1}=\left(k^{-\theta}\right)_{k \geqslant 1}, \theta \in[1 / 3,1]$ (corresponding to $\beta=1$ in Theorem 2), the function $a \in \mathbb{R}^{+} \mapsto g_{n, \theta}(a):=\left\{\begin{array}{l}\log \left(\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right| \geqslant a\right]\right), \quad \theta \in(1 / 3,1], \\ \log \left(\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\left(\mathcal{B}_{n, 1}-E_{n}^{1}\right)\right| \geqslant a\right]\right), \quad \theta=1 / 3,\end{array}\right.$
is such that for $a>a_{n}:=a_{n}(\theta)$ where for $\theta \in(1 / 3,1], a_{n}(\theta)=0$ and for $\theta=1 / 3, a_{n}(\theta)=\frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}$ :

$$
g_{n, \theta}(a) \leqslant-c_{n} \frac{\left(a-a_{n}\right)^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}+\log \left(2 C_{n}\right)
$$

We plot in Figure 1 the curves of $g_{n, \theta}$ for $\theta$ varying as $\theta_{j}=\frac{1}{3}+\left(1-\frac{1}{3}\right) \frac{j}{5}$, for $j \in \llbracket 1,5 \rrbracket, \varphi(x)=x+\varepsilon \cos (x)$ and in Figure 2 the curve of $g_{n, \theta}$ for $\theta=\theta_{0}=\frac{1}{3}$ and $\varphi(x)=\cos (x)$. The simulations have been performed for $n=5 \times 10^{4}$ in Figure 1, $n=5 \times 10^{6}$ in Figure 2, and the probability estimated by Monte Carlo simulation for $M C=10^{4}$ realizations of the random variable $\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right|$ in the unbiased case and in the biased case of the random variable $\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+\left(\mathcal{B}_{n, 1}-E_{n}^{1}\right)^{M}\right|$, where $\left(\mathcal{B}_{n, 1}-E_{n}^{1}\right)^{M}$ is obtained from $\mathcal{B}_{n, 1}-E_{n}^{1}$ replacing the integral over $[0,1]$, that needs to be evaluated at every time step, by a quantization of the uniform law on [ 0,1$]$ with $M=10$ points. We refer to [GL00] or [Pag97] for details on quantization. We point out that this is one drawback that appears to obtain the fastest convergence rate, the bias needs to be estimated and therefore the function $\varphi$ in some sense known (since the approximation of the bias requires to compute its derivatives). The corresponding
$95 \%$ confidence intervals have size at most of order 0.016 . To compare with, we also introduce the functions $S_{n, \theta}(a):=-\frac{\left(a-a_{n}(\theta)\right)^{2}}{2\|\sigma\|_{\rho}^{2}\|\nabla \varphi\|_{\infty}^{2}}, S_{n, \theta, c}(a):=-\frac{\left(a-a_{n}(\theta)\right)^{2}}{2 \nu_{n_{c}}\left(\sigma^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}, S_{n, \theta, A}(a):=-\frac{\left(a-a_{n}(\theta)\right)^{2}}{\left.2 \nu_{n_{c}}|\sigma \nabla \varphi|^{2}\right)}$ and the optimal concentration $P\left(\lambda_{\min }\right)(n, \theta, a, \rho)$, obtained in Remark 11, optimizing numerically in $\rho$. The quantities $\nu_{n_{c}}\left(\sigma^{2}\right), \nu_{n_{c}}\left(|\sigma \nabla \varphi|^{2}\right)$ in the previous expressions actually correspond to the numerical estimation, for $n_{c}=10^{4}$ and $\left(\gamma_{k}^{c}\right)_{k \geqslant 1}=\left(k^{-\theta^{c}}\right)_{k \geqslant 1}$ with $\theta^{c}=\frac{1}{3}+10^{-3}$, of $\nu\left(\sigma^{2}\right), \nu\left(|\sigma \nabla \varphi|^{2}\right)$ appearing respectively in the sharper concentration bound of Theorem 8 when $\sigma^{2}-\nu\left(\sigma^{2}\right)$ is a coboundary and in the asymptotic Theorem 1. In the unbiased case of Figure 1, we plot the maximum in $j$ of the $\left(S_{n, \theta_{j}}\right)_{j \in \llbracket 1,5 \rrbracket},\left(S_{n, \theta_{j}, c}\right)_{j \in \llbracket 1,5 \rrbracket},\left(S_{n, \theta_{j}, A}\right)_{j \in \llbracket 1,5 \rrbracket},\left(P\left(\lambda_{\min }\right)\left(n, \theta_{j}, a, \rho\right)\right)_{j \in \llbracket 1,5 \rrbracket}$ corresponding to $j=1$. The associated curves are denoted by $S_{n}, S_{n, c}, S_{n, A}$ and $P\left(\lambda_{\min }\right)(n)$.

The Figures 1 and 2 correspond to the unbiased and biased cases respectively. In the unbiased case, we observe that the curves almost overlay, the optimal deviation rate $P\left(\lambda_{\min }\right)$ is very close to the empirical data. It is also below the numerical estimation of the asymptotic threshold given by $S_{n, \theta, A}$ which is, for our considered example, almost indistinguishable from the coboundary $S_{n, \theta, c}$ (indeed, since $\varepsilon=0.01,\|\nabla \varphi\|_{\infty}^{2} \leqslant 1+\varepsilon^{2}$ and $\left.\nu\left(\sigma^{2}\right)\|\nabla \varphi\|_{\infty}^{2} \simeq \nu\left(|\sigma \nabla \varphi|^{2}\right)\right)$ and far below from the bounds of $S_{n, \theta}$. In the biased case, $P\left(\lambda_{\min }\right)$ stays very close to the theoretical asymptotic bound given by $S_{n, \theta, A}$ up to a certain deviation level $a$, namely for $a \in[0,0.5]$. It then remains the best bound provided by our results. In this example, the improvement associated with $S_{n, \theta, c}$ is also notable. It is precisely because the source term has a more oscillating gradient that we have also considered a larger running time, corresponding to $n=10^{6}$, for the empirical curves. For this choice, we see relatively good agreement w.r.t. to the asymptotic deviation bounds of $S_{n, \theta_{0}, A}$.

The figures below thus illustrate that the explicit optimal rate of Remark 11 seems rather appropriate to capture the deviations of the empirical random measures.


Figure 1. Unbiased Case. Plot of $a \mapsto g_{n, \theta}(a)$, for $\left(\theta_{k}\right)_{k \in \llbracket 1,5 \rrbracket}$, with $\varphi(x)=\sigma(x)=x+\varepsilon \cos (x), \varepsilon=0.01$.


Figure 2. Biased Case. Plot of $a \mapsto g_{n, \theta}(a)$, for $\theta_{0}=\frac{1}{3}$, with $\varphi(x)=$ $\sigma(x)=\cos (x)$.

We eventually plot below the deviation curves with source $\varphi(x)=\cos (x)$ adding a last curve obtained replacing in the formula for $P\left(\lambda_{\min }\right)$ of Remark 11 the $\|\nabla \varphi\|_{\infty}^{2} \nu\left(\sigma^{2}\right)$ by $\nu\left(|\sigma \nabla \varphi|^{2}\right)$. For practical purposes, this last quantity is again estimated numerically with the same previous parameters. Even if the analysis of Theorem 8 cannot be extended to justify such a choice, the empirical evidence is rather striking.
6.2.2. Slutsky like result. In this paragraph, we illustrate our results from Theorem 6, which can be viewed as an extension of the usual Slustky's Lemma to our current framework, for a multidimensional process, precisely for $r=d=2$ in the case $\beta \in(0,1)$. In order to converge as fast as possible without bias, we take $\theta=\frac{1}{2+\beta}+\frac{1}{1000}$. We also choose a model which satisfies the assumptions of Theorem 4 under ( $\mathbf{C}_{\mathbf{U E}}$ ) and Lemma 6. We consider:

$$
f(x)=\frac{|x|^{1+\beta}}{1+|x|^{\beta}}, b(x)=\binom{-4 x_{1}+6 x_{2}}{-5 x_{1}-5 x_{2}}, \sigma \sigma^{*}(x)=\left(\begin{array}{cc}
\frac{\cos \left(x_{1}+x_{2}\right)}{2}+1 & \frac{\sin \left(x_{1}\right) \sin \left(x_{2}\right)}{4} \\
\frac{\sin \left(x_{1}\right) \sin \left(x_{2}\right)}{4} & 1-\frac{\sin \left(x_{2}\right)}{2}
\end{array}\right) .
$$

Remark that the non-degeneracy condition (UE) is fulfilled by $\Sigma=\sigma \sigma^{*}$, as well as the condition set in Theorem 4 under ( $\left.\mathbf{C}_{\mathbf{U E}}\right), \Sigma_{i, j}(x)=\Sigma_{i, j}\left(x_{i}, \ldots, x_{d}\right)$, for all $1 \leqslant i \leqslant j \leqslant d$. Furthermore, from the Cholesky


Figure 3. Plot of $a \mapsto g_{n, \theta}(a)$, for $\left(\theta_{k}\right)_{k \in \llbracket 1,5 \rrbracket}$, with $\varphi(x)=\sigma(x)=$ $\cos (x)$.
decomposition, we write:

$$
\sigma(x)=\left(\begin{array}{cc}
\sqrt{\frac{\cos \left(x_{1}+x_{2}\right)}{2}+1} & 0 \\
\frac{\sin \left(x_{1}\right) \sin \left(x_{2}\right)}{4 \sqrt{\frac{\cos \left(x_{1}+x_{2}\right)}{2}+1}} & \sqrt{-\frac{\sin \left(x_{1}\right)^{2} \sin \left(x_{2}\right)^{2}}{16\left(\frac{\cos \left(x_{1}+x_{2}\right)}{2}+1\right)}+1-\frac{\sin \left(x_{2}\right)}{2}}
\end{array}\right) .
$$

Let us check that $\left(\mathbf{D}_{\alpha}^{p}\right)$ is satisfied. Firstly, remark that $\frac{D b+D b^{*}}{2}$ is a constant matrix whose eigenvalues are $\left\{-\frac{\sqrt{2}+9}{2}, \frac{\sqrt{2}-9}{2}\right\}$. Direct computations yield that, for all $x \in \mathbb{R}^{d}, \xi \in \mathbb{R}^{d}$ :

$$
\left\langle\frac{D b(x)+D b(x)^{*}}{2} \xi, \xi\right\rangle+\frac{1}{2} \sum_{j=1}^{r}\left|D \sigma_{\cdot j}(x) \xi\right|^{2} \leqslant-3.085|\xi|^{2} .
$$

It can be checked similarly that the condition $\|D \sigma\|_{\infty}^{2} \leqslant \frac{2 \alpha}{2(1+\beta)-p}$ is satisfied for $\alpha=3.085$ and $\beta=.5$ which we consider below. Also, the condition ( $\mathbf{R}_{1, \beta}$ ) clearly holds. In other words, all assumptions of Theorem 6 are in force. We set for the following plot:

$$
\left.g_{n}^{\sigma}(a)=\log \mathbb{P}\left[\sqrt{\Gamma_{n}} \mid \nu_{n} f\right) \mid \geqslant a\right], S_{\sigma}(a)=-\frac{a^{2} \alpha^{2}}{2[f]_{1}^{2}}
$$

with $\alpha=3.085$, and $[f]_{1}=1$.
Unlike in the previous simulations, we do not know here the value of $\nu(f)$. In fact, in paragraph 6.2 .1 we had chosen to compute the deviation of $\mathcal{A} \varphi$ from $0=\nu(\mathcal{A} \varphi)$. Here, we estimate from the ergodic theorem $\nu(f)$, taking $\beta=.5$, by $\nu_{n^{c}}(f) \approx 0.71308$ for $n^{c}=5 \cdot 10^{5}$. Running $M C=10^{2}$ samples, we find that the size of the associated $95 \%$ confidence interval is $3.208 \cdot 10^{-4}$. Finally, the simulations are performed for $n=5 \times 10^{4}$, and the probability is calculated by Monte Carlo algorithm for $M C=10^{3}$ realizations. The maximum size of the associated $95 \%$ confidence interval is $4.75054 \cdot 10^{-5}$. The innovations are Gaussian random variables.

In Figure 4, we observe that the curve $S_{\sigma}$ stays above $g_{n}^{\sigma}$ as proved in Theorem 6. However, remark that the graphs are quite spaced. This can be explained, among other things, by the difference between $\nu\left(\|\sigma\|^{2}\right) \frac{[f]_{1}}{\alpha}$ and the asymptotic variance $\nu\left(\left|\sigma^{*} \nabla \varphi\right|^{2}\right)$. Furthermore we have represented $S_{\sigma}$ which is a kind of asymptotic version of $P\left(\lambda_{\min }(n)\right)$ in the previous plots.
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Figure 4. Plot of $a \mapsto g_{n}(a)$ with $f(x)=\frac{|x|^{\beta}}{1+|x|^{\beta}}, \beta=.5$.
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