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# NON-ASYMPTOTIC GAUSSIAN ESTIMATES FOR THE RECURSIVE APPROXIMATION OF THE INVARIANT MEASURE OF A DIFFUSION 

I. HONORÉ, S. MENOZZI, AND G. PAGÈS


#### Abstract

We obtain non-asymptotic Gaussian concentration bounds for the difference between the invariant measure $\nu$ of an ergodic Brownian diffusion process and the empirical distribution of an approximating scheme with decreasing time step along a suitable class of (smooth enough) test functions $f$ such that $f-\nu(f)$ is a coboundary of the infinitesimal generator. We show that these bounds can still be improved when the (squared) Fröbenius norm of the diffusion coefficient lies in this class. We apply these bounds to design computable non-asymptotic confidence intervals for the approximating scheme. As a theoretical application, we finally derive non-asymptotic deviation bounds for the almost sure Central Limit Theorem.


## 1. Introduction

1.1. Setting. The aim of this article is to approach the invariant measure of the solution of the diffusion equation:

$$
\begin{equation*}
d Y_{t}=b\left(Y_{t}\right) d t+\sigma\left(Y_{t}\right) d W_{t} \tag{1.1}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ is a Wiener process of dimension $r$ on a given filtered probability space $\left(\Omega, \mathcal{G},\left(\mathcal{G}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, and $\sigma: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{r}$ are assumed to be Lipschitz continuous functions and to satisfy a suitable Lyapunov like condition ensuring existence of an invariant measure. We will also assume uniqueness of the invariant measure, denoted from now by $\nu$. We refer to the monographs by Khasminski and Milstein [KM11], Ethier and Kurtz [EK86] or Villani [Vil09], for a thorough discussion on the conditions yielding such existence and uniqueness results.

We introduce an approximation algorithm based on an Euler like discretization with decreasing time step, which may use more general innovations than the Brownian increments. Namely, for the step sequence $\left(\gamma_{k}\right)_{k \geq 1}$ and $n \geq 0$, we define:

$$
\begin{equation*}
X_{n+1}=X_{n}+\gamma_{n+1} b\left(X_{n}\right)+\sqrt{\gamma_{n+1}} \sigma\left(X_{n}\right) U_{n+1} \tag{S}
\end{equation*}
$$

where $X_{0} \in L^{2}\left(\Omega, \mathcal{F}_{0}, \mathbb{P}\right)$ and $\left(U_{n}\right)_{n \geq 1}$ is an i.i.d. sequence of centered random variables matching the moments of the Gaussian law on $\mathbb{R}^{r}$ up to order three, independent of $X_{0}$.

We define the empirical (random) measure of the scheme in the following way. For all $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ (where $\mathcal{B}\left(\mathbb{R}^{d}\right)$ denotes the Borel $\sigma$-field on $\left.\mathbb{R}^{d}\right)$ :

$$
\begin{equation*}
\nu_{n}(A):=\nu_{n}(\omega, A):=\frac{\sum_{k=1}^{n} \gamma_{k} \delta_{X_{k-1}(\omega)}(A)}{\sum_{k=1}^{n} \gamma_{k}} . \tag{1.2}
\end{equation*}
$$

The measure $\nu_{n}$ is here defined accordingly to the intrinsic time scale of the scheme. Since we are interested in long time approximation, we consider steps $\left(\gamma_{k}\right)_{k \geq 1}$ such that $\Gamma_{n}:=\sum_{k=1}^{n} \gamma_{k} \vec{n}+\infty$. We also assume $\gamma_{k} \vec{k} 0$. Observe that, for a bounded $\nu$-a.s. continuous function $f$, it can be shown, see e.g. Theorem 1 in [LP02], that:

$$
\begin{equation*}
\nu_{n}(f)=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(X_{k-1}\right) \xrightarrow[n]{\text { a.s. }} \nu(f)=\int_{\mathbb{R}^{d}} f(x) \nu(d x), \tag{1.3}
\end{equation*}
$$

or equivalently that $\nu_{n}(\omega, \cdot) \xrightarrow[n]{w} \nu, \mathbb{P}(d \omega)-$ a.s. The above result can be seen as an inhomogeneous counterpart of stability results discussed for homogeneous Markov chains in Duflo [Duf90]. Intuitively, the decreasing steps

[^0]make the approximation more and more accurate in long time and, therefore, the ergodic empirical mean of the scheme converges to the quantity of interest. Put it differently, there is no bias. This is a significant advantage w.r.t. a more naive discretization method that would rely on a constant step scheme. Indeed, even if this latter approach gains in simplicity, taking $\gamma_{k}=h>0$ in (S) would lead to replace the r.h.s. of (1.3) by the quantity $\nu^{h}(f):=\int_{\mathbb{R}^{d}} f(x) \nu^{h}(d x)$, with $\nu^{h}$ denoting the invariant measure of the scheme. In such a case, for the analysis to be complete, one needs to investigate the difference $\nu-\nu^{h}$ through the corresponding continuous and discrete Poisson problems. We refer to Talay et al. [TT90], [Tal02] for a precise presentation of this approach.

Now, once (1.3) is available, the next question naturally concerns the rate of that convergence. This was previously investigated by Lamberton and Pagès [LP02] for functions $f$ writing as $f-\nu(f)=\mathcal{A} \varphi$, where $\mathcal{A}$ stands for the infinitesimal generator of (1.1), i.e. $f-\nu(f)$ is a coboundary. The specific reason of investigating such kind of functions simply follows from the fact that the invariant measure $\nu$ solves, at least in the distributional sense, the Poisson equation $\mathcal{A}^{*} \nu=0$ (where $\mathcal{A}^{*}$ stands for the adjoint of $\mathcal{A}$ ). Thus, for a smooth function $\varphi$, one gets that $\nu(\mathcal{A} \varphi)=\int_{\mathbb{R}^{d}} \mathcal{A} \varphi(x) \nu(d x)=0$. The authors then investigate the convergence in law of the renormalized difference $\nu_{n}(\mathcal{A} \varphi)-\nu(\mathcal{A} \varphi)=\nu_{n}(\mathcal{A} \varphi)$. We emphasize that the CLT for functions of that type does not require non-degeneracy conditions. These assumptions naturally appear to investigate the limit behavior of a suitable renormalization of the quantity $\nu_{n}(f)-\nu(f)$ for a general and possibly unbounded given $f$. In that case, the Poisson equation $\mathcal{A} \varphi=f-\nu(f)$ needs to be solved and this is precisely for this step that some structure conditions are needed. We refer for instance to the work of Pardoux and Veretennikov [PV01], Rothschield and Stein [RS76] or Villani [Vil09] who discuss the solvability of the Poisson problem under some ellipticity or hypoellipticity assumptions, or to Pagès and Panloup [PP12] who exploit some confluence conditions allowing to handle for instance the case of an Ornstein-Uhlenbeck process with degenerate covariance matrix.

In the current paper, our goal will be to establish, in such cases, a non-asymptotic Gaussian control for the deviations of the quantity $\nu_{n}(f)-\nu(f)$. Non-asymptotic bounds are crucial in many applicative fields. Indeed, for specific practical simulations, it is not always possible to run ergodic means for very large values of $n$. It will be direct to derive, as a by-product of our deviations estimates, some non-asymptotic confidence intervals that can be explicitly computed.
1.2. Assumptions and Related Asymptotic Results. From now on, we will extensively use the following notations. For a given step sequence $\left(\gamma_{n}\right)_{n \geq 1}$, we denote:

$$
\forall \ell \in \mathbb{R}, \Gamma_{n}^{(\ell)}:=\sum_{k=1}^{n} \gamma_{k}^{\ell}, \Gamma_{n}:=\sum_{k=1}^{n} \gamma_{k}=\Gamma_{n}^{(1)} .
$$

In practice, we will consider time step sequences: $\gamma_{n} \asymp \frac{1}{n^{\theta}}$ with $\theta \in(0,1]$, where for two sequences $\left(u_{n}\right)_{n \in \mathbb{N}},\left(v_{n}\right)_{n \in \mathbb{N}}$ the notation $u_{n} \asymp v_{n}$ means that $\exists n_{0} \in \mathbb{N}, \exists C \geq 1$ s.t. $\forall n \geq n_{0}, C^{-1} v_{n} \leq u_{n} \leq C v_{n}$.

## Hypotheses.

(C1) The random variable $X_{0}$ is supposed to be sub-Gaussian, i.e. square exponentially integrable up to some threshold. Namely, there exists $\lambda_{0} \in \mathbb{R}_{+}^{*}$ such that:

$$
\forall \lambda<\lambda_{0}, \mathbb{E}\left[\exp \left(\lambda\left|X_{0}\right|^{2}\right)\right]<+\infty
$$

(GC) The i.i.d. innovation sequence $\left(U_{n}\right)_{n \geq 1}$ is such that $\mathbb{E}\left[U_{1}\right]=0$ and for all $(i, j, k) \in\{1, \cdots, r\}^{3}, \mathbb{E}\left[U_{1}^{i} U_{1}^{j}\right]=$ $\delta_{i j}, \mathbb{E}\left[U_{1}^{i} U_{1}^{j} U_{1}^{k}\right]=0$. Also, $\left(U_{n}\right)_{n \geq 1}$ and $X_{0}$ are independent. Eventually, $U_{1}$ satisfies the following Gaussian concentration property, i.e. for every 1 -Lipschitz continuous function $g: \mathbb{R}^{r} \rightarrow \mathbb{R}$ and every $\lambda>0$ :

$$
\mathbb{E}\left[\exp \left(\lambda g\left(U_{1}\right)\right)\right] \leq \exp \left(\lambda \mathbb{E}\left[g\left(U_{1}\right)\right]+\frac{\lambda^{2}}{2}\right)
$$

Observe that if $U_{1} \stackrel{(\text { law })}{=} \mathcal{N}\left(0, I_{r}\right)$ or $U_{1} \stackrel{(\text { law })}{=}\left(\frac{1}{2}\left(\delta_{1}+\delta_{-1}\right)\right)^{\otimes r}$, i.e. for Gaussian or symmetrized Bernoulli increments which are the most commonly used sequences for the innovations, the above identity holds. On the other hand, what follows can be adapted almost straightforwardly for a wider class of sub-Gaussian distributions satisfying that there exists $\varpi>0$ s.t. for all $\lambda>0$ :

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(\lambda g\left(U_{1}\right)\right)\right] \leq \exp \left(\lambda \mathbb{E}\left[g\left(U_{1}\right)\right]+\frac{\varpi \lambda^{2}}{4}\right) \tag{1.4}
\end{equation*}
$$

yielding that for all $r \geq 0, \mathbb{P}\left[\left|U_{1}\right| \geq r\right] \leq 2 \exp \left(-\frac{r^{2}}{\omega}\right)$ (sub-Gaussian concentration of the innovation). Setting $\varpi=2$ corresponds to the standard Gaussian concentration. This is also the constant in the logarithmic Sobolev
inequality satisfied by the standard Gaussian measure.
(C2) There exists a positive constant $\kappa$ s.t., defining for all $x \in \mathbb{R}^{d}, \Sigma(x):=\sigma \sigma^{*}(x)$ :

$$
\sup _{x \in \mathbb{R}^{d}} \operatorname{Tr}(\Sigma(x))=\sup _{x \in \mathbb{R}^{d}}\|\sigma(x)\|^{2} \leq \kappa,
$$

where $\|\sigma(x)\|$ stands for the Fröbenius norm of $\sigma(x)$. We then set $\|\sigma\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}\|\sigma(x)\|$.
$\left(\mathcal{L}_{\mathrm{V}}\right)$ We have the following Lyapunov like stability condition:
There exists $V: \mathbb{R}^{d} \longrightarrow\left[v^{*},+\infty\left[\right.\right.$ with $v^{*}>0$ s.t.
i) $V$ is a $\mathcal{C}^{2}$ function, $\left\|D^{2} V\right\|_{\infty}<\infty$, and $\lim _{|x| \rightarrow \infty} V(x)=+\infty$.
ii) There exists $C_{V} \in(0,+\infty)$ s.t. for all $x \in \mathbb{R}^{d}$ :

$$
|\nabla V(x)|^{2}+|b(x)|^{2} \leq C_{V} V(x) .
$$

iii) Let $\mathcal{A}$ be the infinitesimal generator associated with the diffusion equation (1.1), defined for all $\varphi \in$ $C_{0}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for all $x \in \mathbb{R}^{d}$ by:

$$
\mathcal{A} \varphi(x)=b(x) \cdot \nabla \varphi(x)+\frac{1}{2} \operatorname{Tr}\left(\Sigma(x) D^{2} \varphi(x)\right),
$$

where, for two vectors $v_{1}, v_{2} \in \mathbb{R}^{d}$, the symbol $v_{1} \cdot v_{2}$ stands for the canonical inner product of $v_{1}$ and $v_{2}$, and, for $M \in \mathbb{R}^{d} \otimes \mathbb{R}^{d}, \operatorname{Tr}(M)$ denotes the trace of the matrix $M$.

There exist $\alpha_{V}>0, \beta_{V} \in \mathbb{R}^{+}$s.t. for all $x \in \mathbb{R}^{d}$,

$$
\mathcal{A} V(x) \leq-\alpha_{V} V(x)+\beta_{V} .
$$

( $\mathbf{U})$ There is a unique invariant measure $\nu$ to equation (1.1).
(S) For $V$ satisfying $\left(\mathcal{L}_{V}\right)$ :
i) There exist constants $K$ and $\bar{c}$ s.t. for $|x| \geq K,|V(x)| \leq \bar{c}|x|^{2}$.
ii) We assume that the sequence $\left(\gamma_{k}\right)_{k \geq 1}$ satisfies for all $k \geq 1, \gamma_{k} \leq \frac{1}{2} \min \left(\frac{1}{\sqrt{C_{V \bar{c}}}}, \frac{\alpha_{V}}{C_{V}\left\|D^{2} V\right\|_{\infty}}\right)$.

Condition ii) in (S) means that the time steps are sufficiently small w.r.t. the upper bounds of the coefficients and the Lyapunov function.

Remark 1. The above conditions actually imply that the drift coefficient b lies, out of a compact set, between two hyperplanes separated from 0. Also, the Lyapunov function is equivalent to the square norm.

We have assumed $(\mathbf{U})$ without imposing some specific non degeneracy conditions. Observe that $\left(\mathcal{L}_{\mathbf{V}}\right)$ yields existence (see [EK86]). Additional structure conditions ((hypo)ellipticity [KM11], [PV01], [Vil09] or confluence [PP12]) then yield uniqueness.

Assumption (S) is a technical condition which is exploited in order to derive the non-asymptotic controls of Theorem 3 (see especially the proof of Lemma 5 below).

We say that assumption (A) holds whenever (C1), (GC), (C2), ( $\left.\mathcal{L}_{\mathbf{V}}\right),(\mathbf{U})$ and $(\mathbf{S})$ are fulfilled. Except when explicitly indicated, we assume throughout the paper that assumption (A) is in force.

Observe that, as soon as conditions $(\mathbf{C} 2),\left(\mathcal{L}_{\mathbf{V}}\right),(\mathbf{U})$ are satisfied and $\mathbb{E}\left[U_{1}\right]=0$, the following Central Limit Theorem (CLT) holds (see Theorems 9, 10 in [LP02]).
Theorem 1. Under $(\mathbf{C} 2),\left(\mathcal{L}_{\mathbf{V}}\right)$, ( $\left.\mathbf{U}\right)$, if $\mathbb{E}\left[U_{1}\right]=0, \mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$, we have the following results.
(a) Fast decreasing step. If $\lim _{n} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=0$ and $\mathbb{E}\left[\left|U_{1}\right|^{6}\right]<+\infty$, then, for all globally Lipschitz function $\varphi$ in $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $D^{2} \varphi$ and $D^{3} \varphi$ bounded, one has:

$$
\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) \underset{\mathcal{L}}{\longrightarrow} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu\right) .
$$

(b) Critical and Slowly decreasing step. If $\left.\left.\lim _{n} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=\tilde{\gamma} \in\right] 0,+\infty\right]$ and if $\mathbb{E}\left[\left|U_{1}\right|^{8}\right]<+\infty$, then for all globally Lipschitz function $\varphi$ in $\mathcal{C}^{4}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $\left(D^{i} \varphi\right)_{i \in\{2,3,4\}}$ bounded, one gets:

$$
\begin{array}{ll}
\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi) & \xrightarrow{\mathcal{L}} \mathcal{N}\left(\tilde{\gamma} m, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} d \nu\right) \text { if } \tilde{\gamma}<+\infty, \text { (Critical decreasing step) } \\
\frac{\Gamma_{n}}{\Gamma_{n}^{(2)}} \nu_{n}(\mathcal{A} \varphi) \xrightarrow{\mathbb{P}} m \text { if } \tilde{\gamma}=+\infty, \text { (Slowly decreasing step), }
\end{array}
$$

where

$$
\begin{aligned}
m & :=-\int_{\mathbb{R}^{d}}\left(\frac{1}{2} D^{2} \varphi(x) b(x)^{\otimes 2}+\Phi_{4}(x)\right) \nu(d x), \\
\Phi_{4}(x) & :=\int_{\mathbb{R}^{r}}\left(\frac{1}{2}\left\langle D^{3} \varphi(x) b(x),(\sigma(x) u)^{\otimes 2}\right\rangle+\frac{1}{24} D^{4} \varphi(x)(\sigma(x) u)^{\otimes 4}\right) \mu(d u)
\end{aligned}
$$

and $\mu$ denotes the law of the innovations $\left(U_{k}\right)_{k \geq 1}$. In the above definition of $\Phi_{4}$, the term $D^{3} \varphi$ stands for the order 3 tensor $\left(\partial_{x_{i}, x_{j}, x_{k}}^{3} \varphi\right)_{(i, j, k) \in \llbracket 1, d]^{3}}$ and we denote, for all $x \in \mathbb{R}^{d}$, by $D^{3} \varphi(x) b(x)$ the $\mathbb{R}^{d} \otimes \mathbb{R}^{d}$ matrix with entries $\left(D^{3} \varphi(x) b(x)\right)_{i j}=\sum_{k=1}^{d}\left(D^{3} \varphi(x)\right)_{i j k} b_{k}(x),(i, j) \in \llbracket 1, d \rrbracket^{2}$.

Remark 2. Let us specify that for a step sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ s.t. $\gamma_{n} \asymp n^{-\theta}, \theta \in(0,1]$, it is easily checked that case (a) occurs for $\theta \in\left(\frac{1}{3}, 1\right]$ for which $\frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \underset{n}{ } 0$. In case (b), that is for $\theta \in\left(0, \frac{1}{3}\right], \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \underset{n}{ } \tilde{\gamma}$, with $\tilde{\gamma}<+\infty$ for $\theta=\frac{1}{3}$ and $\tilde{\gamma}=+\infty$ for $\theta \in\left(0, \frac{1}{3}\right)$.

Let us mention that, when $\frac{\Gamma_{n}^{(3 / 2)}}{\sqrt{\Gamma_{n}}}<+\infty$, i.e. $\gamma_{n} \asymp n^{-\theta}, \theta \in(1 / 2,1]$, the statement of point (a) holds without the condition $\mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$ and as soon as $\mathbb{E}\left[\left|U_{1}\right|^{4}\right]<+\infty$ (see Theorem 9 in [LP02]). Moreover, the boundedness condition (C2) can be relaxed to derive the CLT, which holds provided $\lim _{|x| \rightarrow+\infty} \frac{\left|\sigma^{*} \nabla \varphi(x)\right|^{2}}{V(x)}=0$ (strictly sublinear diffusion) in case (a) and $\sup _{x \in \mathbb{R}^{d}} \frac{\left|\sigma^{*} \nabla \varphi(x)\right|^{2}}{V(x)}<+\infty$ (sublinear diffusion) in case (b). We refer again to Theorems 9 and 10 in [LP02] for further considerations.
Remark 3. Observe that the result is stated for functions of the form $\mathcal{A} \varphi$. Let us recall that the invariant measure $\nu$ solves, at least in the distributional sense, the Fokker-Planck equation $\mathcal{A}^{*} \nu=0$, where $\mathcal{A}^{*}$ stand for the adjoint operator of $\mathcal{A}$. Thus, for a smooth function $\varphi$,

$$
\nu(\mathcal{A} \varphi):=\int \mathcal{A} \varphi(x) \nu(d x)=\int \varphi \mathcal{A}^{*} \nu(d x)=0 .
$$

Note as well that the asymptotic variance corresponds to the usual integral of the "carré du champ" w.r.t. to the invariant measure, see Bakry et al. [BGL14], i.e.:

$$
\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)=-2 \int_{\mathbb{R}^{d}}\langle\mathcal{A} \varphi, \varphi\rangle(x) \nu(d x) .
$$

Remark 4. The reader should have in mind that an ergodic result similar to the one stated in the fast decreasing step setting holds for the diffusion itself under the same structure assumptions, i.e. (C2), ( $\mathcal{L}_{\mathrm{V}}$ ) (see Bhattacharya [Bha82]). In fact (C2) can be partially relaxed as well, like mentioned above. Precisely, $\frac{1}{\sqrt{t}} \int_{0}^{t} f\left(Y_{s}\right) d s \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)\right)$ as $t \rightarrow+\infty$. In both cases, the normalization is the same: the square root of the considered running time, $t$ for the diffusion and $\Gamma_{n}$ for the scheme. Anyhow, the fastest convergence is obtained for $\theta=1 / 3$ (critical value between "fast" and "slow" settings), for which the discretization bias steps in. This bias might be seen as a discretization effect. When $\theta \in(0,1 / 3)$ (slow decreasing step), this discretization effect becomes prominent and "hides" the CLT.

The purpose of this work is to obtain non-asymptotic deviation results which match with the above CLT. In the current ergodic framework, the very first non-asymptotic results were established for the Euler scheme with constant time step by Malrieu and Talay in [MT06] when the diffusion coefficient in (1.1) is constant. The key tool in their approach consists in establishing a Log Sobolev inequality, which implies Gaussian concentration, for the Euler scheme. This approach allows to easily control the invariant distribution associated with the diffusion process (1.1), see e.g. Ledoux [Led99] or Bakry et al. [BGL14] in a general framework. However Log

Sobolev, and even Poincaré, inequalities turn out to be rather rigid tools and are not very well adapted for discretization schemes like (S) with or without decreasing steps.

Our approach relies on martingale techniques, which were already a crucial tool to establish the asymptotic results of [LP02] and have been successfully used in Frikha and Menozzi [FM12] as well to establish nonasymptotic bounds for the regular Monte Carlo error associated with the Euler discretization of a diffusion over a finite time interval $[0, T]$ and a class of stochastic algorithms of Robbins-Monro type. Let us as well mention the recent work by Dedecker and Gouëzel [DG15] who also use this approach to derive non-asymptotic deviation bounds for separately bounded functionals of geometrically ergodic Markov chains on a general state space.

Let us also mention that many non-asymptotic results have been obtained based on functional inequalities. Bolley, Guillin and Villani [BGV07] derived non-asymptotic controls for the deviations of the Wasserstein distance between a reference measure and its empirical counterpart establishing a non-asymptotic version of the Sanov theorem. Deviation estimates for sums of weakly dependent random variables (with sub exponential mixing rates) have been considered in Merlevède et al. [MPR11]. From a more dynamical viewpoint, let us mention the work of Joulin and Ollivier [JO10], who introduced for rather general homogeneous Markov chains a kind of curvature condition to derive a spectral gap for the chain, and therefore an exponential convergence of the marginal laws towards the stationary measure. We also mention a work of Blower and Bolley [BB06], who obtain Gaussian concentration properties for deviations of functional of the path for metric space valued homogeneous Markov chains or Boissard [Boi11] who established non-asymptotic deviation bounds for the Wasserstein distance between the marginal distributions and the stationary law, still in the homogeneous case. The common idea of these works is to prove some contraction properties of the transition kernel of the Markov chain in Wasserstein metric. However, this usually requires to have some continuity in Wasserstein metric for the transition law involved, see e.g. condition (ii) in Theorems 1.2 and 2.1 of [BB06]. Checking such continuity conditions can be difficult in practice. Sufficient conditions, which require absolute continuity and smoothness of the transition laws are given in Proposition 2.2 of [BB06].

Though potentially less sharp for the derivation of constants, we think that the martingale-based approach we adopt in this work is rather simple, robust and supports very naturally both discrete innovations and inhomogeneous time steps dynamics like the one we currently consider. It should as well allow to control deviations for functionals of the path, in the spirit of those considered in [PP12]. Also, the approach could possibly extend to diffusions with less stringent Lyapunov conditions, like the weakly mean reverting drifts considered in [LP03], or even to more general ergodic Markov processes. These aspects will concern further research.

As an application of our non-asymptotic concentration results, we will discuss two important topics:

- The first one is of numerical interest and deals with non-asymptotic confidence intervals associated with the estimation of the ergodic mean. Such results can be very useful in practice when the computational resources are constrained (by time, by the model itself,...). Also, in order to attain the fastest convergence rate, we will thoroughly discuss how the associated bias appearing in Theorem 1 and Theorems 2, 3 below can be numerically estimated.
- The second one is mainly theoretical and concerns non-asymptotic deviation bounds for the celebrated almostsure CLT first established by Brosamler and Schatte (see [Bro88] and [Sch88]) and revisited through the ergodic discretization schemes' viewpoint in [LP02]. This application also requires to investigate carefully the associated Poisson problem.

The paper is organized as follows. We conclude this section introducing some notations. We then state and prove in Section 2 our main concentration results. To this end, we state various technical Lemmas whose proofs are postponed to Section 3. In Section 4, we prove that when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is a coboundary, the nonasymptotic deviation bounds improve for a certain deviation range. In particular, the corresponding variance is closer to the asymptotic one given by the carré du champ. Section 5 and 6 are respectively dedicated to the two applications mentioned above, the practical derivation of some non-asymptotic confidence intervals, and the non-asymptotic deviation bounds for the almost-sure CLT. Eventually, we conclude in Section 7 with some numerical results.
1.3. Notations. In the following, we will denote by $C$ a constant that may change from line to line and depend, uniformly in time, on known parameters appearing in (A). Other possible dependencies will be explicitly specified.

For a function $f \in \mathcal{C}^{p}\left(\mathbb{R}^{d}, \mathbb{R}\right), p \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, we set for $\beta \in(0,1]$ :

$$
\left[f^{(p)}\right]_{\beta}:=\sup _{x \neq x^{\prime},|\alpha|=p} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\beta}} \leq+\infty,
$$

where $\alpha$ (viewed as an element of $\mathbb{N}_{0}^{d}$ ) is a multi-index of length $p$, i.e. $|\alpha|:=\sum_{i=1}^{d} \alpha_{i}=p$. If $p=0$ we denote $[f]_{\beta}:=\left[f^{(0)}\right]_{\beta}$ which is simply the Hölder norm of the function itself.

We will as well use the notation $\llbracket n, p \rrbracket,(n, p) \in\left(\mathbb{N}_{0}\right)^{2}, n \leq p$, for the set of integers being between $n$ and $p$. Also, for a given Borel function $f: \mathbb{R}^{d} \rightarrow E$, where $E$ can be $\mathbb{R}, \mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{q}, q \in\{r, d\}$, we set for $k \in \mathbb{N}_{0}$ :

$$
f_{k}:=f\left(X_{k}\right)
$$

Eventually, for $k \in \mathbb{N}_{0}$, we denote by $\mathcal{F}_{k}:=\sigma\left(\left(X_{j}\right)_{j \in \llbracket 0, k]}\right)$.

## 2. Main Results

2.1. Result of non-asymptotic Gaussian concentration. Our first main result is the following Theorem which provides the non-asymptotic counterpart of the limit Theorem 1.
Theorem 2. Assume (A) holds. Let $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a Lipschitz continuous function with $\mathcal{C}^{3}$ regularity and Lipschitz continuous bounded existing partial derivatives (up to order 3). We suppose furthermore that:

$$
\exists C_{V, \varphi}>0, \forall x \in \mathbb{R}^{d},|\varphi(x)| \leq C_{V, \varphi}(1+\sqrt{V(x)}) .
$$

Assume the step sequence $\left(\gamma_{k}\right)_{k \geq 1}$ is of the form $\gamma_{k} \asymp k^{-\theta}$, $\theta \in[1 / 3,1]$.
(a) Fast Decreasing Step (case $\left.\theta \in\left(\frac{1}{3}, 1\right]\right)$ :

Assume that there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d}, \quad\left|D^{2} \varphi(x)\right| \leq C_{\varphi} /(1+|x|)$.
Then, there exist explicit non-negative sequences $\left(c_{n}\right)_{n \geq 1}$ and $\left(C_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for every $n \geq 1$ and every $a \geq a_{n}$ :

$$
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a\right] \leq 2 C_{n} \exp \left(-c_{n} \frac{\left(a-a_{n}\right)^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

where $a_{n}=\frac{\left[\varphi^{(3)}\right]_{1}\|\sigma\|_{\infty}^{4} \mathbb{E}\left[\left|U_{1}\right|^{4}\right]}{4!} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=\left\{\begin{array}{l}O\left(\ln (n)^{-\frac{1}{2}}\right), \text { if } \theta=1, \\ O\left(n^{\frac{\theta-1}{2}}\right), \text { if } \theta \in(1 / 2,1), \\ O\left(\ln (n) n^{-\frac{1}{4}}\right), \text { if } \theta=1 / 2, \\ O\left(n^{\frac{1-3 \theta}{2}}\right) \text { if } \theta \in(1 / 3,1 / 2) .\end{array} \quad\right.$ In any case, we have that $a_{n} \rightarrow 0$.
(b) Critical Decreasing Step (case $\theta=\frac{1}{3}$ ): Assume $\varphi$ is $\mathcal{C}^{4}$. There exist explicit non-negative sequences $\left(c_{n}\right)_{n \geq 1}$ and $\left(C_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $n \geq 1$ and for every $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)-\tilde{\gamma} m+E_{n}\right| \geq a\right] \leq 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

where $\left(E_{n}\right)_{n \geq 1}$ is a sequence of exponentially integrable random variables ${ }^{1}$, i.e.

$$
\exists \lambda_{0}>0, \forall \lambda \leq \lambda_{0}, \sup _{n \geq 1} \mathbb{E} \exp \left(\lambda\left|E_{n}\right|\right)<+\infty
$$

satisfying $E_{n} \underset{n}{ } 0$ a.s (see (2.4) further on for a precise definition of $E_{n}$ ).
Remark 5. Let us observe that the concentration constants appearing in Theorem 2 asymptotically match those of the centered CLT recalled in Theorem 1, up to a substitution of the asymptotic variance $\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)$ by its natural upper bound $\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}$. We refer to Section 4 for an improvement when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is itself a coboundary.

[^1]Importantly, these bounds do no require non-degeneracy conditions and only depend on the diffusion coefficient through the upper bound of the diffusion matrix $\Sigma$, assumption (C2). It will anyhow be very natural to consider a non-degeneracy condition ([PV01], [RS76], [Vil09]), or a confluence condition ([PP12]), when investigating the deviations for a given function $f$, in order to ensure the solvability of the corresponding Poisson equation $\mathcal{A} \varphi=f-\nu(f)$.

Theorem 2 can actually be derived from the more general Theorem 3 below which gives concentration results for functions $\varphi$ satisfying the previous assumptions up to order two and $\left[\varphi^{(3)}\right]_{\beta}<+\infty, \beta \in(0,1]$.

Theorem 3. Assume (A) holds. Consider a globally Lipschitz continuous (possibly unbounded) function $\varphi \in$ $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $\left(D^{\alpha} \varphi\right)_{|\alpha| \in\{2,3\}}$ bounded and s.t. $\left[\varphi^{(3)}\right]_{\beta}<+\infty$ for some $\beta \in(0,1]$. We suppose furthermore that:

$$
\begin{equation*}
\exists C_{V, \varphi}>0, \quad \forall x \in \mathbb{R}^{d},|\varphi(x)| \leq C_{V, \varphi}(1+\sqrt{V(x)}) \tag{V}
\end{equation*}
$$

Assume the step sequence $\left(\gamma_{k}\right)_{k \geq 1}$ is of the form $\gamma_{k} \asymp k^{-\theta}, \theta \in[1 / 3,1]$.
Set for all $(k, t, u, x) \in \llbracket 1, n \rrbracket \times[0,1]^{2} \times \mathbb{R}^{d}$ :

$$
\begin{equation*}
\Lambda_{k-1}(t, u, x):=\mathbb{E}\left[\operatorname{Tr}\left(\left(D^{3} \varphi\left(x+\gamma_{k} b(x)+u t \sqrt{\gamma_{k}} \sigma(x) U_{k}\right) \sigma(x) U_{k}\right)\left(\sigma(x) U_{k} \otimes U_{k} \sigma(x)^{*}\right)\right)\right] \tag{2.1}
\end{equation*}
$$

and define subsequently:

$$
\begin{equation*}
E_{n}^{1}:=\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} \int_{0}^{1} d t(1-t) t \int_{0}^{1} d u \Lambda_{k-1}\left(t, u, X_{k-1}\right) \tag{2.2}
\end{equation*}
$$

(a) Let $\theta \in\left[\frac{1}{2+\beta}, 1\right]$ and $\beta \neq 1$.
(i) Assume that there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d}, \quad\left|D^{2} \varphi(x)\right| \leq C_{\varphi} /(1+|x|)$. Then, there exist explicit non-negative sequences $\left(c_{n}\right)_{n \geq 1}$ and $\left(C_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$, such that for all $n \geq 1$ and for every $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \leq 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

Moreover, we have $\left|E_{n}^{1}\right| \leq a_{n}$ a.s. where

$$
a_{n}=\frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \xrightarrow[n]{\longrightarrow} a_{\infty}=\left\{\begin{array}{l}
0 \text { if } \theta>\frac{1}{2+\beta}  \tag{2.3}\\
>0 \text { if } \theta=\frac{1}{2+\beta} \text { (potential bias) } .
\end{array}\right.
$$

(ii) If the function $\varphi$ does not satisfy the condition $\left|D^{2} \varphi(x)\right| \leq C_{\varphi} /(1+|x|)$, the above results still hold for $0<a \leq \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$ for a positive sequence $\chi_{n} \underset{n}{\rightarrow} 0$ arbitrarily slowly, so that $\chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \underset{n}{\rightarrow}+\infty$. In particular, for a fixed $a>0$, the above concentration inequality holds for $n$ large enough.
(b) Let $\theta=\frac{1}{3}, \beta=1$, we set

$$
\begin{align*}
E_{n}:= & \tilde{\gamma} m+E_{n}^{1}+\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t \\
& +\frac{1}{2 \sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right) \tag{2.4}
\end{align*}
$$

There exist explicit non-negative sequences $\left(c_{n}\right)_{n \geq 1}$ and $\left(C_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ such that for all $n \geq 1$ and for every $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)-\tilde{\gamma} m+E_{n}\right| \geq a\right] \leq 2 C_{n} \exp \left(-c_{n} \frac{a^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

The random variables $\left(E_{n}\right)_{n \geq 1}$ are exponentially integrable. If furthermore $D^{3} \varphi$ is $\mathcal{C}^{1}, E_{n} \underset{n}{\rightarrow} 0$ a.s. Basically, we control the deviations of the empirical mean adding a contribution that asymptotically annihilates the bias.

Remark 6. Observe that, for $\beta \in(0,1)$, the choice of the time-step sequence as $\gamma_{k} \asymp k^{-\theta}$ gives that for $\theta>1 /(2+\beta), \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}} \rightarrow 0$ so that $a_{n} \underset{n}{ } 0$ in such cases.

On the other hand, for $\theta=1 /(2+\beta)$ we obtain a bias in the previous deviation bounds. This generalizes the controls of Theorems 1 and 2, established for $\beta=1$, and emphasizes the importance of the Hölder regularity of the function $D^{3} \varphi$ in the appearance of a bias. We also think that, in this case, a corresponding biased CLT should hold.

Observe that we could derive from Theorem 3, up to the resolution of the Poisson equation $\mathcal{A} \varphi=f-\nu(f)$, some non-asymptotic confidence interval for $\nu_{n}(f)$. However, in order to compute them in practice, some centering terms, namely $E_{n}^{1}$ or $E_{n}$, need to be estimated as well. This induces a double difficulty: it firstly requires to explicitly know the solution $\varphi$ of the Poisson equation. Indeed, both $E_{n}^{1}$ and $E_{n}$ read as weighted sums of derivatives of $\varphi$. Secondly, since these terms contain conditional expectations, they need to be approximated as well. This point is discussed in Section 5.
2.2. Strategy. To control the deviations of $\nu_{n}(\mathcal{A} \varphi)$ we first give a decomposition Lemma, obtained by a standard Taylor expansion. The idea is to perform a kind of splitting between the deterministic contributions in the transitions and the random innovations. Doing so, we manage to prove that the contributions involving the innovations can be gathered into conditionally Lipschitz continuous functions of the noise, with small Lipschitz constant (functions $\left(\psi_{k}\left(X_{k-1}, \cdot\right)\right)_{k \in \llbracket 1, n \rrbracket}$ below). These functions precisely give the Gaussian concentration, see Lemma 2. The other terms, that we will call from now on "remainders", will be shown to be uniformly controlled w.r.t. $n$ and do not give any asymptotic contribution in the "fast decreasing" case $\theta>1 /(2+\beta)$ (with the terminology of Theorems 2 and 3), see Lemmas 3, 4 and 5.

Lemma 1 (Decomposition of the empirical measure). For all $n \geq 1$ :

$$
\begin{aligned}
\Gamma_{n} \nu_{n}(\mathcal{A} \varphi)= & \varphi\left(X_{n}\right)-\varphi\left(X_{0}\right)-\left[\sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t\right. \\
& \left.+\frac{1}{2} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}^{2}\right)+\sum_{k=1}^{n} \psi_{k}\left(X_{k-1}, U_{k}\right)\right],
\end{aligned}
$$

where for all $k \in \llbracket 1, n \rrbracket$, conditionally to $\mathcal{F}_{k-1}$ the mapping $u \mapsto \psi_{k}\left(X_{k-1}, u\right)$ is Lipschitz continuous in $u$ with constant $\sqrt{\gamma_{k}}\left\|\sigma_{k-1}\right\|\|\nabla \varphi\|_{\infty}$.

Note from the above expansion that a key tool to control the remainders is the integrability of the Lyapunov function. We are indeed led to handle terms of the form

$$
\mathbb{E} \exp \left(c \sum_{k=1}^{n} \gamma_{k}^{2}\left|b\left(X_{k-1}\right)\right|^{2}\right) \underset{\left(\underset{\mathcal{L}_{\mathbf{V}}}{ }\right)}{\leq} \mathbb{E} \exp \left(c C_{V} \sum_{k=1}^{n} \gamma_{k}^{2}\left|V\left(X_{k-1}\right)\right|^{2}\right)
$$

for small enough real constants $c>0$. The required integrability conditions to control such quantities are given by Proposition 1 (see also the Proof of Lemma 5).

For notational convenience we introduce for a given $n \in \mathbb{N}^{*}$ the following quantities:

$$
\begin{align*}
L_{n} & :=\varphi\left(X_{n}\right)-\varphi\left(X_{0}\right) \\
D_{2, b, n} & :=\sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t \\
D_{2, \Sigma, n} & :=\frac{1}{2} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}^{2}\right) \\
G_{n} & :=\sum_{k=1}^{n} \psi_{k}\left(X_{k-1}, U_{k}\right) \tag{2.5}
\end{align*}
$$

We also introduce $\bar{G}_{n}$ the compensator of $G_{n}$ and $M_{n}$ the associated martingale. Namely:

$$
\begin{equation*}
M_{n}:=G_{n}-\bar{G}_{n}, \quad \bar{G}_{n}:=\sum_{k=1}^{n} \mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right] \tag{2.6}
\end{equation*}
$$

We refer to the proof of Lemma 1 to check that the above definition of $\bar{G}_{n}$ actually matches the term $\sqrt{\Gamma_{n}} E_{n}^{1}$ introduced in equation (2.2) of Theorem 3. From (2.6), $\left(M_{k}\right)_{k \geq 1}$ is a martingale. Importantly, from Lemma 1, writing as well $R_{n}:=L_{n}-D_{2, b, n}-D_{2, \Sigma, n}$, we derive:

$$
\begin{equation*}
\nu_{n}(\mathcal{A} \varphi)=\frac{1}{\Gamma_{n}}\left(R_{n}-G_{n}\right)=\frac{1}{\Gamma_{n}}\left(R_{n}-M_{n}-\bar{G}_{n}\right) . \tag{2.7}
\end{equation*}
$$

We now split the analysis according to the cases (a) and (b) introduced in Theorem 3.
(a) In that case $\theta \in[1 /(2+\beta), 1], \beta \in(0,1)$. The exponential Tchebychev and Hölder inequalities yield that for all $\lambda \in \mathbb{R}_{+}$and all $p, q \in(1,+\infty), \frac{1}{p}+\frac{1}{q}=1$,

$$
\begin{align*}
& \mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right]=\mathbb{P}\left[\left|\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}}{\Gamma_{n}}\right| \geq \frac{a}{\sqrt{\Gamma_{n}}}\right] \leq 2 \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \\
&
\end{aligned} \begin{aligned}
& \frac{1}{\Gamma_{n}}  \tag{2.8}\\
& \times\left(\mathbb{E} \exp \left(\frac{2 p \lambda}{\Gamma_{n}}\left|L_{n}\right|\right)\right)^{\frac{1}{2 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}}\left(\mathbb{E} \exp \left(\frac{4 p \lambda}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}}
\end{align*}
$$

(b) In that case $\theta=\frac{1}{3}, \beta=1$. Denoting, $D_{2, n}=D_{2, b, n}+D_{2, \Sigma, n}$, we have from (2.5) and with the notations of (2.4), $D_{2, n}=\sqrt{\Gamma_{n}}\left(E_{n}-E_{n}^{1}-\tilde{\gamma} m\right)$. We study the deviations of:

$$
\begin{align*}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)-\tilde{\gamma} m+E_{n}\right| \geq a\right] & =\mathbb{P}\left[\left|\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}+D_{2, n}}{\Gamma_{n}}\right| \geq \frac{a}{\sqrt{\Gamma_{n}}}\right] \\
& \leq 2 \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}}\left(\mathbb{E} \exp \left(\frac{p \lambda}{\Gamma_{n}}\left|L_{n}\right|\right)\right)^{\frac{1}{p}} \tag{2.9}
\end{align*}
$$

Remark 7. Observe that in case (a) we have substracted the contributions that potentially give some bias at the limit, which is the case for $\theta=\frac{1}{2+\beta}$. Also, since $\beta<1$, the other terms in $R_{n}$ do not contribute to the potential bias. We insist that for $\theta \in\left(\frac{1}{2+\beta}, 1\right]$, there is no asymptotic bias in that case and $\frac{\bar{G}_{n}}{\Gamma_{n}} \underset{\text { a.s. }}{n} 0$ (see Lemma 3 below). Note carefully that we keep this strategy in the case (b). Indeed, both terms $\frac{\bar{G}_{n}}{\Gamma_{n}}, \frac{D_{2, n}}{\Gamma_{n}}$ give asymptotically some bias, actually for $D^{3} \varphi \in \mathcal{C}^{1}, \frac{\bar{G}_{n}+D_{2, n}}{\sqrt{\Gamma_{n}}} \underset{n}{\vec{n}}-\tilde{\gamma} m$ introduced in Theorem 1, and we again substract them for our deviation study.

We also mention that, from a practical viewpoint, the subtracted terms can be rather efficiently computed along the ergodic mean, see Section 5.

The Lemma below provides the Gaussian contribution deriving from inequalities (2.8) and (2.9).
Lemma 2 (Gaussian concentration). For $a>0, q \in(1,+\infty)$, setting

$$
\begin{equation*}
\lambda_{n}:=\frac{a}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}} \sqrt{\Gamma_{n}} \tag{2.10}
\end{equation*}
$$

we derive:

$$
\exp \left(-\lambda_{n} \frac{a}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(\frac{q \lambda_{n}}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leq \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

Lemma 3 (Bounds for the Bias). With the above notations, we have that:

$$
\left|E_{n}^{1}\right|=\frac{\left|\bar{G}_{n}\right|}{\sqrt{\Gamma_{n}}} \leq a_{n}:=\frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{(3+\beta)} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}, \text { a.s. }
$$

Moreover, $a_{n} \vec{n} a_{\infty}$ where $a_{\infty}=0$ if $\theta>1 /(2+\beta)$ and $a_{\infty}>0$ for $\theta=1 /(2+\beta)$ (bias).
As indicated before, we now aim at controlling the remainders. To this end, we will thoroughly rely on the following important integrability result for the Lyapunov function.

Proposition 1. Under (A) there is a constant $c_{V}:=c_{V}((\mathbf{A}))>0$ such that for all $\lambda \in\left[0, c_{V}\right], \xi \in[0 ; 1]$ :

$$
I_{V}^{\xi}:=\sup _{n \geq 0} \mathbb{E}\left[\exp \left(\lambda V_{n}^{\xi}\right)\right]<+\infty
$$

Let us mention that additional integrability results concerning possibly more general Lyapunov functions can be found in Lemaire (see [Lem05]).

We now have the following results for the terms appearing in (2.5).
Lemma 4 (Initial term). Let $q \in(1,+\infty)$ be fixed and $\lambda_{n}$ be as in (2.10) in Lemma 2. For functions $\varphi$ satisfying $\left(\mathrm{G}_{V}\right)$, i.e. there exists $C_{V, \varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},|\varphi(x)| \leq C_{V, \varphi}(1+\sqrt{V(x)})$, for $p:=\frac{q}{q-1}$ and $j \in\{1,2\}$ :
$\left(\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|L_{n}\right|}{\Gamma_{n}}\right)\right)^{\frac{1}{j p}} \leq\left(I_{V}^{1}\right)^{\frac{1}{j p}} \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)=\left(I_{V}^{1}\right)^{\frac{1}{j p}} \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} a^{2}}{c_{V} q^{2}\|\sigma\|_{\infty}^{4}\|\nabla \varphi\|_{\infty}^{4} \Gamma_{n}}+\frac{c_{V}}{p}\right)$,
with $c_{V}, I_{V}^{1}$ like in Proposition 1.
Lemma 5 (Remainders). Let $q \in(1,+\infty)$ be fixed and $\lambda_{n}$ be as in Lemma 2. Then, there exists $C_{2.11}:=$ $C_{2.11}((\mathbf{A}), \varphi)$ s.t. for $p=\frac{q}{q-1}$ :

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \leq \exp \left(C_{2.11} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} . \tag{2.11}
\end{equation*}
$$

We also have:

- If for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq \frac{C_{\varphi}}{1+|x|}$ for some constant $C_{\varphi} \geq 0$, then there exists $C_{2.12}:=C((\mathbf{A}), \varphi)>0$ s.t.

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leq \exp \left(C_{2.12}\left(\frac{3 p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{2 \Gamma_{n}^{2}}+\frac{1}{2 p}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \tag{2.12}
\end{equation*}
$$

- For $a \leq \frac{c_{v} q}{4 C_{V} p} \frac{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$, there exists an $\mathbb{R}^{+}$-valued sequence $\left(v_{n}\right)_{n \geq 1}$ s.t. $\left|v_{n}\right| \leq C_{2.13}:=C_{2.13}((\mathbf{A}), \varphi)$ and

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leq\left(I_{V}^{1}\right)^{v_{n}} . \tag{2.13}
\end{equation*}
$$

Also, $v_{n} \vec{n}^{v_{\infty}}$ where $v_{\infty}=0$ if $\theta>1 / 3$ and $v_{\infty}>0$ for $\theta=1 / 3$.
Proof of Theorem 3. From Lemma 2 we get:

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(q \lambda_{n} \frac{M_{n}}{\Gamma_{n}}\right)\right)^{\frac{1}{q}} \exp \left(-\frac{a \lambda_{n}}{\sqrt{\Gamma_{n}}}\right) \leq \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) . \tag{2.14}
\end{equation*}
$$

(a) Let $\theta \in\left[\frac{1}{2+\beta}, 1\right], \beta \in(0,1)$.
(i) We suppose that there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq C_{\varphi} /(1+|x|)$. Plugging in (2.8) the controls from (2.14), Lemma 4 (with $j=2$ ) and Lemma 5 (equations (2.11), (2.12)), we get:

$$
\begin{array}{r}
\mathbb{P}\left[\left|\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}}{\Gamma_{n}}\right| \geq \frac{a}{\sqrt{\Gamma_{n}}}\right] \leq 2 \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{3 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 p}} \\
\times \exp \left(C_{2.11} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \times \exp \left(C_{2.12}\left(\frac{3 p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{2 \Gamma_{n}^{2}}+\frac{1}{2 p}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \\
\leq 2\left(I_{V}^{1}\right)^{\frac{1}{p}} \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{p}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2} \Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+\left[2 C_{2.11}+3 C_{2.12}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right)\right)\right) \\
\times \exp \left(\frac{1}{p}\left[c_{V}+\frac{C_{2.12}}{2}\right]\right) . \tag{2.15}
\end{array}
$$

Recall now that for $\theta \geq \frac{1}{2+\beta}>1 / 3, \Gamma_{n}^{(2)} / \sqrt{\Gamma_{n}} \underset{n}{ } 0$ (see Remark 2). We now take $p:=p_{n} \xrightarrow[n]{ }+\infty$, and therefore $q:=q_{n} \vec{n}$, s.t.

$$
\begin{equation*}
d_{n}:=\frac{p_{n}}{q_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2} \Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+\left[2 C_{2.11}+3 C_{2.12}\right]\left(\Gamma_{n}^{(2)}\right)^{2}\right) \underset{n}{\rightarrow} 0, \tag{2.16}
\end{equation*}
$$

and conclude from (2.15) setting $c_{n}=q_{n}^{-1}\left(1-d_{n}\right), C_{n}:=\left(I_{V}^{1}\right)^{\frac{1}{p_{n}}} \exp \left(\frac{C_{2,12}}{2 p_{n}}\right) \vec{n}_{n}$. Observe that taking an increasing sequence $\left(p_{n}\right)_{n \geq 1}$ readily yields $C_{n} \downarrow_{n} 1$, and $q_{n} \downarrow_{n} 1$. Also, the sequence $\left(p_{n}\right)_{n \geq 1}$ can be chosen in order to have, for $n$ large enough, $d_{n} \downarrow_{n} 0$ so that $c_{n} \uparrow_{n} 1$.
(ii) Assume $a \leq \frac{c_{V} q}{4 C_{V p} p} \frac{\|\sigma\|_{\infty}^{2}\left\|\nabla_{\varphi}\right\|_{\infty}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$. Plugging in (2.8) the controls from (2.14), Lemmas 4 (with $j=2$ ), 5 (equations (2.11), (2.13)) we then derive:

$$
\begin{array}{r}
\mathbb{P}\left[\left|\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}}{\Gamma_{n}}\right| \geq \frac{a}{\sqrt{\Gamma_{n}}}\right] \leq 2 \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{3 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 p}} \\
\times \exp \left(C_{2.11} \frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}\left(I_{V}^{1}\right)^{v_{n}} \\
\leq 2\left(I_{V}^{1}\right)^{v_{n}+\frac{3}{4 p}} \exp \left(\frac{c_{V}}{p}\right) \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(1-\frac{p}{q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2} \Gamma_{n}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V}}+2 C_{2.11}\left(\Gamma_{n}^{(2)}\right)^{2}\right)\right)\right) . \tag{2.17}
\end{array}
$$

Since $\theta \geq \frac{1}{2+\beta}>1 / 3$ (see Remark 2), we again take $p:=p_{n} \uparrow_{n}+\infty$ so that:

$$
\begin{equation*}
d_{n}:=\frac{p_{n}}{q_{n}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\left(\frac{6 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}}+\frac{2 C_{2.11}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\right) \underset{n}{\rightarrow} 0 \tag{2.18}
\end{equation*}
$$

In this case, we derive the result by setting $c_{n}:=q_{n}^{-1}\left(1-d_{n}\right) \underset{n}{1, C_{n}}:=\left(I_{V}^{1}\right)^{v_{n}+\frac{3}{4 p_{n}}} \exp \left(\frac{c_{V}}{p_{n}}\right) \vec{n} 1$ (see the limits of $v_{n}$ following equation (2.13) and (3.10)). Again, $\left(p_{n}\right)_{n \geq 1}$ can be chosen in order to have the stated monotonicity for $n$ large enough. Set now $\chi_{n}:=\frac{c_{V}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{4 C_{V}\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{q_{n}}{p_{n}}$ so that $a \leq \chi_{n} \frac{\sqrt{\gamma_{n}}}{\Gamma_{n}^{(2)}}$. Thus, the slower $p_{n}$ goes to infinity, the wider the domain of validity for the estimate in the parameter $a$.
(b) It remains to analyze the case $\beta=1, \theta=1 / 3$. From (2.9), the controls of (2.14) and Lemma 4 (with $j=1$ ) we get:

$$
\mathbb{P}\left[\left|\nu_{n}(\mathcal{A} \varphi)+\frac{\bar{G}_{n}+D_{2, n}}{\Gamma_{n}}\right| \geq \frac{a}{\sqrt{\Gamma_{n}}}\right] \leq 2 \exp \left(-\frac{a^{2}}{2 q\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{2 p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{p}}
$$

Recalling the definition of $\lambda_{n}$ in (2.10), we conclude as previously with obvious modifications of $\left(c_{n}\right)_{n \geq 1},\left(C_{n}\right)_{n \geq 1}$.
Eventually, we derive similarly to the proof of Theorem 10 in [LP02] that $E_{n} \xrightarrow[n]{ } 0$.
Proof of Theorem 2. To derive point (a) it suffices to write:

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a\right] & \leq \mathbb{P}\left[\left|E_{n}^{1}\right|+\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \\
& \leq \mathbb{P}\left[a_{n}+\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right]=\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a-a_{n}\right]
\end{aligned}
$$

using the bound on $E_{n}^{1}$ following equation (2.3) for the penultimate inequality. Since $a>a_{n}$, the result readily follows from point $(a),(i)$ of Theorem 3.

Point (b) of Theorem 2 is a direct consequence of point (b) of Theorem 3 since we assumed $\varphi$ to be $\mathcal{C}^{4}$.

## 3. Proof of the Technical Lemmas

Proof of Lemma 1. For $k \in \llbracket 1, n \rrbracket$, we first write:

$$
\begin{align*}
\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right) & =\left(\varphi\left(X_{k}\right)-\varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)\right)+\left(\varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-\varphi\left(X_{k-1}\right)\right)  \tag{3.1}\\
& =: T_{k-1, d}(\varphi)+T_{k-1, r}(\varphi),
\end{align*}
$$

in order to split the deterministic and random contributions in the transitions of the scheme (S).

We then perform a Taylor expansion with integral remainder at order 2 for the function $\varphi$ in the two terms of the r.h.s. of (3.1). Namely, with the above notations:

$$
\begin{aligned}
T_{k-1, d}(\varphi)= & \gamma_{k} b_{k-1} \cdot \nabla \varphi\left(X_{k-1}\right)+\gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t \\
T_{k-1, r}(\varphi)= & \sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right) d t .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\varphi\left(X_{k}\right)- & \varphi\left(X_{k-1}\right)=\gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right) \\
& +\gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t+\sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}\right) \Sigma_{k-1}\right) d t \\
= & \gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+\gamma_{k}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right) d t \\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right) d t+\psi_{k}\left(X_{k-1}, U_{k}\right) \\
3.2)= & \gamma_{k} \mathcal{A} \varphi\left(X_{k-1}\right)+D_{2, b}^{k}+D_{2, \Sigma}^{k}+\psi_{k}\left(X_{k-1}, U_{k}\right) \tag{3.2}
\end{align*}
$$

where

$$
\begin{align*}
& \psi_{k}\left(X_{k-1}, U_{k}\right)=\sqrt{\gamma_{k}} \sigma_{k-1} U_{k} \cdot \nabla \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)  \tag{3.3}\\
& +\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) d t
\end{align*}
$$

Observe now that, conditionally to $\mathcal{F}_{k-1}$, the mapping $u \mapsto \psi_{k}\left(X_{k-1}, u\right)$ is Lipschitz continuous: indeed, the innovation $U_{k}$ does not appear in the other contributions of the right side of (3.2). Consequently, as $\varphi$ is globally Lispchitz continuous we derive, for all $\left(u, u^{\prime}\right) \in\left(\mathbb{R}^{d}\right)^{2}$ :

$$
\left|\psi_{k}\left(X_{k-1}, u\right)-\psi_{k}\left(X_{k-1}, u^{\prime}\right)\right| \leq \sqrt{\gamma_{k}}\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}\left|u-u^{\prime}\right| .
$$

The result is obtained by summing up the previous identities from $k=1$ to $n$, observing, with the notations of (2.5), that $L_{n}=\sum_{k=1}^{n} \varphi\left(X_{k}\right)-\varphi\left(X_{k-1}\right), D_{2, b, n}=\sum_{k=1}^{n} D_{2, b}^{k}, D_{2, \Sigma, n}=\sum_{k=1}^{n} D_{2, \Sigma}^{k}, G_{n}:=\sum_{k=1}^{n} \psi_{k}\left(X_{k-1}, U_{k}\right)$.

Proof of Lemma 2. The idea is to use conditionally and iteratively the Gaussian concentration property (GC) of the innovation. Let us note that this strategy was already the key ingredient in [FM12]. In the current framework, we exploit that the functions $u \mapsto \Delta_{k}\left(X_{k-1}, u\right):=\psi_{k}\left(X_{k-1}, u\right)-\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]$ are conditionally independent w.r.t. $\mathcal{F}_{k-1}$ and Lipschitz continuous with constant $\sqrt{\gamma_{k}}\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}$ by Lemma 1. We thus write:

$$
\begin{align*}
\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right) & =\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \\
& =\mathbb{E}\left[\exp \left(\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n-1} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \mathbb{E}\left[\left.\exp \left(\frac{q \lambda}{\Gamma_{n}} \Delta_{n}\left(X_{n-1}, U_{n}\right)\right) \right\rvert\, \mathcal{F}_{n-1}\right]\right] \\
& \leq \mathbb{E}\left[\exp \left(\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n-1} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right) \exp \left(\frac{q^{2} \lambda^{2}}{2 \Gamma_{n}^{2}}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2} \gamma_{n}\right)\right], \tag{3.4}
\end{align*}
$$

where we used (GC) in the third line recalling as well that $\mathbb{E}\left[\Delta_{n}\left(X_{n-1}, U_{n}\right) \mid \mathcal{F}_{n-1}\right]=0$.
Iterating the process over $k$, we obtain:

$$
\begin{equation*}
\left(\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}}=\left(\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} \sum_{k=1}^{n} \Delta_{k}\left(X_{k-1}, U_{k}\right)\right)\right)^{\frac{1}{q}} \leq \exp \left(\frac{q \lambda^{2}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{2 \Gamma_{n}}\right) \tag{3.5}
\end{equation*}
$$

Finally,

$$
\exp \left(-\lambda a / \sqrt{\Gamma_{n}}\right)\left(\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leq \exp \left(\frac{g(\lambda)}{\sqrt{\Gamma_{n}}}\right)
$$

where $g: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is defined by $g(\lambda)=-\frac{a}{\sqrt{\Gamma_{n}}} \lambda+\frac{q \lambda^{2}}{2 \Gamma_{n}}\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}$. As $a>0$, the function attains its minimum at $\lambda_{n}$ given in (2.10). This eventually yields the expected bound.

Proof of Lemma 3. From the definition in (3.3) and the Fubini theorem, we have that for all $k \in \llbracket 1, n \rrbracket$ :

$$
\left.\begin{array}{rl}
\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]=\gamma_{k} \int_{0}^{1}(1-t) \operatorname{Tr} & (\mathbb{E}[
\end{array} D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right)
$$

Recalling that $U_{k}$ has the same moments as the standard Gaussian random variable up to order three (see (GC)) and is independent of $\mathcal{F}_{k-1}$, a Taylor expansion yields:

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) \sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}-D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) \mid \mathcal{F}_{k-1}\right] \\
= & \operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \sigma_{k-1} \mathbb{E}\left[U_{k} \otimes U_{k}\right] \sigma_{k-1}^{*}\right) \\
& +\int_{0}^{1} \mathbb{E}\left[\operatorname{Tr}\left(\left(D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+u t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right) t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right)\left(\sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right)\right) \mid \mathcal{F}_{k-1}\right] d u \\
& -\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \Sigma_{k-1}\right) \\
= & \operatorname{Tr}(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right) \sigma_{k-1} \underbrace{\left(\mathbb{E}\left[U_{k} \otimes U_{k}\right]-I\right)}_{=0} \sigma_{k-1}^{*}) \\
& +t \sqrt{\gamma_{k}} \int_{0}^{1} \mathbb{E}\left[\operatorname { T r } \left(\left(\left[D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}+u t \sqrt{\gamma_{k}} \sigma_{k-1} U_{k}\right)-D^{3} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)\right] \sigma_{k-1} U_{k}\right)\right.\right. \\
& \left.\left.\times\left(\sigma_{k-1} U_{k} \otimes U_{k} \sigma_{k-1}^{*}\right)\right) \mid \mathcal{F}_{k-1}\right] d u,
\end{aligned}
$$

recalling from (GC) that for all $(i, j, l) \in \llbracket 1, r \rrbracket, \mathbb{E}\left[U_{k}^{i} U_{k}^{j} U_{k}^{l} \mid \mathcal{F}_{k-1}\right]=\mathbb{E}\left[U_{1}^{i} U_{1}^{j} U_{1}^{l}\right]=0$ (cancellation argument). Hence,

$$
\begin{aligned}
\left|\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]\right| & \leq \gamma_{k} \int_{0}^{1}(1-t) t^{1+\beta}\left[\varphi^{(3)}\right]_{\beta} \mathbb{E}\left[\left.\gamma_{k}^{\frac{1+\beta}{2}}\left\|\sigma_{k-1}\right\|^{3+\beta}\left|U_{k}\right|^{3+\beta} \int_{0}^{1} u^{\beta} d u \right\rvert\, \mathcal{F}_{k-1}\right] d t \\
& =\frac{\left[\varphi^{(3)}\right]_{\beta} \gamma_{k}^{\frac{3+\beta}{2}}\left\|\sigma_{k-1}\right\|^{3+\beta} \mathbb{E}\left[\left|U_{k}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)}
\end{aligned}
$$

recalling that the third derivatives of $\varphi$ are $\beta$-Hölder continuous for the first inequality. We thus derive:

$$
\left|E_{1}^{n}\right|=\frac{\left|\bar{G}_{n}\right|}{\sqrt{\Gamma_{n}}} \leq \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n-1}\left|\mathbb{E}\left[\psi_{k}\left(X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right]\right| \leq \frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{3+\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}=: a_{n}
$$

Proof of Proposition 1. First of all, let us decompose the Lyapunov function $V$ with a Taylor expansion like in Lemma 1. We again use a splitting between the deterministic contributions and those involving the
innovation. We write for all $n \in \mathbb{N}$ :

$$
\begin{align*}
V\left(X_{n}\right)-V\left(X_{n-1}\right)= & \gamma_{n} \mathcal{A} V\left(X_{n-1}\right)+\gamma_{n}^{2} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} V\left(X_{n-1}+t \gamma_{n} b_{n-1}\right) b_{n-1} \otimes b_{n-1}\right) d t \\
& \left.-\frac{\gamma_{n}}{2} \operatorname{Tr}\left(D^{2} V\left(X_{n-1}\right)\right) \Sigma_{n-1}\right)+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right) \\
& +\gamma_{n} \int_{0}^{1}(1-t) \operatorname{Tr}\left(D^{2} V\left(X_{n-1}+\gamma_{n} b_{n-1}+t \sqrt{\gamma_{n}} \sigma_{n-1} U_{n}\right) \sigma_{n-1} U_{n} \otimes U_{n} \sigma_{n-1}^{*} \Sigma_{n-1}\right) d t \\
\leq & -\gamma_{n} \alpha_{V} V\left(X_{n-1}\right)+\gamma_{n} \beta_{V}+C_{V} \frac{\gamma_{n}^{2}}{2}\left\|D^{2} V\right\|_{\infty} V\left(X_{n-1}\right) \\
& +\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)+\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{n}\right|^{2} \\
(3.7) \leq & \gamma_{n}\left(-\frac{\alpha_{V}}{2} V\left(X_{n-1}\right)+\tilde{c}\right)+\sqrt{\gamma_{n}} \sigma_{n-1} U_{n} \cdot \nabla V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)+\frac{\gamma_{n}}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{n}\right|^{2}, \tag{3.7}
\end{align*}
$$

for a constant $\tilde{c}:=\tilde{c}\left(V, \sigma, \beta_{V}\right)$. We have in fact considered the time steps sufficiently small (in (S), we have chosen for all $\left.n \in \mathbb{N}, \gamma_{n}<\min \left(\frac{1}{2 \sqrt{C_{V \bar{c}}}}, \frac{\alpha_{V}}{C_{V}\left\|D^{2} V\right\|_{\infty}}\right)\right)$. The two terms involving the innovation $U_{n}$ in the above decomposition can be controlled thanks to the Gaussian concentration hypothesis (GC). Let us define for all $x \in \mathbb{R}^{d}$ and all $\gamma, \lambda>0$ the quantities:

$$
I_{1}(\gamma, \lambda, x):=\mathbb{E}\left[\exp \left(\lambda \sqrt{\gamma} \sigma(x) U_{1} \cdot \nabla V(x+\gamma b(x))\right)\right], I_{2}(\gamma, \lambda):=\mathbb{E}\left[\exp \left(\lambda \frac{\gamma}{2}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}\left|U_{1}\right|^{2}\right)\right] .
$$

The first one is directly controlled with hypothesis (GC):

$$
\begin{equation*}
I_{1}\left(\gamma_{n}, \lambda, x\right) \leq \exp \left(\frac{\lambda^{2} \gamma_{n}\left|\sigma^{*}(x) \nabla V\left(x+\gamma_{n} b(x)\right)\right|^{2}}{2}\right) \underset{\left(\mathcal{\mathcal { L } _ { \mathbf { V } }}\right)}{\leq} \exp \left(\frac{\lambda^{2} \gamma_{n} C_{V}\|\sigma\|_{\infty}^{2} V\left(x+\gamma_{n} b(x)\right)}{2}\right) \tag{3.8}
\end{equation*}
$$

Furthermore, under (GC), for all $c<\frac{1}{2}, I_{c}:=\mathbb{E}\left[\exp \left(c\left|U_{n}\right|^{2}\right)\right]<+\infty$. Hence, for all $\lambda<\frac{2 c}{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2} \gamma_{1}}$, the Jensen inequality yields:

$$
\begin{equation*}
I_{2}\left(\gamma_{n}, \lambda\right) \leq \mathbb{E}\left[\exp \left(c\left|U_{n}\right|^{2}\right)\right]^{\frac{\lambda \gamma_{n}\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}}=\exp \left(\gamma_{n} \ln \left(I_{c}\right) \frac{\lambda\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}\right) \tag{3.9}
\end{equation*}
$$

These controls allow to prove the integrability statement of the proposition by induction. For $n=0$, recalling from assumption (C1) that for all $\lambda<\lambda_{0}, \mathbb{E} \exp \left(\lambda\left|X_{0}\right|^{2}\right)<+\infty$ and from (S) that $V(x) \leq \bar{c}|x|^{2}$ outside of a compact set, we derive that for all $\lambda \in\left(0, \frac{\lambda_{0}}{\bar{c}}\right)$, there exists $C_{V, \lambda}^{0} \in(1,+\infty)$ s.t.

$$
\mathbb{E} \exp \left(\lambda V\left(X_{0}\right)\right) \leq C_{V, \lambda}^{0}
$$

Set now $\tilde{\beta}_{V}:=\tilde{c}+\ln \left(I_{c}\right) \frac{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2}}{2 c}$ and $\tilde{\alpha}_{V}:=\min \left(\frac{1}{\gamma_{1}}, \frac{\alpha_{V}}{2}-\lambda C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\gamma_{1}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)\right) \in\left(0, \frac{1}{\gamma_{1}}\right]$, for $\lambda<\frac{\alpha_{V}}{2 C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\gamma_{1}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)}$.

Let us assume that for all $\lambda<\lambda_{V}:=\min \left(\frac{\lambda_{0}}{2 \bar{c}}, \frac{\alpha_{V}}{2 C_{V}\|\sigma\|_{\infty}^{2}\left(1+\gamma_{1} C_{V}\left[1+\frac{\left.\gamma_{1}\left\|D^{2} V\right\|_{\infty}\right]}{2}\right)\right.}, \frac{c}{\left\|D^{2} V\right\|_{\infty}\|\sigma\|_{\infty}^{2} \gamma_{1}}\right)$, the property

$$
\begin{equation*}
\forall k \in \llbracket 0, n-1 \rrbracket, \mathbb{E} \exp \left(\lambda V\left(X_{k}\right)\right) \leq C_{V, \lambda}:=C_{V, \lambda}^{0} \vee \exp \left(\frac{\lambda \tilde{\beta}_{V}}{\tilde{\alpha}_{V}}\right), \tag{n-1}
\end{equation*}
$$

holds for a fixed $n-1 \in \mathbb{N}_{0}$ and let us prove $\left(\mathcal{P}_{n}\right)$. By inequalities (3.7), (3.8) and (3.9) and the Cauchy-Schwarz inequality, we derive that for all $\lambda<\lambda_{V}$,

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda V\left(X_{n}\right)\right) & =\mathbb{E}\left[\exp \left(\lambda V\left(X_{n-1}\right)\right) \mathbb{E}\left[\exp \left(\lambda\left(V\left(X_{n}\right)-V\left(X_{n-1}\right)\right)\right) \mid \mathcal{F}_{n-1}\right]\right] \\
& \leq \mathbb{E}\left[\exp \left(\lambda\left[V\left(X_{n-1}\right)\left(1-\frac{\alpha_{V}}{2} \gamma_{n}\right)+\tilde{c} \gamma_{n}\right]\right) I_{1}\left(\gamma_{n}, 2 \lambda, X_{n-1}\right)^{1 / 2} I_{2}\left(\gamma_{n}, 2 \lambda\right)^{1 / 2}\right] \\
& =\exp \left(\lambda \gamma_{n} \tilde{\beta}_{V}\right) \mathbb{E}\left[\exp \left(\lambda\left(1-\frac{\alpha_{V}}{2} \gamma_{n}\right) V\left(X_{n-1}\right)+\lambda^{2} \gamma_{n} C_{V}\|\sigma\|_{\infty}^{2} V\left(X_{n-1}+\gamma_{n} b_{n-1}\right)\right)\right]
\end{aligned}
$$

Recall now that $V\left(X_{n-1}+\gamma_{n} b_{n-1}\right) \leq V\left(X_{n-1}\right)+\gamma_{n}\left|\nabla V\left(X_{n-1}\right)\right|\left|b_{n-1}\right|+\frac{\gamma_{n}^{2}}{2}\left\|D^{2} V\right\|_{\infty}\left|b_{n-1}\right|^{2} \stackrel{(\mathcal{L} \mathbf{v}), i i)}{\leq} V\left(X_{n-1}\right)(1+$ $\left.\gamma_{n} C_{V}\left[1+\frac{\gamma_{n}\left\|D^{2} V\right\|_{\infty}}{2}\right]\right)$. Thus,

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\lambda V\left(X_{n}\right)\right)\right] & \leq \exp \left(\lambda \gamma_{n} \tilde{\beta}_{V}\right) \mathbb{E}[\exp (\lambda \underbrace{\left(1-\gamma_{n} \tilde{\alpha}_{V}\right)}_{\in[0,1)} V\left(X_{n-1}\right))] \\
& \stackrel{(\text { Jensen })}{\leq} \exp \left(\lambda \gamma_{n} \tilde{\beta}_{V}\right) \mathbb{E}\left[\exp \left(\lambda V\left(X_{n-1}\right)\right)\right]^{\left(1-\gamma_{n} \tilde{\alpha}_{V}\right)} \leq \exp \left(\lambda \gamma_{n} \tilde{\beta}_{V}\right) C_{V, \lambda}^{\left(1-\gamma_{n} \tilde{\alpha}_{V}\right)}
\end{aligned}
$$

using ( $\mathcal{P}_{n-1}$ ) for the last inequality. From the above equation and the previous definition of $C_{V, \lambda}$ we have:

$$
\exp \left(\lambda \gamma_{n} \tilde{\beta}_{V}\right) C_{V, \lambda}^{\left(1-\gamma_{n} \tilde{\alpha}_{V}\right)} \leq C_{V, \lambda} \Longleftrightarrow C_{V, \lambda} \geq \exp \left(\frac{\lambda \tilde{\beta}_{V}}{\tilde{\alpha}_{V}}\right)
$$

Hence, $\left(\mathcal{P}_{n}\right)$ holds. Taking $c_{V}<\lambda_{V}$ completes the proof.
Remark 8. Noting that $v^{*}:=\inf _{x \in \mathbb{R}^{d}} V(x)>0$, we get that for all $(n, \xi) \in \mathbb{N} \times[0,1]$, and for all $\lambda<\lambda_{V}\left(v^{*}\right)^{1-\xi}$ : $\mathbb{E} \exp \left(\lambda V_{n}^{\xi}\right)=\mathbb{E} \exp (\lambda\left(v^{*}\right)^{\xi} \underbrace{\left(\frac{V_{n}}{v^{*}}\right)^{\xi}}_{\geq 1}) \leq \mathbb{E} \exp \left(\lambda\left(v^{*}\right)^{\xi-1} V_{n}\right) \leq C_{V, \lambda\left(v^{*}\right)^{\xi-1}}<+\infty$.
Thus, we readily get as a byproduct of Proposition 1 that, for all $\xi \in[0,1], \lambda<\lambda_{V}\left(v^{*}\right)^{1-\xi}, \sup _{n \in \mathbb{N}} \mathbb{E} \exp \left(\lambda V_{n}^{\xi}\right)<$ $+\infty$. We again refer to Lemaire [Lem05] for additional results in that direction.
Proof of Lemma 4. Recalling from $\left(\mathrm{G}_{V}\right)$ that there exists $C_{V, \varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},|\varphi(x)| \leq C_{V, \varphi}(1+$ $\sqrt{V(x)})$, we get for $j \in\{1,2\}$ :

$$
\begin{aligned}
& \left(\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)\right|}{\Gamma_{n}}\right)\right)^{\frac{1}{j p}} \leq\left(\mathbb{E} \exp \left(j p \lambda_{n} \frac{C_{V, \varphi}\left(2+\sqrt{V\left(X_{0}\right)}+\sqrt{V\left(X_{n}\right)}\right)}{\Gamma_{n}}\right)\right)^{\frac{1}{j p}} \\
& \leq \exp \left(2 C_{V, \varphi} \frac{\lambda_{n}}{\Gamma_{n}}\right)\left(\mathbb{E} \exp \left(2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{0}\right)}}{\Gamma_{n}}\right)\right)^{\frac{1}{2 j p}}\left(\mathbb{E} \exp \left(2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{n}\right)}}{\Gamma_{n}}\right)\right)^{\frac{1}{2 j p}}
\end{aligned}
$$

Write now for $i \in\{0, n\}$ by the Young inequality:

$$
2 j p C_{V, \varphi} \lambda_{n} \frac{\sqrt{V\left(X_{i}\right)}}{\Gamma_{n}} \leq c_{V} V\left(X_{i}\right)+\frac{(j p)^{2} C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}
$$

where $c_{V}$ is the positive real constant s.t. $I_{V}^{1}=\sup _{n \geq 0} \mathbb{E}\left[\exp \left(c_{V} V\left(X_{n}\right)\right)\right]<+\infty$ (see Proposition 1 ). We then get

$$
\begin{aligned}
& \left(\mathbb{E} \exp \left(j p \lambda_{n} \frac{\left|\varphi\left(X_{0}\right)-\varphi\left(X_{n}\right)\right|}{\Gamma_{n}}\right)\right)^{\frac{1}{j p}} \\
\leq & \exp \left(2 C_{V, \varphi} \frac{\lambda_{n}}{\Gamma_{n}}\right) \exp \left(\frac{j p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}\right)\left(\mathbb{E} \exp \left(c_{V} V\left(X_{0}\right)\right)\right)^{\frac{1}{2 j p}}\left(\mathbb{E} \exp \left(c_{V} V\left(X_{n}\right)\right)\right)^{\frac{1}{2 j p}} \\
\leq & \exp \left(\frac{(j+1) p C_{V, \varphi}^{2} \lambda_{n}^{2}}{c_{V} \Gamma_{n}^{2}}\right) \exp \left(\frac{c_{V}}{p}\right)\left(I_{V}^{1}\right)^{\frac{1}{j p}} .
\end{aligned}
$$

## Proof of Lemma 5.

- Proof of inequalities (2.13) and (2.12). We first easily get from the assumptions on $\varphi$ that:

$$
\begin{aligned}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} & \leq\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}^{2} \int_{0}^{1}(1-t)\left|\operatorname{Tr}\left(D^{2} \varphi\left(X_{k-1}+t \gamma_{k} b_{k-1}\right) b_{k-1} \otimes b_{k-1}\right)\right| d t\right)\right)^{\frac{1}{4 p}} \\
& \leq\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}^{2} C_{V} V_{k-1}\left\|D^{2} \varphi\right\|_{\infty}\right)\right)^{\frac{1}{4 p}}
\end{aligned}
$$

recalling point ii) of $\left(\mathcal{L}_{V}\right)$ for the last inequality. From the Jensen inequality (applied to the exponential function for the measure $\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \delta_{k}$ ), we derive:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leq\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} C_{V} V_{k-1}\right)\right)^{\frac{1}{4 p}}
$$

- If $a \leq \frac{c_{V} q}{4 C_{V} p} \frac{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}{\left\|D^{2} \varphi\right\|_{\infty}^{2}} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$. In that case we have from (2.10) that:

$$
\bar{v}_{n}:=\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} \frac{C_{V}}{c_{V}}=\frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \frac{2 C_{V} p}{c_{V} q} \frac{\left\|D^{2} \varphi\right\|_{\infty}}{\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}} a \leq 1
$$

The Jensen inequality for concave functions yields for all $k \in \llbracket 1, n \rrbracket$ :

$$
\mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} C_{V} V_{k-1}\right)=\mathbb{E} \exp \left(\bar{v}_{n} c_{V} V_{k-1}\right) \leq\left(\mathbb{E} \exp \left(c_{V} V_{k-1}\right)\right)^{\bar{v}_{n}}
$$

Thus, setting

$$
\begin{equation*}
v_{n}:=\frac{\bar{v}_{n}}{4 p}=\frac{\lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\left\|D^{2} \varphi\right\|_{\infty} \frac{C_{V}}{c_{V}} \tag{3.10}
\end{equation*}
$$

we finally derive,

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \leq\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2}\left(\sup _{l \geq 1} \mathbb{E}\left[\exp \left(c_{V} V_{l-1}\right)\right]\right)^{\bar{v}_{n}}\right)^{\frac{1}{4 p}}=\left(I_{V}^{1}\right)^{v_{n}}=: C_{n}
$$

using again the notations of Proposition 1. This gives (2.13).

- If $\left\|D^{2} \varphi(x)\right\| \leq \frac{C}{1+|x|}$. In this case, the idea consists in introducing the partition $\left\{\left|X_{k}\right| \leq K\right\} \cup\left\{\left|X_{k}\right|>K\right\}$ for a given constant $K>0$. The Lyapunov function $V$ is then bounded on the compact set and for $\left\{\left|X_{k}\right|>K\right\}$ we write:

$$
\left|D^{2} \varphi\left(X_{k}+t \gamma_{k} b_{k}\right)\right| \leq \frac{C}{1+\left|X_{k}+t \gamma_{k} b_{k}\right|}
$$

This control will allow to equilibrate the growth of $V$. Recall indeed from $\left(\mathcal{L}_{\mathbf{V}}\right)$ that for a given threshold $K>0$ there are constants $C_{V}, \bar{c}:=\bar{c}(V, K)>0$ s.t. $\forall|x| \geq K,|V(x)| \leq \bar{c}|x|^{2},|b(x)| \leq \sqrt{\bar{c} C_{V}}|x|$ (see also Remark 1). Hence, since $t \in[0,1]$,

$$
\left|X_{k}+t \gamma_{k} b_{k}\right| \geq\left(\left|X_{k}\right|-\gamma_{k}\left|b_{k}\right|\right)_{+} \geq\left|X_{k}\right|\left(1-\gamma_{k} \sqrt{\bar{c} C_{V}}\right)_{+}
$$

From assumption (S), we have that for $k \geq 1,\left(1-\gamma_{k} \sqrt{\bar{c} C_{V}}\right) \geq 1 / 2$. Thus:

$$
\begin{equation*}
\left|D^{2} \varphi\left(X_{k}+t \gamma_{k} b_{k}\right)\right| \leq\left\|D^{2} \varphi\right\|_{\infty} \mathbb{I}_{\left\{\left|X_{k}\right| \leq K\right\}}+\frac{2 C}{\left|X_{k}\right|} \mathbb{I}_{\left\{\left|X_{k}\right|>K\right\}} . \tag{3.11}
\end{equation*}
$$

From this inequality and applying as above the Jensen inequality, we derive:

$$
\begin{aligned}
& \left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} \\
\leq & \left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{4 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} C_{V} V_{k-1}\left(\frac{\left\|D^{2} \varphi\right\|_{\infty}}{2} \mathbb{1}_{\left|X_{k-1}\right| \leq K}+\frac{C}{\left|X_{k-1}\right|} \mathbb{1}_{\left|X_{k-1}\right|>K}\right)\right)\right)^{\frac{1}{4 p}} \\
\leq & \exp \left(\frac{\lambda_{n} \Gamma_{n}^{(2)}}{2 \Gamma_{n}} C_{V}\left(\sup _{|x| \leq K} V(x)\right)\left\|D^{2} \varphi\right\|_{\infty}\right)\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{4 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} C C_{V} \sqrt{\bar{c}} \sqrt{V_{k-1}}\right)\right)^{\frac{1}{4 p}},
\end{aligned}
$$

recalling that for $|x|>K, \sqrt{V(x)} \leq \sqrt{\bar{c}}|x|$. From the Young inequality we obtain:

$$
\mathbb{E} \exp \left(\frac{4 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} C C_{V} \sqrt{\bar{c}} \sqrt{V_{k-1}}\right) \leq \exp \left(\left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} \frac{C C_{V} \sqrt{\bar{c}}}{\sqrt{c_{V}}}\right)^{2}\right) \mathbb{E}\left[\exp \left(c_{V} V_{k-1}\right)\right]
$$

We finally derive with the notations of Proposition 1 :

$$
\begin{aligned}
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p}} & \leq \exp \left(\frac{\lambda_{n} \Gamma_{n}^{(2)}}{2 \Gamma_{n}} C_{V}\left(\sup _{|x| \leq K} V(x)\right)\left\|D^{2} \varphi\right\|_{\infty}\right) \exp \left(\frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}} \frac{\left(C C_{V}\right)^{2} \bar{c}}{c_{V}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \\
& \leq \exp \left(C_{2.12}\left(\frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}+\frac{\lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}
\end{aligned}
$$

setting $C_{2.12}:=\frac{C_{V}}{2}\left(\sup _{|x| \leq K} V(x)\right)\left\|D^{2} \varphi\right\|_{\infty} \vee \frac{\left(C C_{V}\right)^{2} \bar{c}}{c_{V}}$. From the Young inequality we finally have $\frac{\lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}} \leq$ $\frac{p \lambda_{n}^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{2 \Gamma_{n}^{2}}+\frac{1}{2 p}$ which, plugged in the above control, completes the proof of (2.12).

- Proof of inequality (2.11). We proceed as for the proof of (2.13) and (2.12). Write:

$$
\begin{aligned}
& \left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \\
& \leq\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}} \sum_{k=1}^{n} \frac{\gamma_{k}}{2}\left|\operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right)\right|\right)\right)^{\frac{1}{4 p}} \\
& \leq\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} \sum_{k=1}^{n} \gamma_{k}^{2}\left|b_{k-1}\right|\right)\right)^{\frac{1}{4 p}} \leq\left(\mathbb{E} \exp \left(\frac{2 p \lambda_{n}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} C_{V}^{\frac{1}{2}} \sum_{k=1}^{n} \gamma_{k}^{2}\left|V_{k-1}\right|^{\frac{1}{2}}\right)\right)^{\frac{1}{4 p}} \\
& \leq\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{2 p \lambda_{n} \Gamma_{n}^{(2)}}{\Gamma_{n}}\|\sigma\|_{\infty}^{2}\left[\varphi^{(2)}\right]_{1} C_{V}^{\frac{1}{2}}\left|V_{k-1}\right|^{\frac{1}{2}}\right)\right)^{\frac{1}{4 p}}
\end{aligned}
$$

Using once again the Young inequality and setting $C_{2.11}:=\frac{\|\sigma\|_{\infty}^{4}\left[\varphi^{(2)}\right]_{1}^{2}}{4} \frac{C_{V}}{c_{V}}$, we obtain:

$$
\left(\mathbb{E} \exp \left(\frac{4 p \lambda_{n}}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p}} \leq \exp \left(\frac{p \lambda_{n}^{2}}{4}\left(\frac{\Gamma_{n}^{(2)}}{\Gamma_{n}}\right)^{2}\|\sigma\|_{\infty}^{4}\left[\varphi^{(2)}\right]_{1}^{2} \frac{C_{V}}{c_{V}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}} \leq \exp \left(C_{2.11} p \lambda_{n}^{2}\left(\frac{\Gamma_{n}^{(2)}}{\Gamma_{n}}\right)^{2}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 p}}
$$

## 4. A REfinement when $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ is A Coboundary

We will assume in this Section that there exists a solution $\vartheta$ of the Poisson problem $\mathcal{A} \vartheta=\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$ satisfying the assumptions stated in Theorems 2 and 3, which is in particular the case if $\sigma$ is smooth enough and the coefficients in (1.1) satisfy some non-degeneracy conditions, see e.g. Lorenzi and Bertoldi [LB06]. In a non-degenerate setting, those assumptions should hold as well provided $\sigma \in C^{1+\beta}\left(\mathbb{R}^{d}, \mathbb{R}^{d} \otimes \mathbb{R}^{r}\right), \beta \in(0,1]$ (see also Section 6.2 and Appendix A).

In this special case, we have a slightly different concentration result improving our previous ones for a certain deviation range.

Theorem 4. Under the Assumptions of Theorem 3 and with the notations introduced therein, we have that:
(a) For $\theta \in\left[\frac{1}{2+\beta}, 1\right]$ and $\beta \neq 1$, there exist explicit non-negative sequences $\left(\tilde{c}_{n}\right)_{n \geq 1}$ and $\left(\tilde{C}_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} \tilde{C}_{n}=\lim _{n} \tilde{c}_{n}=1$ s.t. for all $n \geq 1$ and for $a \in\left(0, \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}\right]$ where $\left(\chi_{n}\right)_{n \geq 1}$ is a decreasing sequence s.t. $\chi_{0} \leq \bar{C}_{0}:=\bar{C}_{0}((\mathbf{A}))$ small enough and $\chi_{n}{ }_{n} 0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \leq 2 \tilde{C}_{n} \exp \left(-\tilde{c}_{n} \frac{a^{2}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}\right) .
$$

(b) For $\theta=\frac{1}{3}, \beta=1$, there exist explicit non-negative sequences $\left(\tilde{c}_{n}\right)_{n \geq 1}$ and $\left(\tilde{C}_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} \tilde{C}_{n}=\lim _{n} \tilde{c}_{n}=1$ such that for all $n \geq 1$ and for every $a \in\left(0, \bar{C}_{0} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}\right]$, $\bar{C}_{0}:=\bar{C}_{0}((\mathbf{A}))$ small enough:

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)-\tilde{\gamma} m+E_{n}\right| \geq a\right] \leq 2 \tilde{C}_{n} \exp \left(-\tilde{c}_{n} \frac{a^{2}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}\right) .
$$

(c) The previous results can be expressed in a more general way as follows. :

- For $\theta \in\left[\frac{1}{2+\beta}, 1\right], \beta \neq 1$, there exists a sequence $\left(\tilde{C}_{n}\right)_{n \geq 1}$ decreasing for $n$ large enough with $\lim _{n} \tilde{C}_{n}=1$ and sequences of $\mathbb{R}^{+}$valued functions $\left(\Phi_{n, \rho}(.)\right)_{n \geq 1, \rho>1}$ s.t. for all $n \geq 1$ and $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \leq 2 \tilde{C}_{n} \exp \left(-\Phi_{n, \rho}(a) \frac{a^{2}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

- For $\theta=\frac{1}{3}, \beta=1$, there exists a sequence $\left(\tilde{C}_{n}\right)_{n \geq 1}$ decreasing for $n$ large enough with $\lim _{n} \tilde{C}_{n}=1$ and sequences of $\mathbb{R}^{+}$valued functions $\left(\Phi_{n, \rho}(.)\right)_{n \geq 1, \rho>1}$ s.t. for all $n \geq 1$ and $a>0$ :

$$
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)-\tilde{\gamma} m+E_{n}\right| \geq a\right] \leq 2 \tilde{C}_{n} \exp \left(-\Phi_{n, \rho}(a) \frac{a^{2}}{2 \nu\left(\|\sigma\|^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}\right)
$$

Also, for a given $\rho_{0}>1$, there exists $c:=c\left(\rho_{0},(\mathbf{A})\right)>0$ s.t. for all $n \geq 1, \rho \in\left(1, \rho_{0}\right], \Phi_{n, \rho}(a) \geq c\left(1+\frac{a^{2}}{(\rho-1) \Gamma_{n}}\right)$. Eventually, taking $\rho=\rho(n)$ s.t. $(\rho(n)-1) \Gamma_{n} \rightarrow_{n}+\infty$, then for any $a>0, \Phi_{n, \rho(n)}(a) \rightarrow_{n} 1$. An explicit definition of $\Phi_{n, \rho(n)}(a)$ is provided in the proof.

Observe carefully that the results of Theorems 2, 3 have been improved in the sense that the variance in the deviations is a sharper upper bound of the carré du champ $\int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi(x)\right|^{2} \nu(d x)$ appearing in the asymptotic Theorem 1. Indeed, we managed to replace the supremum norm $\|\sigma\|_{\infty}^{2}$ appearing in Theorems 2,3 by $\nu\left(\|\sigma\|^{2}\right)$. However, our martingale approach intrinsically leads to a bound in $\|\nabla \varphi\|_{\infty}^{2}$.

Let us as well mention that in case (b), since $\frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \underset{n}{ } \tilde{\gamma}>0$, the deviation bounds holds on a finite interval. Such controls are enough to derive non asymptotic confidence intervals for the fastest convergence rate. Anyhow, we give in (c) a more general result providing in all cases a deviation bound on the whole half axis.

Proof. We focus on Case (a). Case (b) could be derived similarly following the proof of Theorem 3. We restart from the computations of Section 2.2 that give for all $\lambda>0$ the control in equation (2.8). Let us now focus on the term giving the concentration and write for all $\rho>1$ :

$$
\begin{align*}
\mathbb{E} \exp \left(\frac{q \lambda}{\Gamma_{n}} M_{n}\right) \leq & \left(\mathbb{E} \exp \left(\rho \frac{q \lambda}{\Gamma_{n}} M_{n}-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right)\right)^{\frac{1}{\rho}} \\
& \times\left(\mathbb{E} \exp \left(\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2(\rho-1) \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right)\right)^{1-\frac{1}{\rho}}=: \mathscr{T}_{1}^{\frac{1}{\rho}} \mathscr{T}_{2}^{1-\frac{1}{\rho}} . \tag{4.1}
\end{align*}
$$

Since for all $x \in \mathbb{R}^{d}, \mathcal{A} \vartheta(x)=\|\sigma(x)\|^{2}-\nu\left(\|\sigma\|^{2}\right)$, we obtain:

$$
\mathscr{T}_{1}=\exp \left(\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) \mathbb{E} \exp \left(\rho \frac{q \lambda}{\Gamma_{n}} M_{n}-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{n} \gamma_{k}\left\|\sigma\left(X_{k-1}\right)\right\|^{2}\right) .
$$

Set $\widetilde{\mathscr{T}_{1}}:=\exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) \mathscr{T}_{1}$. Define now, for a given $n \in \mathbb{N}$ and $m \in \mathbb{N}_{0}, S_{m}:=\exp \left(\rho \frac{q \lambda}{\Gamma_{n}} M_{m}-\right.$ $\left.\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \sum_{k=1}^{m} \gamma_{k}\left\|\sigma\left(X_{k-1}\right)\right\|^{2}\right)$. From the definition of the martingale $M_{n}$ in (2.6) and the controls of the Lipschitz constants of the functions $\left(\Psi_{k}\left(X_{k-1}, \cdot\right)\right)_{k \in \llbracket 1, n \rrbracket}$ in Lemma 1, we get by iterated conditioning:

$$
\begin{aligned}
\widetilde{\mathscr{T}_{1}} & \leq \mathbb{E}\left[S_{n-1} \exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right) \mathbb{E}\left[\left.\exp \left(\rho \frac{q \lambda}{\Gamma_{n}}\left(M_{n}-M_{n-1}\right)\right) \right\rvert\, \mathcal{F}_{n-1}\right]\right] \\
& \leq \mathbb{E}\left[S_{n-1} \exp \left(-\frac{\rho^{2}(q \lambda)^{2}[\varphi]_{1}^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right) \exp \left(\frac{\rho^{2}(q \lambda)^{2}}{2 \Gamma_{n}^{2}} \gamma_{n}[\varphi]_{1}^{2}\left\|\sigma\left(X_{n-1}\right)\right\|^{2}\right)\right] \\
& \leq \mathbb{E}\left[S_{n-1}\right] \leq 1 .
\end{aligned}
$$

In other words, $\left(S_{m}\right)_{m \geq 0}$ is a positive supermartingale. We finally get that, for all $\rho>1$ :

$$
\begin{equation*}
\mathscr{T}_{1}^{\frac{1}{\rho}} \leq \exp \left(\frac{\rho(q \lambda)^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) . \tag{4.2}
\end{equation*}
$$

For the term $C_{2}$, we have that setting $\mu:=\mu(q, n, \rho, \lambda)=\frac{(q \lambda)^{2} \rho^{2}[\varphi]_{1}^{2}}{2(\rho-1) \Gamma_{n}}$,

$$
\mathscr{T}_{2}=\mathbb{E} \exp \left(\frac{\mu}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right),
$$

so that this contribution can be controlled from the previous expansion of Lemma 1 exploiting the technical Lemmas of Section 2.2 replacing $\lambda$ by $\mu$ and $\varphi$ by $\vartheta$.

In case $(a)$, for $\theta \in[1 /(2+\beta), 1], \beta \in(0,1)$, the Hölder inequalities yield that for all $\mu \in \mathbb{R}_{+}$and all $\bar{p}, \bar{q} \in(1,+\infty), \frac{1}{\bar{p}}+\frac{1}{\bar{q}}=1$, similarly to (2.8),

$$
\begin{align*}
\mathscr{T}_{2}=\mathbb{E} \exp \left(\frac{\mu}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \mathcal{A} \vartheta\left(X_{k-1}\right)\right) & \leq\left(\mathbb{E} \exp \left(\frac{\bar{q} \mu}{\Gamma_{n}} M_{n}^{\vartheta}\right)\right)^{\frac{1}{q}} \\
& \leq \times\left(\mathbb{E} \exp \left(\frac{2 \bar{p} \mu}{\Gamma_{n}}\left|L_{n}^{\vartheta}\right|\right)\right)^{\frac{1}{2 p}}\left(\mathbb{E} \exp \left(\frac{4 \bar{p} \mu}{\Gamma_{n}}\left|D_{2, b, n}^{\vartheta}\right|\right)\right)^{\frac{1}{4 \bar{p}}}\left(\mathbb{E} \exp \left(\frac{4 \bar{p} \mu}{\Gamma_{n}}\left|D_{2, \Sigma, n}^{\vartheta}\right|\right)\right)^{\frac{1}{4 \bar{p}}} \tag{4.3}
\end{align*}
$$

where the superscripts in $\vartheta$ emphasize that the contributions to be analyzed are those associated with the solution $\vartheta$ of the Poisson problem with source $\|\sigma\|^{2}-\nu\left(\|\sigma\|^{2}\right)$.

Still for simplicity, we assume as well (case (i)) that there exists $C_{\vartheta}>0$ s.t. for all $x \in \mathbb{R}^{d},\left|D^{2} \vartheta(x)\right| \leq$ $C_{\vartheta} /(1+|x|)$. Plugging in (4.3) the controls established in Lemma 4 (with $j=2$ ), Lemma 5 (equations (2.11) and (2.12)) and (3.5), then replacing $\lambda_{n}$ by $\mu$, we get:

$$
\begin{aligned}
\mathscr{T}_{2} \leq & \exp \left(\frac{\bar{q} \mu^{2}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2 \Gamma_{n}}\right) \exp \left(\frac{3 \bar{p} C_{V, \vartheta}^{2} \mu^{2}}{c_{V} \Gamma_{n}^{2}}+\frac{c_{V}}{\bar{p}}\right)\left(I_{V}^{1}\right)^{\frac{1}{2 \bar{p}}} \\
& \times \exp \left(C_{2.11} \frac{\bar{p} \mu^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\left(I_{V}^{1}\right)^{\frac{1}{4 \bar{p}}} \times \exp \left(C_{2.12}\left(\frac{3 \bar{p} \mu^{2}\left(\Gamma_{n}^{(2)}\right)^{2}}{2 \Gamma_{n}^{2}}+\frac{1}{2 \bar{p}}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{4 \bar{p}}} . \\
\leq & \exp \left(\frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{p}\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left[C_{2.11}+\frac{3}{2} C_{2.12}\right]+\frac{3 C_{V, \vartheta}^{2}}{c_{V} \Gamma_{n}}\right)\right)\right) \exp \left(\frac{1}{\bar{p}}\left(c_{V}+\frac{C_{2.12}}{2}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{\bar{p}}} .
\end{aligned}
$$

Set now

$$
\begin{align*}
\bar{C}_{n} & :=\exp \left(\frac{1}{\bar{p}}\left(c_{V}+\frac{C_{2.12}}{2}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{\bar{p}}}, \\
\bar{e}_{n} & :=\bar{p}\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left[C_{2.11}+\frac{3}{2} C_{2.12}\right]+\frac{3 C_{V, \vartheta}^{2}}{c_{V} \Gamma_{n}}\right) . \tag{4.4}
\end{align*}
$$

In the considered case, the exponent $\bar{p}:=\bar{p}_{n}$ can again be taken s.t. $\bar{p}_{n} \xrightarrow[n]{ }+\infty$ and $\bar{p}_{n} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}} \rightarrow 0$ in order to have, $\bar{e}_{n} \underset{n}{ } 0, \bar{C}_{n} \underset{n}{\rightarrow} 1$ with the indicated monotonicity for $n$ large enough.

We derive from the above control and (4.2) that for all $q, \rho>1$ :

$$
\left(\mathbb{E} \exp \left(\frac{\lambda q}{\Gamma_{n}} M_{n}\right)\right)^{\frac{1}{q}} \leq\left(T_{1}^{\frac{1}{\rho}} T_{2}^{1-\frac{1}{\rho}}\right)^{\frac{1}{q}} \leq \exp \left(\frac{\rho q \lambda^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right) .
$$

Plugging this bound in (2.8), using again the controls of Lemmas 4 and 5, eventually yields:

$$
\begin{aligned}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \leq & 2 \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \exp \left(\frac{\rho q \lambda^{2}[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 \Gamma_{n}}\right) \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right) \\
& \times \exp \left(\frac{\lambda^{2}}{\Gamma_{n}} p\left(\frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\left[C_{2.11}+\frac{11}{4} C_{2.12}\right]+\frac{3 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}}\right)\right) \exp \left(\frac{1}{p}\left(c_{V}+\frac{C_{2.12}}{2}\right)\right)\left(I_{V}^{1}\right)^{\frac{1}{p}} .
\end{aligned}
$$

Choosing $p:=p_{n} \underset{n}{ }+\infty$ and s.t. $p_{n} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}} \underset{n}{ } 0$, we get with the notations introduced in the proof of Theorem 3:

$$
\begin{aligned}
\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a\right] \leq & 2 C_{n} \bar{C}_{n}^{\frac{\rho-1}{\rho q}} \exp \left(-\frac{a \lambda}{\sqrt{\Gamma_{n}}}\right) \exp \left(\frac{\lambda^{2}}{\Gamma_{n}}\left(\frac{\rho q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2}+e_{n}\right)\right) \\
& \times \exp \left(\frac{\rho-1}{\rho q} \frac{\mu^{2}}{\Gamma_{n}}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)\right),
\end{aligned}
$$

where $e_{n}$ is defined similarly to $\bar{e}_{n}$ in (4.4) replacing $\bar{p}$ by $p$. In particular $e_{n} \underset{n}{ } 0$. Note that for the previous choices of $p, \bar{p}$ we have that $\tilde{C}_{n}:=C_{n} \bar{C}_{n}^{\frac{\rho-1}{\rho q}}{\underset{n}{ }}_{\rightarrow} 1$ uniformly in $\rho>1$. Recalling that $\mu=\frac{\left.(q \lambda)^{2} \rho^{2} \varphi \varphi\right]_{1}^{2}}{2(\rho-1) \Gamma_{n}}$ we are thus led to minimize the polynomial function:

$$
\begin{align*}
P & : \lambda \longmapsto-\frac{a \lambda}{\sqrt{\Gamma_{n}}}+\frac{\lambda^{2}}{\Gamma_{n}} A_{n}+\frac{\lambda^{4}}{\Gamma_{n}^{3}} B_{n},  \tag{4.5}\\
A_{n} & =A_{n}(\rho):=\frac{\rho q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2}+e_{n}, B_{n}=B_{n}(\rho):=\frac{(\rho q)^{3}[\varphi]_{1}^{4}}{4(\rho-1)}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right),
\end{align*}
$$

or at least find a value of $\lambda$ close to the $\operatorname{argmin}$ (for $a$ in the considered range, i.e. $0<a \leq \chi_{n} \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}}$ with $\chi_{n}{ }_{n} 0$ ) which will provide a negative value for $P$. From the quadratic setting, we are induced to consider:

$$
\lambda^{*}=\frac{a \sqrt{\Gamma_{n}}}{2 A_{n}}
$$

for which we have

$$
P\left(\lambda^{*}\right)=-\frac{a^{2}}{4 A_{n}}\left(1-\frac{a^{2}}{4 A_{n}^{3}} \frac{B_{n}}{\Gamma_{n}}\right)=-\frac{a^{2}}{2[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)} \times\left([\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)\right)\left(\frac{1}{2 A_{n}(\rho)}-\frac{a^{2}}{8 A_{n}(\rho)^{4}} \frac{B_{n}(\rho)}{\Gamma_{n}}\right) .
$$

It remains to perform an optimization in $\rho>1$ of the function

$$
J: \rho \longmapsto\left([\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)\right)\left(\frac{1}{2 A_{n}(\rho)}-\frac{a^{2}}{8 A_{n}(\rho)^{4}} \frac{B_{n}(\rho)}{\Gamma_{n}}\right),
$$

keeping in mind that in order to have a positive contribution we must take:

$$
a \leq\left(\frac{4 A_{n}(\rho)^{3} \Gamma_{n}}{B_{n}(\rho)}\right)^{\frac{1}{2}}
$$

which holds on the considered range. Set $\tilde{c}:=\frac{q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2}$ so that $A_{n}=\rho \tilde{c}+e_{n}$. Observe as well that $B_{n}(\rho) \leq \frac{\left(\rho \tilde{c}+e_{n}\right)^{3} q^{3}[\varphi]_{1}^{4}}{\tilde{c}^{3} 4(\rho-1)}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right)$. Thus:

$$
\begin{aligned}
J(\rho) & \geq \frac{\left([\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)\right)}{2}\left(\frac{1}{\rho \tilde{c}+e_{n}}-\frac{\Theta_{n}}{\left(\rho \tilde{c}+e_{n}\right)(\rho-1)}\right)=\frac{1}{q}\left(\frac{1}{\rho+e_{n} / \tilde{c}}-\frac{\Theta_{n}}{\left(\rho+e_{n} / \tilde{c}\right)(\rho-1)}\right)=: \tilde{J}(\rho), \\
\Theta_{n} & :=\frac{q^{3}[\varphi]_{1}^{4}}{\tilde{c}^{3} 16}\left(\frac{\bar{q}\|\sigma\|_{\infty}^{2}[\vartheta]_{1}^{2}}{2}+\bar{e}_{n}\right) \frac{a^{2}}{\Gamma_{n}} .
\end{aligned}
$$

Recalling that $q=q(n), \bar{q}=\bar{q}(n)$ go to 1 with $n, \lim _{n} e_{n}=\lim \bar{e}_{n}=0$, and that, in the considered range for $a, \Theta_{n} \underset{n}{ } 0$, the result follows by optimizing $\tilde{J}$ w.r.t. $\rho$. In the biased case, the result follows similarly from the corresponding analysis performed in Section 2 taking $A_{n}(\rho)=\frac{\rho q[\varphi]_{1}^{2} \nu\left(\|\sigma\|^{2}\right)}{2}$.

For case (c) we refine the optimisation procedure in the following way. It is easily seen that the polynomial $P$ defined in (4.5) is coercive and strictly convex in $\lambda$. The optimum is thus attained for $\lambda_{*}=\sqrt{\Gamma_{n}} \tilde{\lambda}_{*}$ where:

$$
\begin{equation*}
\tilde{\lambda}_{*}:=\frac{a}{2 A_{n}(\rho)} \times \frac{1}{1+2 \tilde{\lambda}_{*}^{2} \frac{B_{n}(\rho)}{A_{n}(\rho) \Gamma_{n}}} . \tag{4.6}
\end{equation*}
$$

Hence the idea to consider: $\overline{\tilde{\lambda}}_{*}:=\frac{a}{2 A_{n}(\rho)} \times \frac{1}{1+\frac{a^{2}}{2} \frac{B_{n}(\rho)}{A_{n}^{3}(\rho) \Gamma_{n}}}$, obtained by substituting in the r.h.s. of (4.6) the optimal value of quadratic case. Setting $c_{n}(a, \rho):=\frac{a^{2}}{2} \frac{B_{n}(\rho)}{A_{n}^{3}(\rho) \Gamma_{n}}$ one gets:

$$
P\left(\bar{\lambda}_{*}\right):=P\left(\sqrt{\Gamma_{n}} \overline{\tilde{\lambda}}_{*}\right)=-\frac{a^{2}}{4 A_{n}(\rho)\left(1+c_{n}(a, \rho)\right)^{2}}\left(1+2 c_{n}(a, \rho)\left(1-\frac{1}{4\left(1+c_{n}(a, \rho)\right)^{2}}\right)\right) .
$$

Observe now that for a fixed $a$ one gets that $c_{n}(a, \rho)=\frac{a^{2}}{2} \frac{1}{(\rho-1) \Gamma_{n}} \frac{(\rho-1) B_{n}(\rho)}{A_{n}^{3}(\rho)}$. Recalling that $A_{n}(\rho)$ and $(\rho-$ 1) $B_{n}(\rho)$ are uniformly bounded in $n \geq 1$ and $\rho \in\left(1, \rho_{0}\right]$, one can take $\rho:=\rho(n) \downarrow_{n} 1$ so that $(\rho-1) \Gamma_{n} \rightarrow_{n}+\infty$ and $c_{n}(a, \rho) \rightarrow_{n} 0$. The result follows taking $\Phi_{n}(a, \rho):=\frac{\|\nabla \varphi\|_{\infty}^{2} \nu\left(\|\sigma\|^{2}\right)}{2 A_{n}(\rho)\left(1+c_{n}(a, \rho)\right)^{2}}\left(1+2 c_{n}(a, \rho)\left(1-\frac{1}{4\left(1+c_{n}(a, \rho)\right)^{2}}\right)\right)$ letting $q:=q(n) \downarrow_{n} 1$ as above.

## 5. Tractable Non-asymptotic confidence intervals.

We give in this section, as an application of our main Theorems 2 and 3, some computable non-asymptotic confidence intervals.
5.1. First Non-asymptotic Confidence Intervals and Approximation Issues. To begin with, we first give, as a direct corollary of Theorem 3, a non-asymptotic confidence interval result which does not require numerical approximations of the bias. Anyhow, it does not benefit from the fastest convergence rate which induces a bias.

Theorem 5 (Non-asymptotic confidence intervals without bias). Let $f$ be a Lipschitz continuous function in $\mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ s.t. $\left[f^{(1)}\right]_{\beta}<+\infty$ for some $\beta \in(0,1)$. Assume that the Poisson equation:

$$
\mathcal{A} \varphi(x)=f(x)-\nu(f), x \in \mathbb{R}^{d},
$$

admits a unique solution $\varphi$, supposed to be globally Lipschitz continuous and in $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Moreover, assume that $\left(D^{\alpha} \varphi\right)_{|\alpha| \in\{2,3\}}$ are bounded and that there exists a positive constant $C_{\varphi}$ s.t., for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq$ $C_{\varphi} /(1+|x|)$ and $\left[\varphi^{(3)}\right]_{\beta}<+\infty$. We suppose finally that $\varphi$ satisfies $\left(\mathrm{G}_{V}\right)$.

Assume the step sequence $\left(\gamma_{k}\right)_{k \geq 1}$ is s.t. $\gamma_{k} \asymp k^{-\theta}, \theta \in\left[\frac{1}{2+\beta}, 1\right]$. Then, for $\left(c_{n}\right)_{n \geq 1},\left(C_{n}\right)_{n \geq 1}$ like in Theorem 3 with $\lim _{n} c_{n}=\lim _{n} C_{n}=1$, we have that for all $n \geq 1$ and $a>\bar{a}_{n}:=\frac{a_{n}}{\|\sigma\|_{\infty}\| \|_{\infty}}$ with $a_{n}$ given by (2.3):

$$
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)-\frac{a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}\right]\right] \geq 1-2 C_{n} \exp \left(-c_{n} \frac{\left(a-\bar{a}_{n}\right)^{2}}{2}\right)
$$

Proof. Setting $a_{\sigma, \varphi}:=a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}$, it suffices to write:

$$
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(f)-\nu(f)\right| \geq a_{\sigma, \varphi}\right]=\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(f-\nu(f))\right| \geq a_{\sigma, \varphi}\right]=\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a_{\sigma, \varphi}\right] .
$$

Hence:

$$
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)-\frac{a_{\sigma, \varphi}}{\sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{a_{\sigma, \varphi}}{\sqrt{\Gamma_{n}}}\right]\right]=1-\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a_{\sigma, \varphi}\right] .
$$

Conclude by noting that Theorem 3 (a) yields:

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a_{\sigma, \varphi}\right] & \leq \mathbb{P}\left[\left|E_{n}^{1}\right|+\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a_{\sigma, \varphi}\right] \leq \mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{1}\right| \geq a_{\sigma, \varphi}-a_{n}\right] \\
& \leq 2 C_{n} \exp \left(-c_{n} \frac{\left(a-\bar{a}_{n}\right)^{2}}{2}\right)
\end{aligned}
$$

The previous result is simple to use and has the major advantage that no a priori explicit knowledge of the solution $\varphi$ of the associated Poisson equation is required (but a bound on the quantity $\|\nabla \varphi\|_{\infty}$ which can usually be obtained through the Lipschitz constant $[f]_{1}$ of the source, see e.g. Section 6.2 and Appendix A).

Note however that, when $\varphi$ is explicitly known, the previous result does not allow to attain the fastest admissible concentration rate in Theorems 2 and 3 corresponding to $\theta=\frac{1}{3}, \beta=1$. To this end, we need to
have some tractable approximation of the bias $E_{n}^{1}, E_{n}$ appearing in Theorems 2 and 3. Observe that with the notations of the indicated theorems:

$$
\begin{align*}
E_{n}^{1}= & \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}\right) T_{1} \Lambda_{k-1}\left(T_{1}, T_{2}, x\right)\right]\right]_{\mid x=X_{k-1}} \\
E_{n}-\tilde{\gamma} m= & E_{n}^{1}+\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}\right) \operatorname{Tr}\left(D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right) b(x) \otimes b(x)\right)\right]\right]_{\mid x=X_{k-1}} \\
& +\frac{1}{2 \sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right), \tag{5.1}
\end{align*}
$$

where $T_{1}, T_{2}$ are two independent uniform random variables on $[0,1]$ defined on some auxiliary probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$.

In practice, even when $\varphi$ is explicitly known, the approximation of the above quantities, is a notable issue. Indeed, they directly appear in the non-asymptotic confidence intervals that would readily follow from Theorem 3. The derivation of a computable confidence interval therefore requires a quick and well controlled estimation of the above expectations w.r.t. $\tilde{\mathbb{P}}$ along the discretization scheme. Since we have assumed in Theorem 3 some regularity on the function $\varphi$, we now choose to approximate the bias by quantization (which takes advantage of the regularity).
5.2. Numerical Approximation of the Bias: a Quantization Approach. The basic idea of quantization consists in approximating a given random variable by a discrete one. We refer to the monograph of Graf and Luschgy [GL00] for a thorough presentation of this approach and the associated results. In the framework of numerical probability, quantization has been widely used in various applicative fields. Let us mention, among others, the works of Pagès [Pag97] for numerical integration, of Bally et al. [BPP05], Pagès and Printems [PP05] for option pricing or Delarue and Menozzi [DM08] for the numerical approximation of coupled forward-backward SDEs.

Here, we choose to quantize separately the random variables $T_{1}, T_{2}$ appearing in (5.1). Indeed, when $T_{1}$ is the scalar uniform law over the unit interval, the optimal, hence stationary, quadratic quantizer is explicitly known. For a fixed integer $M$, a quadratic optimal quantizer $T_{1}^{M}$ of $T_{1}$ is a discrete random variable with $M$ values defined on the same probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ as $T_{1}$, that writes as a measurable function of $T_{1}$, and minimizes the quadratic distortion:

$$
D_{2}\left(T_{1}^{M}, T_{1}\right):=\tilde{\mathbb{E}}\left[\left(T_{1}-T_{1}^{M}\right)^{2}\right] .
$$

For $M \in \mathbb{N}$, it is then easily derived that

$$
\begin{equation*}
T_{1}^{M}=\frac{2\left\lfloor M T_{1}\right\rfloor+1}{2 M} \text { so that } T_{1}^{M} \stackrel{(\text { law })}{=} \frac{1}{M} \sum_{k=1}^{M} \delta_{\frac{2 k-1}{2 M}} . \tag{5.2}
\end{equation*}
$$

One also checks that $\tilde{\mathbb{E}}\left[T_{1} \mid T_{1}^{M}\right]=T_{1}^{M}$, which is known as the stationarity of the optimal quadratic quantizer. It is also readily seen that

$$
\begin{equation*}
\tilde{\mathbb{E}}\left[\left|T_{1}-T_{1}^{M}\right|^{2}\right]=\frac{1}{12} M^{-2} \tag{5.3}
\end{equation*}
$$

which might be seen as an elementary case of the general Zador theorem giving the asymptotics in $M$ of the distortion (see again [GL00]). Observe that, in the considered case, the quantization approach amounts to perform the mid-point quadrature formula for $M$ points. We only take advantage of its synthetic formulation.

We can now define the minimal computable counterparts of the expressions appearing in (5.1). Namely, we set for $M \in \mathbb{N}$ :

$$
\begin{align*}
E_{n}^{1, M}= & \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}^{M}\right) T_{1}^{M} \Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)\right]\right]_{\mid x=X_{k-1}}, \\
E_{n}^{M}-\tilde{\gamma} m= & E_{n}^{1, M}+\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}^{M}\right) \operatorname{Tr}\left(D^{2} \varphi\left(x+T_{1}^{M} \gamma_{k} b(x)\right) b(x) \otimes b(x)\right)\right]\right]_{\mid x=X_{k-1}} \\
& +\frac{1}{2 \sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} \operatorname{Tr}\left(\left(D^{2} \varphi\left(X_{k-1}+\gamma_{k} b_{k-1}\right)-D^{2} \varphi\left(X_{k-1}\right)\right) \Sigma_{k-1}\right)=: E_{n}^{1, M}+E_{n}^{2, M}, \tag{5.4}
\end{align*}
$$

where $T_{1}^{M}, T_{2}^{M}$ are independent random variables whose laws are given in (5.2).
Observe that $E_{n}^{M}-\tilde{\gamma} m$ can be explicitly computed provided $\varphi$ is known and the innovations $\left(U_{k}\right)_{k \geq 1}$ are discrete (Bernoulli laws for instance). This last point, permits to compute for all $k \in \llbracket 1, n \rrbracket$ and all $(t, u, x) \in$ $[0,1]^{2} \times \mathbb{R}^{d}, \Lambda_{k-1}(t, u, x)$ directly as a finite sum. When the innovations have absolutely continuous laws ${ }^{2}$ (e.g. Gaussian laws), another approximation procedure is needed to evaluate $\Lambda_{k-1}$. We again choose to proceed by quantization, assuming that an optimal quantizer $U^{M}$ (defined here on $\left.(\Omega, \mathcal{F}, \mathbb{P})\right)$ of the $\mathbb{R}^{r}$-valued innovation $U$ is available. In particular, from the Zador Theorem, there exists $C_{U}>0$ s.t. for all $M \in \mathbb{N}$ :

$$
\begin{equation*}
\mathbb{E}\left[\left|U-U^{M}\right|^{2}\right] \leq C_{U} M^{-2 / r} \text { and } \mathbb{E}\left[U \mid U^{M}\right]=U^{M} \tag{5.5}
\end{equation*}
$$

Thus, introducing for all $k \in \llbracket 1, n \rrbracket$ and all $(t, u, x) \in[0,1]^{2} \times \mathbb{R}^{d}$,

$$
\Lambda_{k-1}^{M}(t, u, x):=\mathbb{E}\left[\operatorname{Tr}\left(\left(D^{3} \varphi\left(x+\gamma_{k} b(x)+u t \sqrt{\gamma_{k}} \sigma(x) U^{M}\right) \sigma(x) U^{M}\right)\left(\sigma(x) U^{M} \otimes U^{M} \sigma(x)^{*}\right)\right)\right]
$$

leads to consider for absolutely continuous innovations:

$$
\begin{align*}
E_{n}^{1, M, \mathcal{C}} & =\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}^{M}\right) T_{1}^{M} \Lambda_{k-1}^{M}\left(T_{1}^{M}, T_{2}^{M}, x\right)\right]\right]_{\mid x=X_{k-1}} \\
E_{n}^{M, \mathcal{C}}-\tilde{\gamma} m & =E_{n}^{1, M, \mathcal{C}}+E_{n}^{2, M} \tag{5.6}
\end{align*}
$$

Note in particular from the definitions in (5.4), (5.6) that the computation of $E_{n}^{M}-\tilde{\gamma} m, E_{n}^{M, \mathcal{C}}-\tilde{\gamma} m$ does not require to know explicitly neither $\tilde{\gamma}$ nor $m$. For notational convenience we introduce:

$$
E_{n}^{1, M, U}:=\left\{\begin{array}{l}
E_{n}^{1, M}, \text { for discrete innovations }\left(U_{k}\right)_{k \geq 1},  \tag{5.7}\\
E_{n}^{1, M, \mathcal{C}}, \text { for absolutely continuous innovations }\left(U_{k}\right)_{k \geq 1}
\end{array}\right.
$$

We set correspondingly $E_{n}^{M, U}-\tilde{\gamma} m=E_{n}^{1, M, U}+E_{n}^{2, M}$.
We now state a useful Lemma that controls the differences $E_{n}^{1, M, U}-E_{n}^{1}, E_{n}^{M, U}-E_{n}$.
Lemma 6 (Quantization Error). There exists a constant $\bar{C}_{1}>0$ s.t. for all $n \geq 1, M \in \mathbb{N}$ :

$$
\begin{equation*}
\left|E_{n}^{1, M, U}-E_{n}^{1}\right| \leq \bar{C}_{1} \Psi_{U}(M) a_{n}=: a_{n}^{1, M, U}, \text { a.s. } \tag{5.8}
\end{equation*}
$$

with $a_{n}$ as in (2.3) and $\psi_{U}(M):=\left\{\begin{array}{l}M^{-\beta}, \text { for discrete }\left(U_{i}\right)_{i \geq 1}, \\ M^{-\frac{\beta}{r}}, \text { for absolutely continuous }\left(U_{i}\right)_{i \geq 1} .\end{array}\right.$
Assume as well that there exists $C>0$ s.t. for $j \in\{2,3\}, x \in \mathbb{R}^{d},\left|D^{j} \varphi(x)\right| \leq \frac{C}{1+|x|^{j-1}}$. Then, there exist $\bar{c}_{2}, \bar{C}_{2}>0$ s.t. for all $n \geq 1, M \in \mathbb{N}, a \geq a_{n}^{M, U}:=a_{n}^{1, M, U}+\bar{C}_{2} M^{-1} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}$ :

$$
\begin{equation*}
\mathbb{P}\left[\left|E_{n}^{M, U}-E_{n}\right| \geq a\right] \leq \exp \left(-\bar{c}_{2} M^{2} \frac{\Gamma_{n}}{\left(\Gamma_{n}^{(2)}\right)^{2}}\left(a-a_{n}^{M, U}\right)^{2}\right) I_{V}^{1} . \tag{5.9}
\end{equation*}
$$

Recall that we have considered steps $\left(\gamma_{k}\right)_{k \geq 1}$ s.t. $\gamma_{k} \asymp k^{-\theta}$, $\theta \in[1 / 3,1]$. Observe now that for $\theta>1 / 3$, the quantity $\frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \underset{n}{ }+\infty$. Also, if $\theta \geq \frac{1}{2+\beta}, \beta \in(0,1)$, we have $a_{n}^{M, U} \underset{M}{ } 0$ (we even have from (2.3) that $a_{n}^{M, U} \underset{n}{ } 0$ uniformly in $M$ if $\theta>\frac{1}{2+\beta}$ ). This will allow to improve the validity range of our non-asymptotic confidence intervals for $\theta \in(1 / 3,1]$ w.r.t. the result without bias of Theorem 5 . In that case, the above controls in some sense emphasize that the quantization error is negligible w.r.t. to the concentration rates appearing in Theorem 3.

On the other hand, for $\theta=1 / 3$, which implies $\beta=1, \frac{\sqrt{\Gamma_{n}}}{\Gamma_{n}^{(2)}} \underset{n}{ } c>0$, the bound in (5.9) will be uniformly controlled in $n$, but depends explicitly on $M$, i.e. there exist positive constants $\bar{C}, \bar{c}$, s.t. $\forall a \geq a^{M, U}:=\bar{C} \Psi_{U}(M)$ :

$$
\mathbb{P}\left[\left|E_{n}^{M, U}-E_{n}\right| \geq a\right] \leq \exp \left(-\bar{c} M^{2}\left(a-a^{M, U}\right)^{2}\right) I_{V}^{1}
$$

Again $a^{M, U} \underset{M}{ } 0$, but the global concentration rate will, even asymptotically in $n$, involve $M$ as well.
Those facts are thoroughly quantified in the next subsection. For the sake of clarity, we postpone the proof of Lemma 6 to Section 5.4.

[^2]
### 5.3. Associated Non-asymptotic Confidence Intervals.

Theorem 6 (Non-asymptotic confidence intervals). Let $f$ be a Lipschitz continuous function in $\mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ s.t. $\left[f^{(1)}\right]_{\beta}<+\infty$ for some $\beta \in(0,1]$. Assume that the Poisson equation:

$$
\mathcal{A} \varphi(x)=f(x)-\nu(f), x \in \mathbb{R}^{d}
$$

admits a unique solution $\varphi$, supposed to be globally Lipschitz continuous and in $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Moreover, assume that $\left(D^{\alpha} \varphi\right)_{|\alpha| \in\{2,3\}}$ are bounded and that there exists a positive constant $C_{\varphi}$ s.t. for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq$ $C_{\varphi} /(1+|x|)$ and $\left[\varphi^{(3)}\right]_{\beta}<+\infty$. We suppose finally that $\varphi$ satisfies $\left(\mathrm{G}_{V}\right)$.

We use the same dichotomy as in Theorem 3.

- In case (a), for fixed $n \geq 1, M \geq 2$ and $a>\frac{a_{n}^{1, M, U}}{\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}=: \bar{a}_{n}^{1, M, U}$ with $a_{n}^{1, M, U}$ as in Lemma 6:

$$
\begin{aligned}
\mathbb{P}\left[\nu ( f ) \in \left[\nu_{n}(f)+\frac{E_{n}^{1, M, U}-a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}\right.\right. & \left.\left., \nu_{n}(f)+\frac{E_{n}^{1, M, U}+a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}\right]\right] \\
& \geq 1-2 C_{n} \exp \left(-c_{n} \frac{\left(a-\bar{a}_{n}^{1, M, U}\right)^{2}}{2}\right)
\end{aligned}
$$

- In case (b), assuming as well that for all $x \in \mathbb{R}^{d},\left|D^{3} \varphi(x)\right| \leq \frac{C_{\varphi}}{1+|x|^{2}}$, we obtain for $n \geq 1, M \geq 2,\left(\alpha_{1}, \alpha_{2}\right) \in$ $(0,1)^{2}, \alpha_{1}+\alpha_{2}=1, a>\frac{a_{n}^{M, U}}{\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty} \alpha_{2}}$ and $a_{n}^{M, U}$ defined in Lemma $6:$

$$
\begin{aligned}
& \mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)+\frac{E_{n}^{1, M, U}+E_{n}^{2, M}-a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{E_{n}^{1, M, U}+E_{n}^{2, M}+a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}\right]\right] \\
\geq & 1-\left(2 C_{n} \exp \left(-c_{n} \frac{\left(a \alpha_{1}\right)^{2}}{2}\right)+\exp \left(-\bar{c}_{2} M^{2} \frac{\Gamma_{n}}{\left(\Gamma_{n}^{(2)}\right)^{2}}\left(a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty} \alpha_{2}-a_{n}^{M, U}\right)^{2}\right)\right)
\end{aligned}
$$

Proof. Part (a) can be derived from Theorem 3 similarly to Theorem 5 using equation (5.8) from Lemma 6.
For part (b), recalling that $E_{n}^{1, M, U}+E_{n}^{2, M}=E_{n}^{M, U}-\tilde{\gamma} m$, we get that the quantity to control also writes:

$$
\begin{array}{r}
\mathbb{P}\left[\nu(f) \in\left[\nu_{n}(f)+\frac{E_{n}^{M, U}-\tilde{\gamma} m-a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}, \nu_{n}(f)+\frac{E_{n}^{M, U}-\tilde{\gamma} m+a\|\sigma\|_{\infty}\|\nabla \varphi\|_{\infty}}{\sqrt{\Gamma_{n}}}\right]\right] \\
=1-\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}^{M, U}-\tilde{\gamma} m\right| \geq a_{\sigma, \varphi}\right] \geq 1-\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}-\tilde{\gamma} m\right|+\left|E_{n}^{M, U}-E_{n}\right| \geq a_{\sigma, \varphi}\right] \\
\geq 1-\left(\mathbb{P}\left[\left|\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+E_{n}-\tilde{\gamma} m\right| \geq \alpha_{1} a_{\sigma, \varphi}\right]+\mathbb{P}\left[\left|E_{n}^{M, U}-E_{n}\right| \geq \alpha_{2} a_{\sigma, \varphi}\right]\right) .
\end{array}
$$

Claim (b) of Theorem 3 and Equation (5.9) in Lemma 6 yield the statement.
5.4. Proof of Lemma 6. We begin with the proof of (5.8). Let us write from (5.1), (5.4):

$$
\begin{aligned}
\left|E_{n}^{1}-E_{n}^{1, M}\right|= & \left|\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}\right) T_{1} \Lambda_{k-1}\left(T_{1}, T_{2}, x\right)-\left(1-T_{1}^{M}\right) T_{1}^{M} \Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)\right]\right]_{x=X_{k-1}}\right| \\
\leq & \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left(\mid\left[\tilde{\mathbb{E}}\left[\left(\left(1-T_{1}\right) T_{1}-\left(1-T_{1}^{M}\right) T_{1}^{M}\right) \Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)\right]\right]_{\left.\right|_{x=X_{k-1}} \mid+}\right. \\
& \left.+\left.\frac{1}{4}\left[\tilde{\mathbb{E}}\left[\left|\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}\left(T_{1}, T_{2}, x\right)\right|\right]\right]\right|_{x=X_{k-1}}\right) \\
= & \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left(I_{k}^{M, 1}+I_{k}^{M, 2}\right)
\end{aligned}
$$

Recalling that $\mathbb{E}\left[U_{1}^{\otimes 3}\right]=0$ and that $T_{1}$ and $T_{1}^{M}$ are independent of $U_{1}$, we get by cancellation that for all $k \in \llbracket 1, n \rrbracket$ with the notations of (2.1):

$$
\begin{aligned}
I_{k}^{M, 1} & =\left|\left[\tilde{\mathbb{E}}\left[\left(\left(1-T_{1}\right) T_{1}-\left(1-T_{1}^{M}\right) T_{1}^{M}\right) \times\left(\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}(0,0, x)\right)\right]\right]_{\mid x=X_{k-1}}\right| \\
& =\left|\left[\tilde{\mathbb{E}}\left[\left(\left(T_{1}^{M}\right)^{2}-T_{1}^{2}\right) \times\left(\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}(0,0, x)\right)\right]\right]_{\mid x=X_{k-1}}\right|
\end{aligned}
$$

conditioning w.r.t. $\sigma\left(T_{1}^{M}, T_{2}^{M}\right)$ (recalling that $T_{1}^{M}, T_{2}^{M}$ are independent) and using the stationarity property in (5.2) for the last equality. Observe that the stationarity also yields:

$$
\tilde{\mathbb{E}}\left[\left(T_{1}^{M}\right)^{2}-T_{1}^{2} \mid T_{1}^{M}\right]=-\tilde{\mathbb{E}}\left[\left(T_{1}^{M}\right)^{2}-2 T_{1} T_{1}^{M}+T_{1}^{2} \mid T_{1}^{M}\right]=-\mathbb{E}\left[\left(T_{1}^{M}-T_{1}\right)^{2} \mid T_{1}^{M}\right]
$$

Thus:

$$
\begin{equation*}
I_{k}^{M, 1}=\left|\left[\tilde{\mathbb{E}}\left[\left(T_{1}^{M}-T_{1}\right)^{2} \times\left(\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}(0,0, x)\right)\right]\right]_{\mid x=X_{k-1}}\right| \tag{5.11}
\end{equation*}
$$

From the $\beta$-Hölder continuity of $D^{3} \varphi$ and the definition of $\Lambda_{k-1}$ in (2.1), we derive:

$$
\left|\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}(0,0, x)\right| \leq\left[\varphi^{(3)}\right]_{\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right] \gamma_{k}^{\beta / 2}\|\sigma\|_{\infty}^{3+\beta}
$$

which, combined together with (5.11) and (5.3), (with $a_{n}$ defined in (2.3)):

$$
\begin{equation*}
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} I_{k}^{M, 1} \leq \frac{1}{12} M^{-2}\left[\varphi^{(3)}\right]_{\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right]\|\sigma\|_{\infty}^{3+\beta} \frac{\Gamma_{n}^{\frac{(3+\beta)}{2}}}{\sqrt{\Gamma_{n}}}=\frac{1}{12} M^{-2} a_{n}(1+\beta)(2+\beta)(3+\beta) \tag{5.12}
\end{equation*}
$$

We obtain similarly that for all $k \in \llbracket 1, n \rrbracket$ :

$$
\begin{aligned}
\left|I_{k}^{M, 2}\right| & =\frac{1}{4}\left[\tilde{\mathbb{E}}\left[\left|\Lambda_{k-1}\left(T_{1}^{M}, T_{2}^{M}, x\right)-\Lambda_{k-1}\left(T_{1}, T_{2}, x\right)\right|\right]\right]_{\left.\right|_{x=X_{k-1}}} \\
& \leq \frac{1}{4}\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{3+\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right] \gamma_{k}^{\beta / 2} \tilde{\mathbb{E}}\left[\left|T_{1}^{M} T_{2}^{M}-T_{1} T_{2}\right|^{\beta}\right] \\
& =\frac{1}{4}\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\infty}^{3+\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right] \gamma_{k}^{\beta / 2} \tilde{\mathbb{E}}\left[\left|T_{2}^{M}-T_{2}\right|^{\beta}+\left|T_{1}^{M}-T_{1}\right|^{\beta}\right] \\
& \leq\left[\varphi^{(3)}\right]_{\beta} \frac{\|\sigma\|_{\infty}^{3+\beta} \mathbb{E}\left[\left|U_{1}\right|^{3+\beta}\right] M^{-\beta} \gamma_{k}^{\beta / 2}}{2} \times \frac{1}{12^{\beta / 2}},
\end{aligned}
$$

using the Hölder inequality and (5.3) for the last inequality. We finally get:

$$
\begin{equation*}
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} I_{k}^{M, 2} \leq \frac{1}{2 \times 12^{\beta / 2}} M^{-\beta} a_{n}(1+\beta)(2+\beta)(3+\beta) . \tag{5.13}
\end{equation*}
$$

We get the result plugging (5.13) and (5.12) in (5.10) for $\bar{C}_{1}=\frac{1}{12^{\beta / 2}}\left(\frac{1}{12^{1-\beta / 2}}+\frac{1}{2}\right)(1+\beta)(2+\beta)(3+\beta)$.
The term $E_{n}^{1, M, \mathcal{C}}-E_{n}^{1}$ is handled similarly, up to the additional term $\mathbb{E}\left[\left(1-T_{1}^{M}\right) T_{1}^{M}\left(\Lambda_{k-1}^{M}-\Lambda_{k-1}\right)\left(T_{1}^{M}, T_{2}^{M}, x\right)\right]$ which gives the stated bound, using again centering arguments (recall that $\mathbb{E}\left[U^{\otimes 3}\right]=\mathbb{E}\left[\left(U^{M}\right)^{\otimes 3}\right]=0$ ), the Hölder continuity of $D^{3} \varphi$ and (5.5).

Let us now turn to the proof of (5.9). By definition we get:

$$
\begin{aligned}
E_{n}^{M, U}-E_{n}= & E_{n}^{1, M, U}-E_{n}^{1, M}+\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left[\tilde { \mathbb { E } } \left[\left(\left(1-T_{1}\right) D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right)\right.\right.\right. \\
& \left.\left.\left.-\left(1-T_{1}^{M}\right) D^{2} \varphi\left(x+T_{1}^{M} \gamma_{k} b(x)\right)\right) b(x) \otimes b(x)\right]\right]_{\mid x=X_{k-1}} \\
= & E_{n}^{1, M, U}-E_{n}^{1, M}+\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left[\tilde { \mathbb { E } } \left[\left(\left[\left(1-T_{1}\right)-\left(1-T_{1}^{M}\right)\right] D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right)\right.\right.\right. \\
+ & \left.\left.\left.\left(1-T_{1}^{M}\right)\left[D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right)-D^{2} \varphi\left(x+T_{1}^{M} \gamma_{k} b(x)\right)\right]\right) b(x) \otimes b(x)\right]\right]_{\left.\right|_{x=X_{k-1}}} .
\end{aligned}
$$

Let us now define for $k \in \llbracket 1, n \rrbracket$ :

$$
\begin{aligned}
\bar{I}_{k}^{M, 1} & :=\left[\tilde{\mathbb{E}}\left[\left[\left(T_{1}^{M}-T_{1}\right)\right] D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right) b(x) \otimes b(x)\right]\right]_{\left.\right|_{x=X_{k-1}}} \\
\bar{I}_{k}^{M, 2} & :=\left[\tilde{\mathbb{E}}\left[\left(1-T_{1}^{M}\right)\left[D^{2} \varphi\left(x+T_{1} \gamma_{k} b(x)\right)-D^{2} \varphi\left(x+T_{1}^{M} \gamma_{k} b(x)\right)\right] b(x) \otimes b(x)\right]\right]_{\left.\right|_{x=X_{k-1}}} .
\end{aligned}
$$

Let us now investigate, for $\lambda>0$, the quantity:

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda\left|E_{n}^{M, U}-E_{n}\right|\right) \leq & \mathbb{E} \exp \left(\lambda\left|E_{n}^{1, M, U}-E_{n}^{1}\right|+\frac{\lambda}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left(\left|\bar{I}_{k}^{M, 1}\right|+\left|\bar{I}_{k}^{M, 2}\right|\right)\right) \\
\leq & \exp \left(\lambda a_{n}^{1, M, U}\right) \\
& \times \mathbb{E} \exp \left(\frac{M^{-1} \lambda}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2} \sum_{j=2}^{3}\left(\sup _{u \in[0,1]}\left\|D^{j} \varphi\left(X_{k-1}+u \gamma_{k} b_{k-1}\right)\right\|_{\infty}\right) \gamma_{k}^{j-2}\left(C_{V} V_{k-1}\right)^{\frac{j}{2}}\right) .
\end{aligned}
$$

Since we have assumed that there exists $C>0$ s.t. for all $j \in\{2,3\}, x \in \mathbb{R}^{d},\left|D^{j} \varphi(x)\right| \leq \frac{C}{1+|x|^{j-1}}$ we derive, as in the proof of Lemma 5 , from $\left(\mathcal{L}_{\mathrm{V}}\right),(\mathbf{S})$ and the Jensen inequality that there exists $\bar{C}>0$ s.t.:

$$
\mathbb{E} \exp \left(\lambda\left|E_{n}^{M, U}-E_{n}\right|\right) \leq \exp \left(\lambda a_{n}^{1, M, U}\right)\left(\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \mathbb{E} \exp \left(\frac{M^{-1} \lambda \Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} C \bar{C}\left(1+2 V_{k-1}^{\frac{1}{2}}\right)\right)\right)
$$

From the Young inequality we obtain:

$$
\begin{align*}
\mathbb{E} \exp \left(\lambda\left|E_{n}^{M, U}-E_{n}\right|\right) & \leq \exp \left(\lambda a_{n}^{M, U}\right) \exp \left(\lambda^{2} \frac{M^{-2}(C \bar{C})^{2}}{c_{V}} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\right) I_{V}^{1} \\
a_{n}^{M, U} & :=a_{n}^{1, M, U}+C \bar{C} M^{-1} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \tag{5.14}
\end{align*}
$$

Now, for all $\lambda>0, a \geq a_{n}^{M, U}$ :

$$
\begin{aligned}
\mathbb{P}\left[\left|E_{n}^{M, U}-E_{n}\right| \geq a\right] & \leq \exp (-\lambda a) \mathbb{E} \exp \left(\lambda\left|E_{n}^{M, U}-E_{n}\right|\right) \\
& \leq \exp \left(-\lambda\left(a-a_{n}^{M, U}\right)\right) \exp \left(\lambda^{2} \frac{M^{-2}(C \bar{C})^{2}}{c_{V}} \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}}\right) I_{V}^{1}
\end{aligned}
$$

An optimization over $\lambda$ yields:

$$
\mathbb{P}\left[\left|E_{n}^{M, U}-E_{n}\right| \geq a\right] \leq \exp \left(-\bar{c}_{2} M^{2} \frac{\Gamma_{n}}{\left(\Gamma_{n}^{(2)}\right)^{2}}\left(a-a_{n}^{M, U}\right)^{2}\right) I_{V}^{1}, \bar{c}_{2}:=\frac{c_{V}}{4(C \bar{C})^{2}} .
$$

This concludes the proof.
Let us conclude saying that, when the function $\varphi$ is not explicitly known, it is then still possible to estimate the bias $m$ using point (b) in Theorem 1 for $\tilde{\gamma}=+\infty$, running the ergodic mean for a time step sequence of the form $\gamma_{n} \asymp n^{-\theta}, \theta<1 / 3$. On the other hand, the explicit knowledge of $\varphi$ can occur to consider ergodic control variates in the simulation.

## 6. Application: Non-Asymptotic Deviation Bounds in the Almost Sure CLT

Let $\left(U_{n}\right)_{n \geq 1}$ be an i.i.d sequence of centered $d$-dimensional random variables with unit covariance matrix. We define the sequence of normalized partial sums by $Z_{0}=0$ and

$$
Z_{n}:=\frac{\sum_{k=1}^{n} U_{k}}{\sqrt{n}}, n \geq 1
$$

The almost sure Central Limit Theorem (denoted from now on a.s. CLT) describes how the weighted sum of the renormalized sums $Z_{n}$ which appear in the usual asymptotic CLT, behaves viewed as a random measure.

Precisely, it states that setting for $k \geq 1, \gamma_{k}=1 / k$ :

$$
\begin{equation*}
\nu_{n}^{Z}:=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} \delta_{Z_{k}} \xrightarrow[n]{\stackrel{w, a . s .}{\rightarrow}} G, G(d x):=\exp \left(-\frac{|x|^{2}}{2}\right) \frac{d x}{(2 \pi)^{d / 2}} . \tag{6.1}
\end{equation*}
$$

The above convergence had been established in [LP02], as a by-product of their results concerning the approximation of invariant measures, under the minimal moment condition $U_{i} \in L^{2}(\mathbb{P})$, thus weakening the initial assumptions by Brosamler and Schatte (see [Bro88] and [Sch88]). The underlying idea is to use a reformulation of the dynamics of $\left(Z_{n}\right)_{n \geq 0}$ in terms of a discretization scheme appearing as a perturbation of (S). One indeed easily checks that, for $n \geq 0$ :

$$
\begin{equation*}
Z_{n+1}=Z_{n}-\frac{\gamma_{n+1}}{2} Z_{n}+\sqrt{\gamma_{n+1}} U_{n+1}+r_{n} Z_{n}, r_{n}:=\sqrt{1-\frac{1}{n+1}}-1+\frac{1}{2(n+1)}=O\left(\frac{1}{n^{2}}\right) \tag{6.2}
\end{equation*}
$$

Thus, the sequence $\left(Z_{n}\right)_{n \geq 0}$ appears as a perturbed Euler scheme with decreasing step $\gamma_{n}=\frac{1}{n}$ of the OrnsteinUhlenbeck process $d X_{t}=-\frac{1}{2} X_{t} d t+d W_{t}$ whose invariant distribution is $G$. Then the regular Euler scheme

$$
\begin{equation*}
X_{n+1}=X_{n}-\frac{\gamma_{n+1}}{2} X_{n}+\sqrt{\gamma_{n+1}} U_{n+1} \tag{6.3}
\end{equation*}
$$

satisfies (1.3) with $\nu=G$. The a.s. weak convergence (6.1) established in [LP02] follows as a consequence of the (fast enough) convergence of $Z_{n}$ towards $X_{n}$ as $n$ goes to infinity.

Moreover, this rate is fast enough to guarantee that the sequence $\nu_{n}^{Z}$ satisfies the conclusion of Theorem 1 point (a) (when $\gamma_{n}=\frac{1}{n}, \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}} \underset{n}{ } 0$ ), i.e. its convergence rate is ruled by a CLT at rate $\sqrt{\log (n)}$. In fact this holds under a lower moment assumption $U_{1} \in L^{3}(\mathbb{P})$.

Let us mention that the convergence rates related to the a.s. CLT had already been investigated by several authors. Let us quote among relevant works, Csörgő and Horváth [CH92], for real valued i.i.d. random variables, Chaâbane and Maâouia [CM00], who investigate the convergence rate of the strong quadratic law of large numbers for some extensions to vector-valued martingales, and Heck [Hec98], for large deviation results. As an application of our previous results, we will derive some new non-asymptotic Gaussian deviation bounds for the a.s. CLT, when the involved random variables $\left(U_{n}\right)_{n \geq 1}$ satisfy (GC). We insist here that the sub-Gaussianity of the innovations is crucial to get a non-asymptotic Gaussian deviation bound. The result readily extends to the wider class of innovations satisfying the general sub-Gaussian exponential deviation inequality (1.4). Also, we slightly weaken the regularity assumptions needed on the function $f$ in [LP02] for the associated a.s. CLT to hold.

### 6.1. Non-Asymptotic Deviation Bounds.

Theorem 7. Assume the innovation sequence $\left(U_{n}\right)_{n \geq 1}$ satisfies ( $\left.\mathbf{G C}\right)$ and let $f \in \mathcal{C}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ be a globally Lipschitz continuous function s.t. $\left[f^{(1)}\right]_{\beta}<+\infty$ for $\beta \in(0,1)$ and $G(f)=\int_{\mathbb{R}^{d}} f(x) G(d x)=0$. Then, there exist explicit non-negative sequences $\left(c_{n}\right)_{n \geq 1}$ and $\left(C_{n}\right)_{n \geq 1}$, respectively increasing and decreasing for $n$ large enough, with $\lim _{n} C_{n}=\lim _{n} c_{n}=1$ s.t. for all $a>a_{n}=\frac{\left[\varphi^{(3)}\right]_{\beta}\|\sigma\|_{\alpha^{3+\beta}} \mathbb{E}^{[ }\left[\left.U_{1}\right|^{+\beta+\beta}\right]}{(1+\beta)(2+\beta)(3+\beta)} \frac{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}}{\sqrt{\Gamma_{n}}}$ and $n \geq 1$ :

$$
\begin{equation*}
\mathbb{P}\left[\sqrt{\log (n)+1}\left|\nu_{n}^{Z}(f)\right| \geq a\right] \leq 2 C_{n} \exp \left(-c_{n} \frac{\left(a-a_{n}\right)^{2}}{2\|\nabla \varphi\|_{\infty}^{2}}\right) \tag{6.4}
\end{equation*}
$$

where $\varphi$ denotes the solution of the Poisson equation:

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d}, \frac{1}{2} \Delta \varphi(x)-\frac{1}{2} x \cdot \nabla \varphi(x)=f(x), \tag{6.5}
\end{equation*}
$$

which, under the current assumptions, is unique and belongs to $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $\left[\varphi^{(3)}\right]_{\beta}<+\infty$. Observe that for the specific considered time step $\gamma_{k}=\frac{1}{k}, a_{n}=O\left(\frac{1}{\sqrt{\log (n)}}\right) \vec{n}_{n} 0$.

Proof. For $\left(Z_{n}\right)_{n \geq 0}$ as in (6.2), and $\left(X_{n}\right)_{n \geq 0}$ as in (6.3) we introduce:

$$
\Delta_{n}:=Z_{n}-X_{n} .
$$

With the definition of $\nu_{n}^{Z}$ in (6.1), write $\nu_{n}^{Z}(f)=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(Z_{k-1}\right)$. We also have similarly $\nu_{n}^{X}(f):=$ $\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k} f\left(X_{k-1}\right)$. For all $\lambda>0$, we derive similarly to (2.8):

$$
\begin{align*}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}^{Z}(f)\right| \geq a\right]= & \mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left(f\left(Z_{k-1}\right)-f\left(X_{k-1}\right)\right)+\nu_{n}^{X}(f)\right| \geq a\right] \\
\leq & \mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left(f\left(Z_{k-1}\right)-f\left(X_{k-1}\right)\right)+\nu_{n}^{X}(\mathcal{A} \varphi)+\frac{E_{n}^{1}}{\sqrt{\Gamma_{n}}}\right| \geq a-a_{n}\right] \\
\leq & 2 \exp \left(-\frac{\left(a-a_{n}\right) \lambda}{\sqrt{\Gamma_{n}}}\right)\left(\mathbb{E} \exp \left(\bar{p}[f]_{1} \lambda \nu_{n}^{\Delta}(|\cdot|)\right)\right)^{\frac{1}{\bar{p}}}\left(\mathbb{E} \exp \left(q \bar{q} \lambda \frac{M_{n}}{\Gamma_{n}}\right)\right)^{\frac{1}{q \bar{q}}} \\
& \times\left(\mathbb{E} \exp \left(\frac{2 p \bar{q} \lambda}{\Gamma_{n}}\left|L_{n}\right|\right)\right)^{\frac{1}{2 p \bar{q}}}\left(\mathbb{E} \exp \left(\frac{4 p \bar{q} \lambda}{\Gamma_{n}}\left|D_{2, b, n}\right|\right)\right)^{\frac{1}{4 p \bar{q}}}\left(\mathbb{E} \exp \left(\frac{4 p \bar{q} \lambda}{\Gamma_{n}}\left|D_{2, \Sigma, n}\right|\right)\right)^{\frac{1}{4 p \bar{q}}} \tag{6.6}
\end{align*}
$$

for $\bar{q}, q \in(1,+\infty), \bar{p}=\frac{\bar{q}}{\bar{q}-1}, p=\frac{q}{q-1}$. Now, we need the following lemma to control $\nu_{n}^{\Delta}(|\cdot|):=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right|$.
Lemma 7. There is a non-negative constant $C_{6.7}$ s.t. for all $\lambda>0$ :

$$
\begin{equation*}
\mathbb{E} \exp \left(\lambda \nu_{n}^{\Delta}(|\cdot|)\right)=\mathbb{E} \exp \left(\frac{\lambda}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right|\right) \leq \exp \left(\frac{C_{6.7} \lambda \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}+\frac{C_{6.7}^{2} \lambda^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right) \tag{6.7}
\end{equation*}
$$

For clarity, we postpone the proof to the end of the current section.
On the other hand, assuming the indicated smoothness for the solution of the Poisson equation (6.5)_(this result is proved in Section 6.2), we derive from (6.6), (6.7) similarly to the proof of Theorem 3 setting $\bar{\lambda}_{n}:=$ $\frac{\left(a-a_{n}\right) \sqrt{\Gamma_{n}}}{q \bar{q}\|\nabla \varphi\|_{\infty}^{2}}:$

$$
\begin{aligned}
\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}^{Z}(f)\right| \geq a\right] \leq & 2 \exp \left(-\frac{\left(a-a_{n}\right)^{2}}{2 q \bar{q}\|\nabla \varphi\|_{\infty}^{2}}\right) \exp \left(\frac{C_{6.7} \bar{\lambda}_{n}[f]_{1} \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}\right) \exp \left(\frac{C_{6.7}^{2} \bar{p}[f]_{1}^{2} \bar{\lambda}_{n}^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right) \\
& \times\left(I _ { V } ^ { 1 } \frac { 1 } { p ^ { \frac { 1 } { \overline { q } } } } \operatorname { e x p } ( \frac { 1 } { p \overline { q } } ( c _ { V } + \frac { C _ { 2 . 1 2 } } { 2 } ) ) \operatorname { e x p } \left(\bar{\lambda}_{n}^{2} p \bar{q}\left(\frac{3 C_{V, \varphi}^{2}}{c_{V} \Gamma_{n}^{2}}+\left[C_{2.11}+\frac{3}{2} C_{2.12}\right] \frac{\left(\Gamma_{n}^{(2)}\right)^{2}}{\Gamma_{n}^{2}}\right)\right.\right. \\
\leq & 2\left(I_{V}^{1}\right)^{\frac{1}{p \bar{q}}} \exp \left(\frac{1}{p \bar{q}}\left(c_{V}+\frac{C_{2.12}}{2}\right)+\frac{1}{2 \bar{p}}\right) \exp \left(\frac{\bar{p}[f]_{1}^{2} \bar{\lambda}_{n}^{2} C_{6.7}^{2}}{2 \Gamma_{n}^{2}}\left(\Gamma_{n}^{(3)}+\mathbb{E}\left[\left|U_{1}\right|\right]^{2}\left(\Gamma_{n}^{\left(\frac{3}{2}\right)}\right)^{2}\right)\right) \\
& \left.\times \exp \left(-\frac{\left(a-a_{n}\right)^{2}}{2 q \bar{q}\|\nabla \varphi\|_{\infty}^{2}}\left(1-d_{n}-\frac{\bar{p}}{q \bar{q}\|\nabla \varphi\|_{\infty}^{2}} \frac{[f]_{1}^{2} C_{6.7}^{2}\left(\Gamma_{n}^{(3)}+\mathbb{E}\left[\left|U_{1}\right|\right]^{2}\left(\Gamma_{n}^{\left(\frac{3}{2}\right)}\right)^{2}\right)}{\Gamma_{n}}\right)\right)\right)
\end{aligned}
$$

with $d_{n}$ as in (2.16). Choose again $\left(p_{n}\right)_{n \geq 1}$ as in (2.16) so that $q_{n} \underset{n}{ } 1, d_{n} \underset{n}{ } 0$ with the indicated monotonicity for $n$ large enough. We can now take $\bar{p}:=\bar{p}_{n} \underset{n}{ }+\infty$ s.t. $\frac{\bar{p}}{\Gamma_{n}} \underset{n}{\vec{n}} 0$. The above inequality then gives the result up to a direct modification of the sequences $\left(C_{n}^{n}\right)_{n \geq 1},\left(c_{n}\right)_{n \geq 1}$.

Proof of Lemma 7. The definition of $\Delta_{n}$ implies:

$$
\Delta_{n+1}=\Delta_{n}\left(1-\frac{\gamma_{n+1}}{2}\right)+r_{n} Z_{n}
$$

where we recall from (6.2) that $r_{n}:=\sqrt{1-\frac{1}{n+1}}-1+\frac{1}{2(n+1)}=O\left(\frac{1}{n^{2}}\right)$. In particular, there exists $\bar{C}_{1}>0$ s.t. for all $n \geq 1$,

$$
\begin{equation*}
\left|r_{n}\right| \leq \frac{\bar{C}_{1}}{n^{2}} \tag{6.8}
\end{equation*}
$$

Setting now $\rho_{0}=1$ and for $n \geq 1$ :

$$
\rho_{n}:=\left[\prod_{k=1}^{n}\left(1-\frac{\gamma_{k}}{2}\right)\right]^{-1}=\prod_{k=1}^{n} \frac{2 k}{2 k-1},
$$

a direct induction on $\Delta_{n}$ yields:

$$
\begin{equation*}
\Delta_{n}=\frac{1}{\rho_{n}} \sum_{k=1}^{n} r_{k} \rho_{k} Z_{k}=\frac{1}{\rho_{n}} \sum_{k=1}^{n} r_{k} \rho_{k}\left(\sum_{l=1}^{k} \frac{U_{l}}{\sqrt{k}}\right)=\frac{1}{\rho_{n}} \sum_{l=1}^{n}\left(\sum_{k=l}^{n} \frac{r_{k} \rho_{k}}{\sqrt{k}}\right) U_{l} \tag{6.9}
\end{equation*}
$$

Also, from the Wallis formula $\rho_{n} \sim_{n} \sqrt{\pi n}$, which implies that there exists $\bar{C}_{2} \geq 1$ s.t. for all $n \geq 1$ :

$$
\begin{equation*}
\bar{C}_{2}^{-1} \sqrt{n} \leq \rho_{n} \leq \bar{C}_{2} \sqrt{n} \tag{6.10}
\end{equation*}
$$

We now get from (6.9) and the Fubini theorem:

$$
\begin{equation*}
\Gamma_{n} \nu_{n}^{\Delta}(|\cdot|)=\sum_{k=1}^{n} \gamma_{k}\left|\Delta_{k-1}\right| \leq \sum_{k=1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{l=1}^{k-1}\left(\sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right)\left|U_{l}\right|=\sum_{l=1}^{n-1}\left[\sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}}\left(\sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right)\right]\left|U_{l}\right| . \tag{6.11}
\end{equation*}
$$

Combining (6.8) and (6.10), we get that there exist constants $\bar{C}_{3}, \bar{C}_{4}>0$ s.t. for all $k \in \llbracket l+1, n \rrbracket$.

$$
\begin{equation*}
\frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}} \leq \frac{\bar{C}_{3}}{k^{3 / 2} l}, \sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}} \leq \frac{\bar{C}_{4}}{l^{3 / 2}} \tag{6.12}
\end{equation*}
$$

Plugging this inequality in (6.11), we derive:

$$
\begin{equation*}
\nu_{n}^{\Delta}(|\cdot|) \leq \frac{1}{\Gamma_{n}} \sum_{l=1}^{n-1}\left[\sum_{k=l+1}^{n} \frac{\gamma_{k}}{\rho_{k-1}} \sum_{m=l}^{k-1} \frac{\left|r_{m}\right| \rho_{m}}{\sqrt{m}}\right]\left|U_{l}\right| \leq \frac{\bar{C}_{4}}{\Gamma_{n}} \sum_{l=1}^{n-1} \frac{\left|U_{l}\right|}{l^{3 / 2}} . \tag{6.13}
\end{equation*}
$$

For any $\lambda>0$, equation (6.13) and the Gaussian concentration property (GC) of the innovation entail:

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda \nu_{n}^{\Delta}(|\cdot|)\right) & \leq \prod_{k=1}^{n-1} \mathbb{E} \exp \left(\frac{C_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}}\left|U_{k}\right|\right) \leq \prod_{k=1}^{n-1} \exp \left(\frac{\bar{C}_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}} \mathbb{E}\left[\left|U_{1}\right|\right]+\frac{1}{2}\left(\frac{\bar{C}_{4} \lambda}{\Gamma_{n} k^{\frac{3}{2}}}\right)^{2}\right) \\
& =\exp \left(\frac{\bar{C}_{4} \lambda \mathbb{E}\left[\left|U_{1}\right|\right] \Gamma_{n}^{\left(\frac{3}{2}\right)}}{\Gamma_{n}}+\frac{\bar{C}_{4}^{2} \lambda^{2} \Gamma_{n}^{(3)}}{2 \Gamma_{n}^{2}}\right) .
\end{aligned}
$$

This completes the proof.
6.2. Regularity Results for the Poisson Equation. In this Section we prove the following regularity result.

Lemma 8. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be as in Theorem 7. Then the Poisson equation (6.5) admits a unique solution $\varphi$ which is in $\mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ globally Lipschitz continuous and s.t. $\left[\varphi^{(3)}\right]_{\beta}<+\infty, \beta \in(0,1)$. Furthermore, there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq \frac{C_{\varphi}}{1+|x|}$.
Proof. Under the considered assumptions, it is well known, see e.g. Pardoux and Veretennikov [PV01], that the solution of the Poisson equation (6.5) writes:

$$
\begin{equation*}
\varphi(x)=-\int_{\mathbb{R}_{+}} \mathbb{E}\left[f\left(X_{t}^{0, x}\right)\right] d t \tag{6.14}
\end{equation*}
$$

where $X_{t}^{0, x}$ is the process with generator $\mathcal{A}=-\frac{1}{2} x \cdot \nabla+\frac{1}{2} \Delta$, that is the Ornstein-Uhlenbeck diffusion equation:

$$
X_{t}^{0, x}=x-\frac{1}{2} \int_{0}^{t} X_{s}^{0, x} d s+B_{t}=\exp \left(-\frac{t}{2}\right) x+\int_{0}^{t} \exp \left(\frac{s-t}{2}\right) d B_{s} \stackrel{(\text { law })}{=} \exp \left(-\frac{t}{2}\right) x+\mathcal{N}\left(0, \sigma^{2}(t) I_{d}\right)
$$

where $\sigma^{2}(t)=1-\exp (-t)$. For any given $t>0$, the density therefore explicitly writes

$$
\begin{equation*}
p(t, x, y)=\frac{1}{\left(2 \pi \sigma^{2}(t)\right)^{d / 2}} \exp \left(-\frac{\left|y-e^{-t / 2} x\right|^{2}}{2 \sigma^{2}(t)}\right) \tag{6.15}
\end{equation*}
$$

Observe as well that for every $k \in \llbracket 1, d \rrbracket$ :

$$
\partial_{x_{k}} p(t, x, y)=e^{-t / 2} \frac{y_{k}-e^{-t / 2} x_{k}}{\sigma^{2}(t)} p(t, x, y)=-e^{-t / 2} \partial_{y_{k}} p(t, x, y)
$$

So we readily derive that $\nabla \varphi$ is bounded and as a consequence that $\varphi$ has linear growth, i.e. there exists $c \geq 1$ s.t. for all $x \in \mathbb{R}^{d},|\varphi(x)| \leq c(1+|x|)$. To be more precise, for all $k \in \llbracket 1, d \rrbracket$,

$$
\begin{aligned}
\left|\partial_{x_{k}} \varphi(x)\right| & =\left|\int_{\mathbb{R}_{+}} \partial_{x_{k}} \mathbb{E}\left[f\left(X_{t}^{0, x}\right)\right] d t\right|=\left|\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}} \partial_{x_{k}} p(t, x, y) f(y) d y d t\right| \\
& =\left|\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}}-e^{-t / 2} \partial_{y_{k}} p(t, x, y) f(y) d y d t\right|=\left|\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}} e^{-t / 2} p(t, x, y) \partial_{y_{k}} f(y) d y d t\right| \\
& \leq \int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}} e^{-t / 2} p(t, x, y)\left|\partial_{y_{k}} f(y)\right| d y d t \leq 2[f]_{1} .
\end{aligned}
$$

Now, setting for all $x \in \mathbb{R}^{d}, k \in \llbracket 1, d \rrbracket, v_{k}(x):=\int_{0}^{+\infty} d t \exp (-t / 2) \mathbb{E}\left[\Psi_{k}\left(X_{t}^{0, x}\right)\right]$, where for all $y \in \mathbb{R}^{d}, \Psi_{k}(y):=$ $-\partial_{y_{k}} f(y)$, we observe that $\partial_{x_{k}} \varphi(x)=v_{k}(x)$. Also, from our assumption on $f$, we have that $\Psi_{k} \in \mathcal{C}^{\beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Theorems 2.4-2.6 in Krylov and Priola, [KP10] then yield that there exists a unique solution to the PDE:

$$
\mathcal{A} w_{k}(x)-\frac{1}{2} w_{k}(x)=-\Psi_{k}(x),
$$

belonging to $\mathcal{C}^{2+\beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and such that the following Schauder estimate holds:

$$
\begin{equation*}
\exists C \geq 1,\left\|w_{k}\right\|_{2+\beta} \leq C\left(1+\left\|\Psi_{k}\right\|_{\beta}\right) \tag{6.16}
\end{equation*}
$$

A simple identification procedure following the proof of Theorem II.1.1 in Bass [Bas97] gives $w_{k}=v_{k}$. The result follows from (6.16). Let us emphasize that this is a quite deep and involved result. To give some intuition about how such estimates can be derived we provide a proof of a slightly weaker statement in Appendix A using direct computations.

The condition on $\left|D^{2} \varphi(x)\right|$ follows from the Remark p. 7 in [KP10]. Let us anyhow provide a direct proof. Observe that since $\varphi, f, b(x)=-x / 2$ are Lipschitz continuous and continuously differentiable, we readily get differentiating equation (6.5) that for all $k \in \llbracket 1, d \rrbracket$ and all $x \in \mathbb{R}^{d}$ :

$$
b(x) \cdot \partial_{x_{k}} \nabla \varphi(x)-\frac{1}{2} \partial_{x_{k}} \varphi(x)+\frac{1}{2} \partial_{x_{k}} \Delta \varphi(x)=\partial_{x_{k}} f(x),
$$

so that

$$
\begin{equation*}
b(x) \cdot \partial_{x_{k}} \nabla \varphi(x)=\partial_{x_{k}} f(x)+\frac{1}{2} \partial_{x_{k}} \varphi(x)-\frac{1}{2} \partial_{x_{k}} \Delta \varphi(x) . \tag{6.17}
\end{equation*}
$$

Now, $\varphi$ is such that $\nabla \varphi, D^{2} \varphi$, and $D^{3} \varphi$ are bounded. This is also the case for $\nabla f$. Equation (6.17) then gives that $\left|b(x) \cdot \partial_{x_{k}} \nabla \varphi(x)\right|$ is bounded. The specific form of $b(x)=-x / 2$ (Lyapunov condition) gives the stated decay.

## 7. Numerical Results

We present in this section numerical results associated with the computation of the empirical measure $\nu_{n}$ illustrating our previous theorems. For all simulations we took $d=r=1$. Also, for simplicity, the innovations $\left(U_{i}\right)_{i \geq 1}$ and $X_{0}$ are Bernoulli variables with $\mathbb{P}\left(U_{1}=-1\right)=\mathbb{P}\left(U_{1}=-1\right)=\frac{1}{2}$.
7.1. Sub-Gaussian tails. We first illustrate Theorem 2 taking $b(x)=-\frac{x}{2}$, and $\sigma(x)=\cos (x)$ in (1.1). This is a (weakly) hypoelliptic example. Indeed, setting for $x \in \mathbb{R}, X_{1}(x)=\cos (x) \partial_{x}$ and $X_{0}(x)=-\frac{x}{2} \partial_{x}$, we have $\operatorname{span}\left\{X_{1},\left[X_{1}, X_{0}\right]\right\}=\mathbb{R}$. We choose as well to compute $\nu_{n}(\mathcal{A} \varphi)$ for $\varphi(x)=\cos (x)$. The assumptions of Theorem 2 follow from Theorem 18 in Rotschild and Stein [RS76] (up to the introduction of a suitable partition of unity). From Theorem 2, for steps of the form $\left(\gamma_{k}\right)_{k \geq 1}=\left(k^{-\theta}\right)_{k \geq 1}, \theta \in[1 / 3,1]$, the function $a \in \mathbb{R}^{+} \mapsto g_{n, \theta}(a):=\log \left(\mathbb{P}\left[\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right| \geq a\right]\right)$ is s.t. for $a>a_{n}:=a_{n}(\theta)$ defined in (2.3):

$$
g_{n, \theta}(a) \leq-c_{n} \frac{\left(a-a_{n}(\theta)\right)^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}+\log \left(2 C_{n}\right)
$$

We plot in Figures 1 and 2 the curves of $g_{n, \theta}$ for $\theta$ varying as $\theta_{j}=\frac{1}{3}+\left(1-\frac{1}{3}\right) \frac{j}{5}$, for $j \in \llbracket 0,5 \rrbracket$. The simulations have been performed for $n=5 \times 10^{4}$ and the probability estimated by Monte Carlo simulation for $M C=10^{4}$ realizations of the random variable $\sqrt{\Gamma_{n}}\left|\nu_{n}(\mathcal{A} \varphi)\right|$. The corresponding $95 \%$ confidence intervals have size at most of order 0.016. To compare with, we also introduce the functions $S_{n, \theta}(a):=-\frac{\left(a-a_{n}(\theta)\right)^{2}}{2\|\sigma\|_{\infty}^{2}\|\nabla \varphi\|_{\infty}^{2}}$ and $S_{n, \theta, c}(a):=$
$-\frac{\left(a-a_{n}(\theta)\right)^{2}}{2 \nu_{n_{c}}\left(\sigma^{2}\right)\|\nabla \varphi\|_{\infty}^{2}}$. The quantity $\nu_{n_{c}}\left(\sigma^{2}\right)$ in the latter expression actually corresponds to the numerical estimation, for $n_{c}=10^{4}$ and $\left(\gamma_{k}^{c}\right)_{k \geq 1}=\left(k^{-\theta^{c}}\right)_{k \geq 1}$ with $\theta^{c}=\frac{1}{3}+10^{-7}$, of $\nu\left(\sigma^{2}\right)$ appearing in the sharper concentration bound of Theorem 4 when $\sigma^{2}-\nu\left(\sigma^{2}\right)$ is a coboundary. In the unbiased case of Figure 1, the $a_{n}(\theta)$ have, for the considered parameters, almost the same order for $j \in \llbracket 1,5 \rrbracket$ (at most $2.7 \cdot 10^{-2}$ ). For the associated graph, we plot the maximum in $j$ of the $\left(S_{n, \theta_{j}}\right)_{j \in \llbracket 1,5 \rrbracket},\left(S_{n, \theta_{j}, c}\right)_{j \in \llbracket 1,5 \rrbracket}$ corresponding to $j=1$.

We observe in Figures 1 and 2 the unbiased and biased cases respectively. In the unbiased case, we observe that the curves almost overlay, whereas in the biased one, the curve is, because of the bias of order $a_{n}\left(\theta_{0}\right) \simeq .1$, slightly above the other ones. Furthermore, the curves of $\left(g_{n, \theta_{j}}\right)_{j \in \llbracket 0,5 \rrbracket}$ are under $S_{n, c, \theta_{j}}$ which is also weaker than $S_{n, \theta_{j}}$.


Figure 1. Unbiased Case. Plot of $a \mapsto g_{n, \theta}(a)$, for $\left(\theta_{k}\right)_{k \in \llbracket 1,5 \rrbracket}$, with $\varphi(x)=\sigma(x)=\cos (x)$.


Figure 2. Biased Case. Plot of $a \mapsto g_{n, \theta}(a)$, for $\theta_{0}=\frac{1}{3}$, with $\varphi(x)=$ $\sigma(x)=\cos (x)$.
7.2. Estimation of the Bias. In Theorem 2, to attain the fastest convergence for $\theta=\frac{1}{3}, \beta=1$ a bias $-\tilde{\gamma} m+E_{n}$ appears. We choose to compute it numerically by quantization (see Section 5). We emphasize how this approximation behaves for the Ornstein-Uhlenbeck process corresponding to $b(x)=-\frac{x}{2}$ and $\sigma(x)=1$ in (1.1). In this case, the invariant measure $\nu$ of the SDE is the standard Gaussian law. Also, for $\varphi(x)=\cos (x)$, the mean $\tilde{\gamma} m$ and the asymptotic variance $\Sigma^{2}:=\int_{\mathbb{R}}|\nabla \varphi(x)|^{2} \nu(d x)$ of the error are explicitly computable (with $\tilde{\gamma}=\lim _{n} \frac{\Gamma_{n}^{(2)}}{\sqrt{\Gamma_{n}}}=\sqrt{6} \gamma_{0}^{3 / 2}$ and $m$ is specified in point (b) of Theorem 1). Also $m=\exp \left(-\frac{1}{2}\right) \frac{11}{24} \simeq 0,2780, \Sigma^{2}=$ $\frac{1}{2}(1-\exp (-2))$.

On the other hand, the mean square error $\mathcal{E} r r_{2}\left(\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right):=\mathbb{E}\left[\left(\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right)^{2}\right] \underset{n}{\longrightarrow} \tilde{\gamma}^{2} m^{2}+\Sigma^{2}$. So far, we have always chosen $\left(\gamma_{k}\right)_{k \geq 1}=\left(\frac{\gamma_{0}}{k^{\theta}}\right)_{k \geq 1}$ without paying much attention to $\gamma_{0}$. Our goal is now to choose $\gamma_{0}$ in order to minimize the previous mean square error. To this end, observe that:

$$
\gamma_{0}^{-1} \mathcal{E} r r_{2}\left(\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)\right) \underset{n}{\longrightarrow} \gamma_{0}^{2} \tilde{\gamma}_{1}^{2} m^{2}+\frac{\Sigma^{2}}{\gamma_{0}}
$$

with $\tilde{\gamma}_{1}:=\lim _{n} \frac{\bar{\Gamma}_{n}^{(2)}}{\sqrt{\bar{\Gamma}_{n}}}=\sqrt{6}$ where $\bar{\Gamma}_{n}, \bar{\Gamma}_{n}^{(2)}$ are associated with the sequence $\left(\bar{\gamma}_{k}\right)_{k \geq 1}:=\left(k^{-\frac{1}{3}}\right)_{k \geq 1}$ corresponding to $\gamma_{0}=1$. An optimisation of the previous r.h.s. with respect to $\gamma_{0}$ then yields

$$
\begin{equation*}
\gamma_{0}=\left(\frac{\Sigma^{2}}{2 m^{2} \tilde{\gamma}_{1}^{2}}\right)^{\frac{1}{3}}=\left(\frac{\Sigma^{2}}{12 m^{2}}\right)^{\frac{1}{3}} \tag{7.1}
\end{equation*}
$$

We plot below in Figure 7.2 the empirical density of $\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)$, the corrected empirical density of $\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)+$ $E_{n}^{1, M, U}+E_{n}^{2, M}$, where $E_{n}^{1, M, U}+E_{n}^{2, M}=E_{n}^{M, U}-\tilde{\gamma} m$ is an explicitly computable quantity which does not require the explicit knowledge of $m$ (see again Theorems 2, 3 and Section 5), and the density of $\mathcal{N}\left(\tilde{\gamma} m, \Sigma^{2}\right)$ (theoretical


Figure 3. Empirical and theoretical density of $\sqrt{\Gamma_{n}} \nu_{n}(\mathcal{A} \varphi)$
limit law of the error). We considered for the simulation $n=10^{4}, M C=10^{4}$ realizations and took for the quantization method $M=10$.

The Figure 7.2 emphasizes that the variance of the empirical densities matches the theoretical one. Also, the numerical approximation $E_{n}^{1, M, U}+E_{n}^{2, M}=E_{n}^{M, U}-\tilde{\gamma} m$ of the bias correction $-\tilde{\gamma} m+E_{n}$ seems efficient even for the small number of quantization points considered: without correction the empirical mean is 0.465 (the theoretical mean reads $\sqrt{6} \gamma_{0}^{3 / 2} m=0.4649$ ) whereas with the correction it reads 0.0317 . For the previous simulations, the $95 \%$ confidence interval associated with the Monte Carlo error is uniformly bounded by 0.022 .
7.3. Regularity and Bias. The aim of this subsection is to emphasize numerically the bias induced by either the maximum velocity in the deviation rates, corresponding to steps $\gamma_{n} \asymp n^{-1 / 3}$, or by the low regularity of the third order derivatives of the solutions to the Poisson equation, as indicated by Theorems 2,3 .

We consider, for $\beta \in\{0.9,1\}$, the function $\varphi(x)=10 \frac{|x|^{3+\beta}}{1+|x|^{2+\beta}}$ which satisfies the criteria of Theorem 3. The multiplication by 10 is meant to amplify the effects of the low regularity (i.e. $\beta$-Hölder) at 0 .

In both cases, to minimize the mean square error, we choose to optimize $\gamma_{0}$ following (7.1). The case $\beta=1, \theta=\frac{1}{3}$ is exactly covered by Theorem 2 . The parameters $m, \Sigma^{2}$ needed in (7.1) are estimated by a Monte-Carlo procedure with $n=M C=10^{4}$ for the step sequence $\left(\bar{\gamma}_{k}\right)_{k \geq 1}=\left(k^{-1 / 3}\right)_{k \geq 1}$. The width of the associated $95 \%$ confidence interval is 0.018 . Keep as well in mind that $\tilde{\gamma}_{1}=\sqrt{6}$.

For $\beta=0.9$, we have not proven a limit theorem similar to Theorem 1 , giving the asymptotic expression of the bias. From our previous analysis, considering the bias appearing in Theorem 3 for a $\beta$-Hölder $D^{3} \varphi$, we replace the parameter $m$ in (7.1) by $m_{n}:=\frac{\Gamma_{n}}{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}} \nu_{n}(\mathcal{A} \varphi)$ for $n=10^{6}$. Indeed, we are tempted to say, that in the current case, the following law of large numbers (extending by analogy the slow decreasing case b) in Theorem 1) holds:

$$
\begin{equation*}
\frac{\Gamma_{n}}{\Gamma_{n}^{\left(\frac{3+\beta}{2}\right)}} \nu_{n}(\mathcal{A} \varphi) \underset{\mathbb{P}}{\longrightarrow} m \tag{7.2}
\end{equation*}
$$

Numerical experiments tend to confirm this conjecture. Indeed, running a Monte Carlo procedure associated with a sequence $\left(m_{n}^{i}\right)_{i \in \llbracket 1, M C \rrbracket}$ of independent random variables with law $m_{n}$, for steps of the form $\gamma_{n} \asymp n^{-\theta}, \theta=$ 0.1 , taking $M C=100$, the corresponding empirical mean writes -0.032 and the empirical variance reads $2 \times 10^{-5}$. We chose a coarse time step in order to have a longer running time for the estimation of the l.h.s. in (7.2).

Eventually, the parameters $\tilde{\gamma}_{1}$ and $\Sigma^{2}$ in (7.1) are computed as above for the same parameters $n, M C$.
In order to spend a relevant amount of time around 0 (singularity of $D^{3} \varphi$ which is $\beta$-Hölder at that point), we take $b(x)=-0.15 x, \sigma(x)=0.3$ (so that the limit law is $\mathcal{N}(0,0.3)$ ) and $X_{0} \sim \mathcal{N}(0,0.5)$. We have computed simulations for $n=10^{4}$ and for Monte Carlo simulations we have performed $M C=10^{4}$ realizations and $M=30$
for the quantization points. For Figure $4, \beta=1$, and for Figure $5, \beta=0.9$. The choice of $\beta=0.9$ was here motivated in order to keep a good convergence rate for the quantization (see Section 5).


Figure 4. Empirical density of $\sqrt{\bar{\Gamma}_{n}} \nu_{n}(\mathcal{A} \varphi)$ for $\beta=1$.


Figure 5. Empirical density of $\sqrt{\overline{\Gamma_{n}}} \nu_{n}(\mathcal{A} \varphi)$ for $\beta=0.9$.

In Figure 4, the empirical mean without correction is -0.382765 . With the correction $E_{n}$, the average is reduced to 0.0798771 . In Figure 5 , for $\beta=0.9$, we observe another bias due to the lack of regularity for $\theta=\frac{1}{2+\beta}$. Indeed, without correction the average is -0.556343 . With correction $E_{n}^{1}$ it goes down slightly to -0.516002 , whereas with the full correction $E_{n}$ it is reduced to 0.194132 (though now overestimated). The test function is only locally Hölder, around 0 . Numerically, this local irregularity is difficult to catch, in spite of the presence of a non negligible bias. This is why the correction with $E_{n}^{1}$ seems ineffective to annihilate the bias.

Furthermore, the complete correction with $E_{n}$, which appears in Theorem 2 for smoother third derivatives, only partially reduces the bias, seemingly. For both Figures 4 and 5 the confident interval has a length around to 0.026 .

It could be interesting, in order to investigate the efficiency of the correction with $E_{n}^{1}$ only, to observe the behavior of the empirical measure for a function $\varphi$ with almost everywhere Hölder continuous third derivatives, like e.g. the Weierstrass function (see e.g. [Zyg36]).

## Appendix A. Schauder Estimates for the Poisson Problem: a Direct Proof

We prove in this section a result weaker than Lemma 8, which can be anyhow established by direct computations. We will use the notations already introduced in Section 6.2.
Lemma 9. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be as in Theorem 7 with $\beta \in(0,1]$. Then the Poisson equation (6.5) admits a unique solution $\varphi \in \mathcal{C}^{3}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, globally Lipschitz continuous and s.t. for all $\varepsilon>0, C_{\beta, \varepsilon}:=\left[\varphi^{(3)}\right]_{\beta-\varepsilon}<+\infty$ with $C_{\beta, \varepsilon} \xrightarrow[\varepsilon \rightarrow 0]{\longrightarrow}+\infty$. Furthermore, there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq \frac{C_{\varphi}}{1+|x|}$.
Proof. We recall that the solution of (6.5) writes for all $x \in \mathbb{R}^{d}, \varphi(x)=-\int_{0}^{+\infty} \mathbb{E}\left[f\left(X_{t}^{0, x}\right)\right] d t$, where $X_{t}^{0, x}=$ $\exp \left(-\frac{t}{2}\right) x+\int_{0}^{t} \exp \left(-\frac{t-s}{2}\right) d B_{s}$ is the Ornstein-Uhlenbeck process whose invariant law is the standard $d$-dimensional Gaussian law and whose Gaussian density at time $t>0$ is denoted by $p(t, x, \cdot)$. The differentiability of $\varphi$ as well as the control $\|\nabla \varphi\|_{\infty} \leq C[f]_{1}$ were obtained directly.

Also, we had defined in the proof of Lemma 8, for all $k \in \llbracket 1, d \rrbracket$,

$$
v_{k}(x):=\partial_{x_{k}} \varphi(x)=\int_{0}^{+\infty} \exp \left(-\frac{t}{2}\right) \mathbb{E}\left[\Psi_{k}\left(X_{t}^{0, x}\right)\right] d t
$$

where $\Psi_{k}=-\partial_{y_{k}} f \in \mathcal{C}^{\beta}\left(\mathbb{R}^{d}, \mathbb{R}\right)$.
The statement of the lemma will follow provided we establish that, for all $k \in \llbracket 1, d \rrbracket, v_{k}$ solves the Poisson equation
(A.1)

$$
\mathcal{A} v_{k}(x)-\frac{1}{2} v_{k}(x)=-\Psi_{k}(x),
$$

and satisfies:

$$
\begin{equation*}
\exists C_{\beta, \varepsilon} \geq 1, \forall k \in \llbracket 1, d \rrbracket,\left\|v_{k}\right\|_{2+\beta-\varepsilon} \leq C_{\beta, \varepsilon} . \tag{A.2}
\end{equation*}
$$

To prove this control, we focus on the second derivatives $\left(\partial_{x_{i}, x_{j}} v_{k}\right)_{(i, j) \in \llbracket 1, d \rrbracket}$ which yield the biggest singularity when differentiating the density $p(t, x, \cdot)$ of $X_{t}^{0, x}$. We will establish that these derivatives are bounded and $(\beta-\varepsilon)$-Hölder continuous. The other contributions in the $\mathcal{C}^{2+\beta-\varepsilon}$-Hölder norm in (A.2) can be handled more directly.

Direct computations carried out on the explicit density of the Ornstein-Uhlenbeck process give that for a given $m \in \mathbb{N}$, there exists $C_{m} \geq 1$ s.t. for all multi-index $\alpha \in \mathbb{N}_{0}^{d},|\alpha|:=\sum_{i=1}^{d} \alpha_{i} \leq m$ and all $(t, x, y) \in \mathbb{R}^{+} \times\left(\mathbb{R}^{d}\right)^{2}$ :

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} p(t, x, y)\right| \leq \frac{C_{m} \exp \left(-\frac{|\alpha| t}{2}\right)}{\sigma(t)^{d+|\alpha|}} \exp \left(-C_{m}^{-1} \frac{\left|y-\exp \left(-\frac{t}{2}\right) x\right|^{2}}{2 \sigma^{2}(t)}\right), \sigma^{2}(t)=1-\exp (-t) \tag{A.3}
\end{equation*}
$$

The above control gives that, for $\eta>0$ and $(i, j, x) \in \llbracket 1, d \rrbracket^{2} \times \mathbb{R}^{d}$ the quantity:

$$
D_{i, j}^{\eta}(x):=\int_{\eta}^{+\infty} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}} \partial_{x_{i}, x_{j}}^{2} p(t, x, y) \Psi_{k}(y) d y d t
$$

is well defined. The first point is to prove that this quantity is uniformly bounded w.r.t. $\eta$. To this end we use a cancellation property and the Hölder continuity of $\Psi_{k}$. Note indeed that, since $\int_{\mathbb{R}^{d}} p(t, x, y) d y=1$ then $\int_{\mathbb{R}^{d}} \partial_{x_{i}, x_{j}} p(t, x, y) d y=0$. So, we also have:

$$
D_{i, j}^{\eta}(x):=\int_{\eta}^{+\infty} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}} \partial_{x_{i}, x_{j}}^{2} p(t, x, y)\left(\Psi_{k}(y)-\Psi_{k}\left(\exp \left(-\frac{t}{2}\right) x\right)\right) d y d t
$$

The $\beta$-Hölder continuity of $\Psi_{k}$, (A.3) and the boundedness of the mapping $u \mapsto \exp \left(-c u^{2}\right)|u|^{\beta}, c>0$, on the whole real line, then yield:

$$
\begin{aligned}
\left|D_{i, j}^{\eta}(x)\right| & \leq C_{2} \int_{\eta}^{+\infty} \exp \left(-\frac{3 t}{2}\right) \int_{\mathbb{R}^{d}} \frac{1}{\sigma(t)^{d+2}} \exp \left(-C_{2}^{-1} \frac{\left|y-\exp \left(-\frac{t}{2}\right) x\right|^{2}}{2 \sigma^{2}(t)}\right)\left|y-\exp \left(-\frac{t}{2}\right) x\right|^{\beta} d y d t \\
& \leq C_{2} \int_{\eta}^{+\infty} \exp \left(-\frac{3 t}{2}\right) \frac{1}{\sigma(t)^{2-\beta}} \int_{\mathbb{R}^{d}} \frac{1}{\sigma(t)^{d}} \exp \left(-C_{2, \beta}^{-1} \frac{\left|y-\exp \left(-\frac{t}{2}\right) x\right|^{2}}{2 \sigma^{2}(t)}\right) d y d t=: \bar{C}_{\beta}<+\infty,
\end{aligned}
$$

where $\bar{C}_{\beta}$ does not depend on $x$ (integration, up to multiplicative constants, of a Gaussian density). Indeed, the only integrability issue in the above integral is for $t$ in a neighborhood of 0 . In that case $\sigma(t)^{2-\beta} \sim t^{1-\beta / 2}$ giving an integrable singularity. We thus derive that

$$
\forall(i, j, x) \in \llbracket 1, d \rrbracket^{2} \times \mathbb{R}^{d}, \partial_{x_{i}, x_{j}} v_{k}(x)=\lim _{\eta \rightarrow 0} D_{i, j}^{\eta}(x) \text { and } \exists \bar{C}_{\beta}>0, \forall(i, j) \in \llbracket 1, d \rrbracket^{2},\left\|\partial_{x_{i}, x_{j}} v_{k}\right\|_{\infty} \leq \bar{C}_{\beta} .
$$

Let us remark that $\nabla_{x} v_{k}(x)$ could be directly bounded, i.e. without centering. Indeed, from (A.3), $\nabla_{x} p(t, x, y)$ yields an intregrable singularity in $\sigma(t)^{-1} \sim t^{-1 / 2}$ in a neighborhood of 0 . We thus have, up to a modification of $\bar{C}_{\beta},\left\|\nabla v_{k}\right\|_{\infty}+\left\|D^{2} v_{k}\right\|_{\infty} \leq \bar{C}_{\beta}$. Recalling that $\left(\partial_{t}+\mathcal{A}\right) p(t, x, y)=0$ we readily derive that $v_{k}$ satisfies (A.1). The equation and the bounds then also readily give that there exists $C_{\varphi}>0$ s.t. for all $x \in \mathbb{R}^{d},\left|\nabla v_{k}(x)\right| \leq \frac{C}{1+|x|}$.

Let us now turn to the regularity of $\partial_{x_{i}, x_{j}} v_{k}$. To investigate $\left[\partial_{x_{i}, x_{j}}^{2} v\right]_{\beta-\varepsilon}:=\sup _{x \neq x^{\prime}} \frac{\left|\partial_{x_{i}, x_{j}}^{2} v(x)-\partial_{x_{i}, x_{j}}^{2} v\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right| \beta-\varepsilon}$, we restrict w.l.o.g. to the case $\left|x-x^{\prime}\right| \leq 1$. Set $\Delta\left(x, x^{\prime}\right):=\partial_{x_{i}, x_{j}}^{2} v(x)-\partial_{x_{i}, x_{j}}^{2} v\left(x^{\prime}\right)$, we have:

$$
\begin{aligned}
\Delta\left(x, x^{\prime}\right)= & \left(\int_{0}^{1} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}}\left(\partial_{x_{i}, x_{j}}^{2} p(t, x, y)-\partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}, y\right)\right) \Psi_{k}(y) d y d t\right) \\
& +\left(\int_{1}^{+\infty} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}}\left(\partial_{x_{i}, x_{j}}^{2} p(t, x, y)-\partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}, y\right)\right) \Psi_{k}(y) d y d t\right)=: \Delta_{S}\left(x, x^{\prime}\right)+\Delta_{L}\left(x, x^{\prime}\right),
\end{aligned}
$$

i.e. $\Delta_{S}\left(x, x^{\prime}\right)$ (resp. $\left.\Delta_{L}\left(x, x^{\prime}\right)\right)$ is the contribution associated with short (resp. long) times. For $\Delta_{L}\left(x, x^{\prime}\right)$, there are no time-singularities. The mean-value theorem and equation (A.3) yield that there exists $C>0$ s.t.:

$$
\begin{equation*}
\left|\Delta_{L}\left(x, x^{\prime}\right)\right| \leq C\left|x-x^{\prime}\right| \leq C\left|x-x^{\prime}\right|^{\beta-\varepsilon}, \tag{A.4}
\end{equation*}
$$

since we have assumed $\left|x-x^{\prime}\right| \leq 1$.

For $\Delta_{S}\left(x, x^{\prime}\right)$, for fixed $x, x^{\prime} \in \mathbb{R}^{d},\left|x-x^{\prime}\right| \leq 1$, we split the time interval $[0,1]:=D_{1} \cup D_{2}$, where $D_{1}:=$ $\left\{t \in[0,1]:\left|x-x^{\prime}\right| \leq t^{1 / 2}\right\}$ and $D_{2}:=\left\{t \in[0,1]:\left|x-x^{\prime}\right|>t^{1 / 2}\right\}$. We introduce through this partitioning a cutting-threshold corresponding to the usual parabolic scaling.

Set now, for $i \in\{1,2\}$,

$$
\Delta_{S, i}\left(x, x^{\prime}\right):=\int_{D_{i}} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}}\left(\partial_{x_{i}, x_{j}}^{2} p(t, x, y)-\partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}, y\right)\right) \Psi_{k}(y) d y d t
$$

For $\Delta_{S, 1}$, using again a centering argument and the mean-value theorem yields:

$$
\begin{aligned}
\Delta_{S, 1}\left(x, x^{\prime}\right)= & \int_{D_{1}} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}}\left(\partial_{x_{i}, x_{j}}^{2} p(t, x, y)-\partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}, y\right)\right)\left(\Psi_{k}(y)-\Psi_{k}\left(\exp \left(-\frac{t}{2}\right) x^{\prime}\right)\right) d y d t \\
= & \int_{D_{1}} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}}\left(\int_{0}^{1} \nabla\left(\partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}+\lambda\left(x-x^{\prime}\right), y\right)\right) \cdot\left(x-x^{\prime}\right) d \lambda\right) \\
& \times\left(\Psi_{k}(y)-\Psi_{k}\left(\exp \left(-\frac{t}{2}\right) x^{\prime}\right)\right) d y d t
\end{aligned}
$$

Equation (A.3) then gives:

$$
\begin{align*}
\left|\Delta_{S, 1}\left(x, x^{\prime}\right)\right| \leq & C_{3} \int_{D_{1}} \exp (-2 t) \int_{\mathbb{R}^{d}} \frac{1}{t^{(d+3) / 2}} \sup _{\lambda \in[0,1]} \exp \left(-C_{3}^{-1} \frac{\left|y-\left(x^{\prime}+\lambda\left(x-x^{\prime}\right)\right) \exp \left(-\frac{t}{2}\right)\right|^{2}}{2 t}\right) \\
& \times\left|x-x^{\prime}\right|\left|y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right|^{\beta} d y d t \\
\leq & C_{3} \int_{D_{1}} \exp (-2 t) \int_{\mathbb{R}^{d}} \frac{1}{t^{(d+3) / 2}} \exp \left(-C_{3}^{-1} \frac{\left|y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right|^{2}}{4 t}\right) \exp \left(C_{3}^{-1} \frac{\left|x-x^{\prime}\right|^{2}}{2 t}\right) \\
& \left.\times\left|x-x^{\prime}\right|^{\beta-\varepsilon} t^{(1-(\beta-\varepsilon)) / 2} \left\lvert\, y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right.\right)\left.\right|^{\beta} d y d t \\
\leq & \bar{C}_{3} \int_{D_{1}} \exp (-2 t) t^{-\frac{3}{2}+\frac{1-(\beta-\varepsilon)}{2}+\frac{\beta}{2}}\left(\int_{\mathbb{R}^{d}} \frac{1}{t^{d / 2}} \exp \left(-C_{3}^{-1} \frac{\left|y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right|^{2}}{4 t}\right) d y\right) d t \\
& \times\left|x-x^{\prime}\right|^{\beta-\varepsilon} \\
\leq & \bar{C}_{3} \int_{[0,1]} t^{-1+\varepsilon / 2} d t\left|x-x^{\prime}\right|^{\beta-\varepsilon} \leq \frac{\bar{C}_{3}\left|x-x^{\prime}\right|^{\beta-\varepsilon}}{\varepsilon}, \tag{A.5}
\end{align*}
$$

up to a modification of $\bar{C}_{3}$ in the last two inequalities.
For $\Delta_{S, 2}\left(x, x^{\prime}\right)$ we use again centering techniques to obtain:

$$
\begin{aligned}
\left|\Delta_{S, 2}\left(x, x^{\prime}\right)\right| \leq & \left|\int_{D_{2}} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}} \partial_{x_{i}, x_{j}}^{2} p(t, x, y)\left(\Psi_{k}(y)-\Psi_{k}\left(x \exp \left(-\frac{t}{2}\right)\right)\right) d y d t\right| \\
& +\left|\int_{D_{2}} \exp \left(-\frac{t}{2}\right) \int_{\mathbb{R}^{d}} \partial_{x_{i}, x_{j}}^{2} p\left(t, x^{\prime}, y\right)\left(\Psi_{k}(y)-\Psi_{k}\left(x^{\prime} \exp \left(-\frac{t}{2}\right)\right)\right) d y d t\right|
\end{aligned}
$$

From (A.3) we get:

$$
\begin{align*}
\left|\Delta_{S, 2}\left(x, x^{\prime}\right)\right| \leq & C_{2}\left(\int_{D_{2}} \exp \left(-\frac{3 t}{2}\right) \int_{\mathbb{R}^{d}} \frac{1}{t^{d / 2+1}} \exp \left(-C_{2}^{-1} \frac{\left|y-x \exp \left(-\frac{t}{2}\right)\right|^{2}}{4 t}\right)\left|y-x \exp \left(-\frac{t}{2}\right)\right|^{\beta} d y d t\right. \\
& \left.+\int_{D_{2}} \exp \left(-\frac{3 t}{2}\right) \int_{\mathbb{R}^{d}} \frac{1}{t^{d / 2+1}} \exp \left(-C_{2}^{-1} \frac{\left|y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right|^{2}}{4 t}\right)\left|y-x^{\prime} \exp \left(-\frac{t}{2}\right)\right|^{\beta} d y d t\right) \\
\leq & 2 \bar{C}_{2} \int_{D_{2}} t^{-1+\beta / 2} d t \leq 2 \bar{C}_{2} \int_{D_{2}} t^{-1+\beta / 2}\left(\frac{\left|x-x^{\prime}\right|}{t^{1 / 2}}\right)^{\beta-\varepsilon} d t \\
\leq & \frac{\bar{C}_{2}\left|x-x^{\prime}\right|^{\beta-\varepsilon}}{\varepsilon}, \tag{A.6}
\end{align*}
$$

up to a modification of $\bar{C}_{2}$ for the last inequalities. The control (A.2) then follows from (A.4), (A.5) and (A.6). Eventually, since we have now established that for all $k \in \llbracket 1, d \rrbracket, v_{k} \in C^{2+\beta-\varepsilon}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, we derive from Theorem II.I.1 in [Bas97] (usual verification procedure) that $v_{k}$ is the unique solution of (A.1). This completes the proof.
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[^1]:    1. If there exists $C_{\varphi}>0, \forall x \in \mathbb{R}^{d},\left|D^{2} \varphi(x)\right| \leq 1 /(1+|x|),\left(E_{n}\right)_{n \geq 1}$ is even square exponentially integrable, (see condition (C1)).
[^2]:    2. or more generally have an absolutely continuous component. We restrict here to absolutely continuous laws for simplicity.
