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Abstract—Recently, more attention is given to automatic
detection of cancer. However, the multitude kind of cancer (lung,
breast, brain, skin etc.) complicates the detection of this disease
with common approaches. An adaptive method for each cancer
is the only response to achieve this aim. The segmentation of
interest region is the first main step to differentiate between
the suspicious and non suspicious part in the image. In this
specific work, we focus on a segmentation approach based on
Total Variation methods. We propose a generalization of Chan
and Vese (CV) model theory and implement it to the particular
case of skin cancer images.

Keywords—Skin Cancer, Segemntation, Total Variation, Chan
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I. INTRODUCTION

Melanoma is the most dangerous type of skin cancer, it
represents approximately 1.6% of the total number of cancer
worldwide [1]. About 132.000 new melanoma saved each year
in the world, it has the highest increasing rate compared to
other cancer types [2]. In France, 11.176 new melanoma is
detected, it takes the 6th rank for women and the 9th for
men in 2012 [2]. In Malaysia, skin cancer rates among the
fairer-skinned Chinese were approximately 3 times higher than
Malay and Indians population [3]. The early detection of skin
cancer is the key to treat the tumour successfully.

A. CAD system

Skin cancer has been an attractive topic to researchers since
1984 in computerized analysis of pigment skin lesions [4].
The objective of Computer-Aided Diagnosis (CAD) system is
to increase the specificity and sensitivity in melanoma recog-
nition. However, the practical parameters for an automated
dermoscopic image classification is still unclear. There are two
main shortcoming of the general approach to developing a
CAD system for melanoma identification [4]:

1) CAD system is expected to reproduce the decision of
pathologists with only the input used by dermatolo-
gists.

2) Histopathological data are not available for all lesion,
only for those considered suspicious by dermatolo-
gists.

Before image acquisition and diagnosis, there is image
preprocessing to eliminate artefacts, such as hair or ruler mark-
ing [4]. A good result of the image preprocessing facilitate

Fig. 1: Malignant Melanoma [5]

the implementation of the segmentation and the classification
methods. The main function of hair-removal algorithm com-
prises two steps: hair detection and hair repair (restoration). It
follows the segmentation step to detect lesion’s contours and
classification to diagnosis if the the lesion is benign (healthy)
or malignant (pathological) using features such as statistical
and textural features.

The life of CAD system consists of the following stages
[1]:

1) Image acquisition.
2) Image preprocessing, the main task is the detection

and removal of artefacts, especially hairs.
3) Skin lesion segmentation
4) Detection and characterisation of indicators (fea-

tures).
5) Diagnosis

B. Segmentation

Segmentation is the main stage of detection of skin cancer.
The detection of the region of interest with a good performance
is hard task for many imaging researchers. Segmentation of
melanocytic lesion can be extremely hard. Several methods of
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images segmentation were explored. It includes many tech-
niques, such as fuzzy C-means, centre split, multi-resolution,
split and merge, PCT/median cut and adaptive threshoding.
Many segmentation methods were implemented and tested in
skin cancer images [4] .

In [6], the authors used the Color-Based Otsu method,
which is simpler and significantly faster for some cases.

Multiresolution representation (e.g. Wavelet, curvelet etc.)
have been used in various medical imageprocessing tasks
(e.g. [7], [8]). In the particular case of, Ma et al in [9]
proposed Discrete Wavelet Transform (DWT) to confine signal
component to dyadically increasing width frequency bands in
different resolutions. Its aim is to discriminate the melanoma’s
cases. Another method in the area is Ridgelet Transform
which was used in [10] for simple images. This approach has
a particularity to detect line positions compared to wavelet
transform which detects only point positions.

Safi et al in [11] used Total Variation (TV) method de-
veloped in [12] which is the generalization of Chan and Vese
method [13]. The main idea of this method is to minimize the
convex energy of the image. The results of this method are
very encouraging. The only problem is that the authors fixed
some parameters like λ given in the equation (7) to 2, and
in the same time in [12] the value of the same parameter is
0.001.

This paper is demonstrated as follows. The next section
presents CV model and some of generalization of this model.
In the third section, the proposed method of segmentation
wich is kind of generalization of CV model will be presented
and developed. In the fourth section, the application of this
method in some skin cancer images and the discussion about
the obtained results.

II. CHAN AND VESE MODEL SEGMENTATION

Chan and Vese model is introduced in [13] and its gener-
alization in [14]. The following definition is the one adapted
for image segmentation. This method is used to minimize
Mumford and Shah equation [15]

Let Ω be open and bounded set and C an evolving curve in
Ω. We consider C as a boundary of an open subset ω of Ω, such
that Ω = Ω \C [ω [C. The segmentation problem presented
in [14] is to solve the following minimization problem:

inf
u,C

(

Z

Ω

(u� u0)
2dxdy + µ

Z

Ω\C

|ru|2dxdy + ν|C|

)

(1)

where µ, ν are fixed parameters to weight the different terms
in the energy (1), u0 : Ω ! R is a given bounded image-
function, u is an optimal approximation of u0 and |C| is the
length of curves making C.

A given C = ∂ω (the boudary of open set ω 2 Ω) is
presented implicitly as the zero Lipscitz continuous function
φ : Ω ! R such that φ(x, y) < 0 in ω, φ(x, y) > 0 in Ω\ω and
φ(x, y) = 0 on ∂ω. Using the following Heaviside function
H(z).

H(z) =

(

1 if z � 0

0 if z < 0

Fig. 2: The zero level set function. The boundary C is illus-
trated by the ellipse which is equivalent to φ(x, y) = 0 and
it separates the domain Ω into 2 regions φ(x, y) > 0 and
φ(x, y) < 0.

The length of C and the area of ω can be expressed
respectively by [14]:

|C| =

Z

Ω

|rH(φ)|, |ω| =

Z

Ω

H(φ)dxdy (2)

Thus, Chan and Vese model is expressed by the following
formula [13]:

F (c1, c2) =

Z

Ω

(u0 � c1)
2H(φ)dxdy

+

Z

Ω

(u0 � c2)
2(1�H(φ))dxdy (3)

+

Z

Ω

|rH(φ)|

Where c1 and c2 are the averages of u0 inside the curve C
(area of ω) and respectively outside (area of Ω \ ω). These
constants (c1 and c2) are given by the formula (4) and (5)
after approximation and regularization.

Considering Hε and δε any C1 approximation and regu-
larization of H and δ0 function, as ε ! 0 and with H 0

ε
= δε,

minimizing the energy, we obtain: φ(0, x, y) = φ0(x, y). The
constants c1 and c2 are given by the following formula:

c1(φ) =

R

Ω
u0(x, y)Hε(φ(t, x, y))dxdy
R

Ω
Hε(φ(t, x, y))dxdy

, (4)

c2(φ) =

R

Ω
u0(x, y)Hε(1� φ(t, x, y))dxdy
R

Ω
Hε(1� φ(t, x, y))dxdy

, (5)

In figure (Fig.2), Ω is represented as the square and the
ellipse as the curve C, and φ(x, y) is positive inside and
negative outside.

A. Generalization of Chan and Vese model

The first generalization of this method was done by the
same authors [14]. Using a union of zero level set functions
φi. The eqaution (3) became:

Fn(c,Φ) =
X

1I2m

Z

Ω

(u0 � cI)
2χIdxdy

+
X

1im

ν

Z

Ω

|rH(φi)|. (6)
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Fig. 3: C is represented by the 2 curves {φ1 = 0}[ {φ2 = 0}
wich gives 4 distinct regions illustrated in this figure, 3 in the
foreground and the background.

Fig. 4: C is represented by the 3 curves {φ1 = 0} [ {φ2 =
0} [ {φ3 = 0} dived it to 8 regions with the background.

Where c = (c1, c2, ..., cn) and Φ = (φ1,φ2, ...,φn)

The figures (Fig. 3) and (Fig. 4) illustrate the cases 2 and
3 zero level sets function respectively. Ellipses and circles
represent the curve C respectively and represent the union of
φi = 0.

Like is noted in [12], this segmentation consider only the
cases 2m, with m 2 {0, 1, 2, ...}. Therefore, for any m > 2,
at least, one situation N with N 2]2m�1, 2m[ is ignored.

Many researchers are interested by Chan and Vese model
and its generalization. Thus, several generalization was studied
and developed, in this paper we develop specially the gen-
eralization given by Li et al [12]. This method was applied
specially in skin cancer by Safi et al [11], the result are more
satisfied compared to other skin cancer result.

In [12], their main work is to find a global formula for each
N between 2m�1 and 2m using smooth membership function
ui 2 [0, 1]. Therefore, the energy given in the equation (1) is
reformulated as the following formula:

F ({ui}
m
i=1

, {ck}
N
k=1

) =

m
X

i=1

Z

Ω

|rui|dx

+ λ

N
X

k=1

Z

Ω

|u0 � ck|M
N
k dx (7)

where if N = 2m,

M2
m

k = (�1)s
m

k Π
m
i=1

(ui � b
m,k�1

i ). (8)

otherwise, if 2m�1 < N < 2m, for k = 1, ..., 2k0:

MN
k = (�1)s

m

k Π
m
i=1

(ui � b
m,k�1

i ). (9)

and for k = 2k0 + 1, ..., N

MN
k = (�1)s

m1

k1 Π
m
i=1

(ui � b
m1,k�1

i ). (10)

where m1 = m�1, k0 = N�2m1 , k1 = k�k0 and b
m,k�1

i =
0 _ 1 with Sm

k =
Pm

i=1
b
m,k1

i .

For N = 3, we have the following formula of Mk
n :

M3

1
= u1u2, M3

2
= u1(1� u2), M3

3
= 1� u1. (11)

The equation (11) can be written by zero level set function φ
used in Chan and Vese model:

u1u2 / φ1φ2

u1(1� u2) / φ1(1� φ2) (12)

1� u1 / 1� φ1

We notice that M1 and M2 depend both on u1 and u2

compared to M3 which depends only on u1. The reason given
in [11] is to satisfy the constraint of sum of the membership
function MN

k to one given in [16]:

N
X

k=1

MN
k = 1

In the next section, we explain how and why M3 can be
independent of u2 using zero level set functions.

III. PROPOSED WORK

The generalization of Chan and Vese model developed in
the current work is to find a formulation for each N with
2m�1 < N < 2m.

The idea of this work is to do the segmentation with not-
fixed number of zero level set function φi. However, for each
number of zero set level function φi, we study all combinations
of possible regions which can be detected. In this paper, we
study and develop only 2 zero level set functions.

In General case, the energy of minimization given in equa-
tion (3) became a minimization of the possible combinations:

FN = inf
FNi

n

inf
c,Φ

FNi

o

(13)

where 2m�1 < N < 2m, and i designate the ith combination.

For m = 2, we will study the case N = 3. The following
figures Fig. 5 and Fig. 6 represent the possible cases for N =
3, considering the inclusion of φ1 and φ2 is symmetric, i.e
φ1 ⇢ φ2 is equivalent to φ2 ⇢ φ1.
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Fig. 5: C is represented by the 2 curves without intersection
between φ1 and φ2. It illustrates one possible case of N = 3.

The energy represented in Fig. 5 and Fig. 6 are given
respectively by F31 and F32.

F31(c,φ ) =

Z

Ω

(u0 � c00)
2H(φ1)H(φ2)dxdy

+

Z

Ω

(u0 � c01)
2H(φ1)(1�H(φ2))dxdy

+

Z

Ω

(u0 � c10)
2(1�H(φ1))H(φ2)dxdy

+ ν

Z

Ω

|rH(φ1)|+ ν

Z

Ω

|rH(φ2)| (14)

F32(c,φ ) =

Z

Ω

(u0 � c00)
2H(φ1)H(φ2)dxdy

+

Z

Ω

(u0 � c01)
2H(φ1)(1�H(φ2))dxdy

+

Z

Ω

(u0 � c11)
2(1�H(φ1))(1�H(φ2))dxdy

+ ν

Z

Ω

|rH(φ1)|+ ν

Z

Ω

|rH(φ2)| (15)

where c = (c00, c01, c10, c11), with:

c00 =

R

Ω
u0H(φ1)H(φ2)dxdy

R

Ω
H(φ1)H(φ2)dxdy

c01 =

R

Ω
u0H(φ1)(1�H(φ2))dxdy

R

Ω
H(φ1)(1�H(φ2))dxdy

c10 =

R

Ω
u0(1�H(φ1))H(φ2)dxdy

R

Ω
(1�H(φ1))H(φ2)dxdy

c11 =

R

Ω
u0(1�H(φ1))(1�H(φ2))dxdy

R

Ω
(1�H(φ1))(1�H(φ2))dxdy

The union of F31 and F32 gives the case illustrated in figure
fig.3, developed in [14] to detect 4 regions.

The objective is to find the best minimization of the energy
of the image given by the two cases illustrated by figures ( Fig
5, Fig. 6) for N = 3.

Fig. 6: C is represented by the overlapping curves. It’s
illustrated by φ2 ⇢ φ1 which is symetric to φ1 ⇢ φ2.

Thus, the energy to minimize in this case becomes:

F3 = inf
F31,F32

(inf
c,Φ

F31, inf
c,Φ

F32) (16)

Using the equation (14) and (15), the comparison will be
only between the third component of each equation, then the
equation (16) becomes:

F3 =

Z

Ω

(u0 � c00)
2H(φ1)H(φ2)dxdy

+

Z

Ω

(u0 � c01)
2H(φ1)(1�H(φ2))dxdy

+ ν

Z

Ω

|rH(φ1)|+ ν

Z

Ω

|rH(φ2)|

+ inf
c,Φ

⇣

α1,α2

⌘

(17)

where

α1 =

Z

Ω

(u0 � c10)
2(1�H(φ1))(H(φ2))dxdy (18)

α2 =

Z

Ω

(u0 � c11)
2(1�H(φ1))(1�H(φ2))dxdy(19)

The algorithm will not be more complex in computing, because
the comparison is only between the different parts (α1 and α2).
For example, the background of the image will be computed
once.

We can simplify the equation given in (19), knowing that
φ2 ⇢ φ1, so if φ1 < 0 it means automatically φ2 < 0, then
α2 can be formulated as:

α2 =

Z

Ω

(u0 � c10)
2(1�H(φ1))dxdy

This formulation joints M3 of the equation (11) developed in
[12], where it depends only in φ1 (u1).

IV. APPLICATION AND RESULTS

In this section, the proposed method and the generalization
of CV model given by Vese and Chan [14] in gray and
color images are applied and compared. Specially in specific
application of skin cancer images.

The development of skin cancer is known by the increasing
of the area and variegation of colors in the pigment. The fa-
mous method used by medical doctors to detect and recognize
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(a)

(b)

Fig. 7: Gray level image. (a): Segmentation by Chan and Vese
model. (b): Segmentation by the proposed model . ν = 0.2

this disease is ABCD rule which is Asymetry, Border, Color
and Diameter [4], [5]. Until now, almost of CAD explored
use ABCD Rule in one block. A separate study of this rule
following each component, as color in the current case, is one
of the solutions to increase the accuracy of detection.

Usually, skin cancer images are represented by one block
with different colors and borders. This dark region mostly is
in the middle of the interest region if the development of the
pigment is bilateral, and adjacent if the development is only
in one side. The following images are implemented by the
proposed method and generalized CV model for gray level
and color images.

In gray Image, the proposed Method in figure Fig.7-(b)
can detect specially the dark region inside the pigment already
segmented by the red level set function. But in figure Fig.7-(a),
the two level set functions are mixed and the border between
the two regions is very confusing. In this case the minimum
in the proposed method is F32 in the equation (15) illustrated
theoretically by the figure Fig.5.

In color case of the same image above (gray level),
the result is almost the same. In fact, figures Fig.8-(a) and
Fig.8-(b) gives the same result as gray level image segmented
in figure Fig.7 by both methods.

In figure Fig.9-(b), the influence of the algorithm is obvi-
ous. It’s represented by the equation (14), where there isn’t any
intersection between the two zero level set functions which is
illustrated by the figure Fig.6. However, in figure Fig.9-(a) the
segmentation by generalized CV model create an additional
wrong segmentation coming from the intersection of the two
zero level set functions.

(a)

(b)

Fig. 8: color image. (a): Segmentation by Chan and Vese
model. (b): Segmentation by the proposed model. ν = 0.2

(a)

(b)

Fig. 9: color image. (a): Segmentation by Chan and Vese
model. (b): Segmentation by the proposed model. ν = 0.2

V. CONCLUSION

In this paper, new approach of the extension of Chan and
Vese model and its application in some Skin cancer images
is proposed. This extension can be seen like a specification
of generalized CV model. With this Approach, the algorithm
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forces the two zero level set functions to follow one specific di-
rection, and it becomes less sensible to some small variegation
in the pigment. The Algorithm allows the segmentation inside
the pigment to detect different colors if development of the
disease as inclusion, or separates categorically these functions
to make two adjacent regions.

The results shown in the previous section are qualitatively
good and more accurate for the detection of the region of
interest and the details inside this region.
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