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#### Abstract

In this article the authors describe the method of construction of approximate chaotic solutions of dynamical model equations with quadratic nonlinearities in a general form using a new accurate numerical method. Numerous systems of chaotic dynamical systems of this type are studied in modern literature. The authors find the region of convergence of the method and offer an algorithm of construction and several criteria to check the accuracy of the approximate chaotic solutions.
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## 1. Introduction

Chaotic dynamical systems are difficult to analyse. A close formula giving the solution has not been found yet. Therefore numerical approximations are mandatory in order to follow the motion of a particle driven by a system of a nonlinear differential equation.

[^0]Let us consider the system of a differential equations with quadratic nonlinearity

$$
\begin{equation*}
\dot{x}=B_{0}+B_{1} x+\varphi(x), \tag{1}
\end{equation*}
$$

where $x(t)=\left[x_{(1)}(t) \ldots x_{(m)}(t)\right]^{\mathrm{T}}$ is a $m$-dimensional real vector function, $B_{0}$ is a given $m$-dimensional real column vector,

$$
\varphi(x)=\left[\varphi_{(1)}(x) \ldots \varphi_{(m)}(x)\right]^{\mathrm{T}}
$$

$\varphi_{(p)}(x)=\left\langle Q_{p} x, x\right\rangle, B_{1}$ and $Q_{p}(p=\overline{1, m})$ are given real $(m \times m)$ matrices.
Suppose that the system (1) has a bounded solution for $t \geq 0$. Thus, the corresponding trajectory is attracted to the limit trajectory, see [1, pp. 338340]. Hence, this trajectory determines the behavior of the bounded solutions of the system (1) when time goes to infinity. The limiting trajectory can be a point of equilibrium, a cycle, or can be described by an almost periodic function or can have a more complicated structure such as a strange attractor.

For some dynamical systems (1) the solutions are unstable on their attractors. It causes difficulties applying numerical methods for solving corresponding systems of ordinary differential equations (ODE). The problem is not limited to ODE with entire derivatives, but also for dynamical systems governed by fractional derivatives [2, 3, 4]. Many researchers use different numerical schemes based on classical methods, e.g. the explicit Euler scheme with the central-difference scheme [5], the Adams scheme [6], the higher derivatives scheme [7], the 4th order Runge-Kutta method [8] and the second-order accurate Adams-Bashforth method [9] for the Lorenz system. However, the above methods cannot be used for (11) due to the instability of chaotic solutions, since the global error increases with the size of the integration interval [10, 11]. Strogatz [12, pp. 320-323] computes the estimate of the time $T_{c}$ when the trajectories of the system (1) decouple critically for the Lorenz system. In [11] the authors present the regression dependence to estimate $T_{c}$ for the integration step $\Delta t$ and the order $N_{o}$ of the numerical scheme

$$
\begin{equation*}
T_{c}\left(N_{o}, \Delta t\right) \approx-2.6 N_{o} \lg \Delta t \tag{2}
\end{equation*}
$$

for the classical values of parameters of the Lorenz system. They also highlights that the numerical solution converges to different positions of equilibria for various values $\Delta t$ for the transient chaotic behavior.

Most importantly, the result cannot be improved by decreasing the integration step $\Delta t$, since the integration error has an extremum as a function
of $\Delta t$. This problem can be solved by using high-accuracy calculations [13]. However, this approach restricts the study: on the one hand, the way to decrease the error is narrow (to change $\Delta t$ and the accuracy of real number representation in order to control the calculation process); on the other hand, the number of operations needed for very small $\Delta t$ is large. The Runge-Kutta methods can be applied to obtain solutions with a higher accuracy, but the corresponding formulas for $N_{o}>6$ are extremely cumbersome [14, 15].

In [16] the authors present the multistage spectral relaxation method (MSRM) which differs from the previous direct methods. They use the Chebyshev spectral method to solve the system (1) in the Gauss-Siedel form by an iteration scheme at each subinterval of integration. The advantage is that the accumulation of errors is not as great as it was in the direct methods. Motsa et al. compare the numerical results of MSRM with the piecewise successive linearization method [17]. However, the authors do not study the error of the method as an independent unit and increase the risk of rounding errors.

To find approximate solutions of systems of differential equations, the method of power series (or the method of Taylor series) is sometimes used. In [18, 19, 20] this method is used as the Adomian decomposition method (ADM). In those studies, the authors obtain the coefficients of expansion of the solution in a power series for different systems of the form (1) without finding the radius of convergence. The error of the approximate chaotic solution is only compared with the numerical results using the Runge-Kutta methods. Vadasz and Olek [21] also study the dependence of ratio of coefficients of power series with respect to the number of terms in the series.

In this article we consider a modification of the power series method (similar to ADM) for the system (11). An advantage over the general scheme of the Taylor series method is that the expansion coefficients can be rapidly calculated by formulas in comparison to the procedure of symbolic differentiation of the right-hand sides of the system equations (in the nonlinear case huge memory is needed to store the symbol expressions in the calculation of the higher-order derivatives). Also, an estimate of the region of convergence of the power series is obtained, and some criteria for checking the accuracy of the approximate chaotic solutions is given in this article. Recently such an approach has been applied to the Lorenz and Chen systems [22, 23]. Here, we generalize our results for the systems in the form (1).

## 2. Some Examples of Chaotic Systems with Quadratic Nonlinearities

In this section, we give several examples found in the literature on chaotic systems of the form (1), for which our method can be applied.

### 2.1. The well known Lorenz system

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=\sigma\left(x_{(2)}-x_{(1)}\right) \\
\dot{x}_{(2)}=r x_{(1)}-x_{(2)}-x_{(1)} x_{(3)}, \\
\dot{x}_{(3)}=x_{(1)} x_{(2)}-b x_{(3)} .
\end{array}\right.
$$

For this system, the matrices are

$$
\begin{gathered}
B_{0}=\mathbf{0}, \quad B_{1}=\left[\begin{array}{ccc}
-\sigma & \sigma & 0 \\
r & -1 & 0 \\
0 & 0 & -b
\end{array}\right], \quad Q_{1}=\mathbf{0}, \quad Q_{2}=\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \\
Q_{3}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{gathered}
$$

2.2. The Chen system [24, 25]

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=a\left(x_{(2)}-x_{(1)}\right), \\
\dot{x}_{(2)}=(c-a) x_{(1)}-x_{(1)} x_{(3)}+c x_{(2)}, \\
\dot{x}_{(3)}=x_{(1)} x_{(2)}-b x_{(3)},
\end{array}\right.
$$

for which the matrices are

$$
\begin{gathered}
B_{0}=\mathbf{0}, \quad B_{1}=\left[\begin{array}{ccc}
-a & a & 0 \\
c-a & c & 0 \\
0 & 0 & -b
\end{array}\right], \quad Q_{1}=\mathbf{0}, \quad Q_{2}=\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \\
Q_{3}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{gathered}
$$

2.3. The Nose-Hoover oscillator [26]

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=x_{(2)}, \\
\dot{x}_{(2)}=-x_{(1)}-x_{(2)} x_{(3)}, \\
\dot{x}_{(3)}=\left(x_{(2)}^{2}-1\right) / q .
\end{array}\right.
$$

In this case, the matrices are

$$
\begin{gathered}
B_{0}=\left[\begin{array}{c}
0 \\
0 \\
-1 / q
\end{array}\right], B_{1}=\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], Q_{1}=\mathbf{0}, Q_{2}=\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 0 & 0
\end{array}\right] \\
Q_{3}=\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & 1 / q & 0 \\
0 & 0 & 0
\end{array}\right]
\end{gathered}
$$

2.4. The Sprott-Jafari system [27]
(we study this example in Sec. 7 to show the efficiency of our method)

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=x_{(2)}  \tag{3}\\
\dot{x}_{(2)}=-x_{(1)}+x_{(2)} x_{(3)}, \\
\dot{x}_{(3)}=x_{(3)}+a x_{(1)}^{2}-x_{(2)}^{2}-b
\end{array}\right.
$$

with corresponding matrices

$$
\begin{gathered}
B_{0}=\left[\begin{array}{c}
0 \\
0 \\
-b
\end{array}\right], \quad B_{1}=\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right], \quad Q_{1}=\mathbf{0}, \quad Q_{2}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right] \\
Q_{3}=\left[\begin{array}{rrr}
a & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{gathered}
$$

In [28] Sprott lists the nineteen three-dimensional ODEs of the form (1).
2.5. Increasing the size of the system, one finds the $4 D$ Rössler model [29]

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=-\left(x_{(2)}+x_{(3)}\right), \\
\dot{x}_{(2)}=x_{(1)}+a x_{(2)}+x_{(4)}, \\
\dot{x}_{(3)}=b+x_{(1)} x_{(3)}, \\
\dot{x}_{(4)}=-c x_{(3)}+d x_{(4)} .
\end{array}\right.
$$

In this case, the matrices are

$$
\begin{gathered}
B_{0}=\left[\begin{array}{l}
0 \\
0 \\
b \\
0
\end{array}\right], B_{1}=\left[\begin{array}{rrrr}
0 & -1 & -1 & 0 \\
1 & a & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & -c & d
\end{array}\right], \quad Q_{1}=Q_{2}=Q_{4}=\mathbf{0} \\
Q_{3}=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
\end{gathered}
$$

2.6. Finally, our method is even valid for the nine-dimensional Lorenz system [30]

$$
\left\{\begin{array}{l}
\dot{x}_{(1)}=-\sigma b_{1} x_{(1)}-\sigma b_{2} x_{(7)}-x_{(2)} x_{(4)}+b_{4} x_{(4)}^{2}+b_{3} x_{(3)} x_{(5)}, \\
\dot{x}_{(2)}=-\sigma x_{(2)}-\frac{\sigma}{2} x_{(9)}+x_{(1)} x_{(4)}-x_{(2)} x_{(5)}+x_{(4)} x_{(5)}, \\
\dot{x}_{(3)}=-\sigma b_{1} x_{(3)}+\sigma b_{2} x_{(8)}+x_{(2)} x_{(4)}-b_{4} x_{(2)}^{2}-b_{3} x_{(1)} x_{(5)}, \\
\dot{x}_{(4)}=-\sigma x_{(4)}+\frac{\sigma}{2} x_{(9)}-x_{(2)} x_{(3)}-x_{(2)} x_{(5)}+x_{(4)} x_{(5)}, \\
\dot{x}_{(5)}=-\sigma b_{5} x_{(5)}+\frac{1}{2} x_{(2)}^{2}-\frac{1}{2} x_{(4)}^{2}, \\
\dot{x}_{(6)}=-b_{6} x_{(6)}+x_{(2)} x_{(9)}-x_{(4)} x_{(9)}, \\
\dot{x}_{(7)}=-r x_{(1)}-b_{1} x_{(7)}+2 x_{(5)} x_{(8)}-x_{(4)} x_{(9)} \\
\dot{x}_{(8)}=r x_{(3)}-b_{1} x_{(8)}-2 x_{(5)} x_{(7)}+x_{(2)} x_{(9)}, \\
\dot{x}_{(9)}=-r x_{(2)}+r x_{(4)}-x_{(9)}-2 x_{(2)} x_{(6)}+2 x_{(4)} x_{(6)}+x_{(4)} x_{(7)}-x_{(2)} x_{(8)} .
\end{array}\right.
$$

## 3. The Numeric-Analytical Solution of Differential Equations

The system (1) has a polynomial right-hand side. This allows the use of an explicit formula to calculate the power series coefficients and estimate the region of convergence.

Let

$$
\begin{equation*}
x(t)=\sum_{i=0}^{\infty} \Lambda_{i} t^{i} \tag{4}
\end{equation*}
$$

where $x(0)=\Lambda_{0}$ is an initial condition for the system (1), $\Lambda_{i} \in \mathbb{R}^{m}$. The multiplication of the power series in the Cauchy form in the vector notation is

$$
\varphi_{(p)}(x)=\sum_{i=0}^{\infty} \Phi_{i(p)} t^{i}, \quad \Phi_{i(p)}=\sum_{j=0}^{i}\left\langle Q_{p} \Lambda_{j}, \Lambda_{i-j}\right\rangle, p=\overline{1, m} .
$$

Let

$$
\Phi_{i}=\left[\begin{array}{lll}
\Phi_{i(1)} & \ldots & \Phi_{i(m)}
\end{array}\right]^{\mathrm{T}}
$$

Note that

$$
\begin{equation*}
\Lambda_{1}=B_{0}+B_{1} \Lambda_{0}+\Phi_{0} \tag{5}
\end{equation*}
$$

Equating the coefficients at the same powers, we obtain from the system (1) the recurrence relation to calculate the power series coefficients in (4) for $i \geq 2$

$$
\begin{equation*}
\Lambda_{i}=\frac{B_{1} \Lambda_{i-1}+\Phi_{i-1}}{i} \tag{6}
\end{equation*}
$$

This form of coefficients of the power series is simpler and faster to compute than in ADM (because it does not contain factorials).

Although a right-hand side of the system (1) is analytical everywhere, the radius of convergence of the series can be bounded and it depends on $\Lambda_{0}$. Therefore, only a part of the trajectory can be obtained by the above method. The procedure of constructing the trajectory arc of any time length is given by joining several parts of the trajectory computed by our method. These parts of trajectory describe the desired solution, when the series (4) converges. The integration error is accumulated when passing from one trajectory part to another part (due to the error of finding the current approximate solution), however it can be controlled by varying the accuracy of power series expansion. Here, highly accurate calculations may help in continuing the solution for very large time intervals because the accuracy $\varepsilon_{p}$ of power series expansion cannot be less than the machine epsilon $\varepsilon_{m}$.

## 4. Algorithm for Constructing the Trajectory Arc

Let us consider the algorithm of constructing the trajectory arc for the time interval $[0 ; T]$, where the value $T$ is given:

## begin

1. Set the values of $\varepsilon_{m}$ and way;
2. Input the values of $T, \varepsilon_{p}$ and $\Lambda_{0}$;
3. $t:=0$;
4. Calculate the value of $\Delta t$ from a function of $\Lambda_{0}$;
5. $t:=t+\Delta t$;
6. If $t>T$ then flag $:=1 ; \Delta t:=\Delta t-(t-T)$

Else If $t<T$ then flag $:=0$
Else flag :=1;
7. $p:=1 ; i:=0$;
8. $x:=\Lambda_{0}$;
9. $i:=i+1 ; p:=p \cdot$ way $\cdot \Delta t$;
10. Calculate $\Lambda_{i}$ by the formulas (5) and (6);
11. $x:=x+\Lambda_{i} \cdot p$;
12. $L:=\left\|\Lambda_{i}\right\| \cdot|p|$;
13. If $L>\varepsilon_{p}$ then Goto Step 9;
14. $\Lambda_{0}:=x$;
15. If flag $=0$ then Goto Step 4;
16. Print $\Lambda_{0}$
end.
The variable way provides an integration with reverse time when its value is -1 (for going forward way $=1$ ). For the sake of simplicity, the algorithm uses the positive values of time in both directions of motion along a trajectory. Thus, the algorithm allows the construction of an approximate solution in forward and backward time. We use both time directions to check the precision of the approximated solution and evenly increase such a precision.

Let us consider in detail the procedure of constructing the trajectory arc.
Let $t_{l} \in \Omega, l=\overline{1, N}$ be the index of the time intervals $\left[t_{l-1} ; t_{l}\right]$, where the series (4) converges, $N$ is the number of such intervals, $t_{0}=0, t_{N}=T$,

$$
\Omega=\left[t_{0} ; t_{1}\right] \cup\left[t_{1} ; t_{2}\right] \cup \ldots \cup\left[t_{N-1} ; t_{N}\right] .
$$

We define the vector $\Lambda_{0}$ of initial conditions for time $t_{0}$. Then the vectors $\Lambda_{i}$ $(i=1,2, \ldots)$ are calculated using the formulas (5) and (6) until the following estimate is not valid

$$
\begin{equation*}
\left\|\Lambda_{i}\right\|\left|\Delta t_{l}\right|^{i}<\varepsilon_{p} \tag{7}
\end{equation*}
$$

where $\Delta t_{l}=t_{l}-t_{l-1}$. The module in (7) is used in case of negative values of the step $\Delta t_{l}$. Let $x_{1}(t)$ be the $m$-dimensional $n_{1}$-power polynomial, which is obtained from the estimation (7) in the first stage $(l=1)$ of calculation. In the second stage $(l=2)$ we set

$$
\Lambda_{0}:=x_{l-1}\left(\Delta t_{l-1}\right)
$$

and set the initial time $t_{1}$ to zero in order to simplify the calculations (since the system (1) is dynamic).

If $\tau_{l}$ is the region of convergence of the power series (4), then the value $\Delta t_{l}$ corresponds to

$$
0<\Delta t_{l}<\tau_{l}
$$

or

$$
-\tau_{l}<\Delta t_{l}<0
$$

## 5. Estimating the Region of Convergence of the Power Series

Estimating the region of convergence of the series (4) is important when approximate solutions of the system (1) are computed by the method described above. For this, we introduce the following notations:

$$
\begin{aligned}
& h_{1}\left(\Lambda_{0}\right)=\left\|\Lambda_{0}\right\|, \mu=m \max _{p=1, m}\left\|Q_{p}\right\|, \\
& h_{2}\left(\Lambda_{0}\right)=\left\{\begin{array}{l}
\left\|B_{0}\right\|+\left(\left\|B_{1}\right\|+2 \mu\right) h_{1}+\mu h_{1}^{2}, \text { if } h_{1}>1, \\
\left\|B_{0}\right\|+\left\|B_{1}\right\|+\mu \text { otherwise } .
\end{array}\right.
\end{aligned}
$$

Let us prove that the series (4) converges for $t \in\left(-\tau_{l} ; \tau_{l}\right)$, where $\tau_{l}=1 / h_{2}$. For this, the number $h_{2}$ (with $h_{2}|t|<1$ ) should be chosen such that

$$
\left\|\Lambda_{i} t^{i}\right\| \leq\left(h_{2}|t|\right)^{i} .
$$

Then the series (4) converges absolutely by the direct comparison test.

Theorem 1. The following inequalities hold

$$
\begin{equation*}
\left\|\Lambda_{i}\right\| \leq h_{2}^{i} \tag{8}
\end{equation*}
$$

for any natural number $i$.
Proof. We use mathematical induction. Let us consider a case where $h_{1}>1$.
Let us show that (8) is valid for $i=1$. From the formula (5) and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
& \left\|\Lambda_{1}\right\| \leq\left\|B_{0}\right\|+\left\|B_{1}\right\|\left\|\Lambda_{0}\right\|+m \underset{p=\overline{1, m}}{\max }\left|\left\langle Q_{p} \Lambda_{0}, \Lambda_{0}\right\rangle\right| \leq \\
& \leq\left\|B_{0}\right\|+\left\|B_{1}\right\| h_{1}+\mu h_{1}^{2} \leq h_{2}^{1},
\end{aligned}
$$

which proves that (8) is valid for $i=1$.
Assume that (8) is valid for $i=k$. Then it is also valid for any $j=\overline{1, k}$, that is,

$$
\begin{equation*}
\left\|\Lambda_{j}\right\| \leq h_{2}^{j} \tag{9}
\end{equation*}
$$

Let us prove that (8) is valid for $i=k+1$. Let us estimate

$$
\begin{aligned}
& \left\|\sum_{j=0}^{k}\left\langle Q_{p} \Lambda_{j}, \Lambda_{k-j}\right\rangle\right\| \leq \mu\left\|\Lambda_{0}\right\|\left\|\Lambda_{k}\right\|+\mu\left\|\Lambda_{k}\right\|\left\|\Lambda_{0}\right\|+ \\
& +\mu \sum_{j=1}^{k-1}\left\|\Lambda_{j}\right\|\left\|\Lambda_{k-j}\right\| \leq 2 \mu h_{1} h_{2}^{k}+ \\
& +\mu \sum_{j=1}^{k-1} h_{2}^{j} h_{2}^{k-j}=2 \mu h_{1} h_{2}^{k}+(k-1) \mu h_{2}^{k}
\end{aligned}
$$

From the formula (6) and the inequalities (9) we obtain the estimate (considering that $k \geq 1$ and $h_{1}>1$ )

$$
\begin{aligned}
& \left\|\Lambda_{k+1}\right\| \leq \frac{\left\|B_{1}\right\|\left\|\Lambda_{k}\right\|+2 \mu h_{1} h_{2}^{k}}{k+1}+\frac{k-1}{k+1} \mu h_{2}^{k} \leq\left\|B_{1}\right\| h_{2}^{k}+ \\
& +2 \mu h_{1} h_{2}^{k}+\mu h_{2}^{k} \leq\left(\left\|B_{0}\right\|+\left\|B_{1}\right\|+2 \mu h_{1}+\mu\right) h_{2}^{k} \leq \\
& \leq h_{2} h_{2}^{k}=h_{2}^{k+1}
\end{aligned}
$$

which proves that (8) is valid for any natural number $i$.

Now, let us consider the other case $h_{2} \leq 1$. Let us prove by induction that (8) is valid in this case. For $i=1$ we have

$$
\left\|\Lambda_{1}\right\| \leq\left\|B_{0}\right\|+\left\|B_{1}\right\|+\mu=h_{2}^{1}
$$

Hence, when $i=1$, the statement (8) is valid.
Assume that (8) is valid for $i=k$. Let us estimate

$$
\left\|\sum_{j=0}^{k}\left\langle Q_{p} \Lambda_{j}, \Lambda_{k-j}\right\rangle\right\| \leq 2 \mu h_{2}^{k}+(k-1) \mu h_{2}^{k}=(k+1) \mu h_{2}^{k}
$$

Let us prove that (8) is valid for $i=k+1$. It follows from the formula (6) and the above assumption that

$$
\begin{aligned}
& \left\|\Lambda_{k+1}\right\| \leq \frac{\left\|B_{1}\right\|\left\|\Lambda_{k}\right\|}{k+1}+\mu h_{2}^{k} \leq\left\|B_{1}\right\| h_{2}^{k}+\mu h_{2}^{k}= \\
& =\left(\left\|B_{1}\right\|+\mu\right) h_{2}^{k} \leq h_{2} h_{2}^{k}=h_{2}^{k+1}
\end{aligned}
$$

which proves that (8) is valid for any natural $i$ when $h_{2} \leq 1$.

## 6. The Accuracy of the Approximate Chaotic Solution

We assume

$$
\begin{gather*}
n_{\max }^{\{w a y\}}=\max _{l} n_{l}^{\{w a y\}}, l_{\max }^{\{w a y\}}=\operatorname{indmax}_{l} n_{l}^{\{w a y\}} \\
\Delta t_{\max }^{\{w a y\}}=w a y \cdot \max _{l}\left|\Delta t_{l}^{\{w a y\}}\right|, d_{\max }^{\{w a y\}}=\operatorname{indmax}_{l}\left|\Delta t_{l}^{\{w a y\}}\right|, \tag{10}
\end{gather*}
$$

where the variable $\{$ way $\}$ shows the direction of the time.
In this section, we give some criteria to check the accuracy of the approximate chaotic solutions:

1. The accuracy $\varepsilon_{a}$ of approximation for way $=1$. When the inequality (7) holds, we increase the powers $n_{l}^{\{1\}}$ of all polynomials $x_{l}^{\{1\}}(t)$ (getting other approximate solution) and check the distance $\delta_{a}$ between the approximate solutions in the time interval $[0 ; T]$. If $\delta_{a}>\varepsilon_{a}$ then we increase $n_{l}$.
2. In the special case of the Lorenz system, we check (2) as

$$
T \ll T_{c}\left(\overline{n^{\{1\}}}, \overline{\Delta t^{\{1\}}}\right)
$$

where $\overline{n^{\{1\}}}$ is the mean power of polynomials $x_{l}^{\{1\}}(t)$ and $\overline{\Delta t^{\{1\}}}$ is the mean value of $\Delta t_{l}^{\{1\}}$.
3. Let $\varepsilon_{R}$ be the radius of the neighborhood of initial point, in which the approximate solution returns at backward by time. We choose the precision $\varepsilon_{p}$ so that the following inequality holds:

$$
\left\|x_{\widehat{N}}^{\{-1\}}\left(\Delta t_{\widehat{N}}^{\{-1\}}\right)-x(0)\right\|<\varepsilon_{R}
$$

where $\widehat{N}=N^{\{-1\}}$. We do not know the exact solution of the system (1) in the general case, but we know exactly its initial point. Therefore, we can decide how many digits must coincide with the digits of the initial point. This accuracy control of approximate chaotic solutions is a great improvement when compared to the classical numerical methods. One issue is that a large amount of computing is needed (due to the repetition of forward and backward trajectories computation). The solutions of the system (1) are generally strongly unstable in reverse time: they immediately diverge from the attractor, since in our calculations we are close to it but not exactly on it. However, we cannot always go back to the acceptable neighborhood of the initial point. If a value of the accuracy $\varepsilon_{p}$ is too big large, then the point of the trajectory will go to infinity when we compute backward due to strong unstability. In [22] $\varepsilon_{p}=10^{-50}$ for the Lorenz system, in [23] $\varepsilon_{p}=10^{-80}$ and $10^{-53}$ for the Chen system.
4. A check of an approximate solution configuration (in addition to the previous criterion). We calculate the numbers (10) which describe the approximate solutions. Further, we verify that (enough of coincidence of a several approximate equalities, an example is given in Sec. 7)

$$
\begin{gather*}
N \approx \hat{N}, n_{\max }^{\{1\}} \approx n_{\max }^{\{-1\}}, t_{l_{\max }^{\{1\}}}+\left|t_{l_{\max }^{\{-1\}}}\right| \approx T,  \tag{11}\\
d_{\max }^{\{1\}}+d_{\max }^{\{-1\}} \approx N, t_{d_{\max }^{\{1\}}}+\left|t_{d_{\max }^{\{-1\}}}\right| \approx T .
\end{gather*}
$$

The advantage here is that we control the accuracy comparing the values of arguments of approximate solutions in forward and backward
time. Thus, we conclude that it is sufficient to use the third and fourth criteria of accuracy.

The authors of the article [31] introduced a transformation of the Chen system to the Lorenz system as

$$
\begin{equation*}
x_{L}\left(t_{L}\right)=-\frac{x_{C}\left(t_{C}\right)}{c}, t_{L}=-c \cdot t_{C} \tag{12}
\end{equation*}
$$

where $x_{L}$ and $x_{C}$ are vectors of phase coordinates for the Lorenz system and Chen system, respectively; $t_{L}$ and $t_{C}$ are times in these systems, $c$ is a parameter of the Chen system. Chen is right in the article [32] that using such a transformation, the time will be reversed in the Lorenz system for $c>0$.

Since usually

$$
\begin{equation*}
c>1 \tag{13}
\end{equation*}
$$

then the division of $x_{C}$ by $c$ decreases the computed error for the Lorenz system. The presented algorithm allows going backward. Thus the transformation (12) can give an approximate solution of the Lorenz system in enlarged scale if one knows an approximate solution of the Chen system, if the inequality (13) is valid.

## 7. Calculating Experiment

We present the results of computations based on the above scheme for the system (3). The parameter values are $a=8.888, b=4$. We have

$$
\begin{gathered}
\left\|Q_{1}\right\|=0,\left\|Q_{2}\right\|=1,\left\|Q_{3}\right\|=a, \mu=3 a,\left\|B_{0}\right\|=b,\left\|B_{1}\right\|=1 \\
h_{1}=\left|\Lambda_{0(1)}\right|+\left|\Lambda_{0(2)}\right|+\left|\Lambda_{0(3)}\right|
\end{gathered}
$$

where $\Lambda_{0(i)}$ is the $i$-coordinate of the vector $\Lambda_{0}$. The initial condition is

$$
\Lambda_{0}=\left[\begin{array}{lll}
0 & 3.9 & 0.7
\end{array}\right]^{\mathrm{T}} .
$$

as in [27]. We consider the solution of system (3) for $T=T_{1}=34, \varepsilon_{p}=10^{-15}$ and $\varepsilon_{m}=1.0842 \cdot 10^{-19}$ (the number of bits for the mantissa of a real number is 64). In this case, $\varepsilon_{R}=10^{-5}$. We use the Euclidean norm in the inequality (7) to reduce the number of terms in approximating polynomials.


Figure 1: A graph of rapprochement of the trajectory with the initial point in the formula (14).


Figure 2: A graph of rapprochement of the trajectory with the initial point in the formula (15).

Let us move the initial point by the corresponding trajectory at $T=T_{2}=$ 6 for a better approximation to the attractor. We get the point

$$
x_{N=15202}^{\{1\}}\left(T_{2}\right)=\left[\begin{array}{r}
-1.388360370340798916  \tag{14}\\
0.749102120590088463 \\
1.996651922943586555
\end{array}\right]
$$

Then we set $\Lambda_{0}=x_{15202}^{\{1\}}\left(T_{2}\right)$.
Let us research the trajectory return in a neighborhood of the radius eps of the initial point because the limiting trajectory on the attractor has a property of recurrence. We construct a graph illustrating a rapprochement of the trajectory with the initial point (Fig. 1).

We move forward in time the initial point obtained from the above for $T=T_{3}=1$ by trajectory. We get the point

$$
x_{N=2210}^{\{1\}}\left(T_{3}\right)=\left[\begin{array}{r}
1.512058089397715359  \tag{15}\\
0.408816498647179974 \\
-4.158968175695369477
\end{array}\right]
$$

Then we set $\Lambda_{0}=x_{2210}^{\{1\}}\left(T_{3}\right)$ again. The graph of rapprochement of the trajectory with the initial point is shown in Fig. 2.

The last point of the graph in Fig. 1 corresponds to the time

$$
t_{r_{1}}=26.316
$$

in Fig. 2

$$
t_{r_{2}}=26.297
$$

Note that

$$
\left\lceil T_{2}+\max \left\{t_{r_{1}}, T_{3}+t_{r_{2}}\right\}\right\rceil=T_{1} .
$$

We checked the fourth criteria in Sec. 6 for the initial point in (15) and $T=t_{r_{2}}$ (Tables 1 and 2). Note that the extrema can not be unique in the formulas (10). Therefore, not all of the approximate equalities (11) are valid.

The graphs in Figs. 1 and 2 show that the solution on an attractor of the system (3) is described by an almost periodic function because the moments of time of trajectory return to the neighborhood of the initial point are approximately at the same distance from each other. It shows the relative density of the set of such moments of time.

The trajectory arc constructed in the time interval $\left[0 ; t_{r_{1}}\right]$ is presented in Fig. 3.


Figure 3: The trajectory arc constructed in the time interval $\left[0 ; t_{r_{1}}\right]$ for the initial point in (14).

Table 1: The results of calculating experiment for $w a y=1$.

| $N$ | 63244 |
| :---: | :---: |
| $n_{\max }^{\{1\}}$ | 8 |
| $l_{\max }^{\{1\}}$ | 61150 |
| $t_{l_{\max }\{1\}}$ | 25.1842 |
| $d_{\max }^{\{1\}}$ | 13653 |
| $t_{d_{\max }^{\{1\}}}$ | 6.40688 |
| $\Delta t_{\max }^{\{1\}}$ | 0.00617846 |

Table 2: The results of calculating experiment for way $=-1$.

| $\widehat{N}$ | 63244 |
| :---: | :---: |
| $n_{\max }^{\{-1\}}$ | 8 |
| $l_{\max }^{\{-1\}}$ | 2097 |
| $t_{l_{\{-1\}}^{\{-1\}}}$ | -1.11196 |
| $d_{\max }^{\max }$ | 13607 |
| $t_{d_{\max }^{\{-1\}}}^{\{-1\}}$ | -5.89213 |
| $\Delta t_{\max }^{\{-1\}}$ | -0.0061386 |
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