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Abstract In this article, we apply the generalized finite volume method SUSHI to the dis-
cretization of Richards equation, an elliptic-parabolic equation modeling groundwater flow,
where the diffusion term can be anisotropic and heterogeneous. This class of locally con-
servative methods can be applied to a wide range of unstructured possibly non-matching
polyhedral meshes in arbitrary space dimension. As is needed for Richards equation, the
time discretization is fully implicit. We obtain a convergence result based upon a priori esti-
mates and the application of the Fréchet-Kolmogorov compactness theorem. We implement
the scheme and present numerical tests.
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1 Introduction

Let Ω be an open bounded polygonal subset of IRd (d = 2 or 3) and let T be a positive
constant; we consider the Richards equation in the space-time domain QT = Ω × (0,T ):

∂tθ(p)−div
(

kr(θ(p))K(x)∇(p+ z)
)
= 0, (1.1)

where p = p(x, t) is the piezometric head. The space coordinates are defined by x = (x,z) in
the case of space dimension 2 and x = (x,y,z) in the case of space dimension 3. The quan-
tity θ(p) is the water storage capacity, also known as the saturation, K(x) is the absolute
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permeability tensor and the scalar function kr is the relative permeability.

Next we perform Kirchhoff’s transformation. We define

F(s) :=
∫ s

0
kr(θ(τ)) dτ,

and suppose that the function F is invertible. Then we set u = F(p) in QT and c(u) =
c(F(p)) = θ(p); it turns out that the function c is either qualitatively similar to the func-
tion θ or has a support which is bounded from the left as in Figure 1-(b). We remark that
Kirchhoff’s transformation leads to ∇u = kr(θ(p))∇p. The equation (1.1) becomes

∂tc(u)−div
(

K(x)∇u
)
−div

(
kr(c(u))K(x)∇z

)
= 0. (1.2)

We suppose that û ∈W 1,∞(Ω) is a given function and consider the equation (1.2) to-
gether with the inhomogeneous Dirichlet boundary

u(x, t) = û(x) a.e. on ∂Ω × (0,T ), (1.3)

and the initial condition
u(x,0) = u0(x) a.e. in Ω . (1.4)

(a) Typical saturation θ (b) A profile of function c

Fig. 1 Typical saturation and its Kirchhoff’s transformation

We denote by (P) the problem given by the equations (1.2), (1.3) and (1.4). We shall
make the following hypotheses:

(H1) c ∈W 1,∞(IR), 0≤ c≤ cmax, is a nondecreasing Lipschitz continuous function
with Lipschitz constant Lc;

(H2) kr : IR+ → IR+ is a nondecreasing Lipschitz continuous function with Lips-
chitz contant Lkr , and 0≤ kr ≤ kr where kr is a positive constant, kr(s)> 0 for all s > 0;

(H3) K is a bounded function from Ω to Md(IR), where Md(IR) denotes the set of
real d× d matrices. Moreover for a.e. x in Ω , K(x) is a positive definite matrix and there
exist two positive constants K and K such that the eigenvalues of K(x) are included in [K,K];

(H4) u0 ∈ L∞(Ω) and û ∈W 1,∞(Ω).
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Fig. 2 Typical permeability

Definition 1 [Weak solution] A function u= u(x, t) is said to be a weak solution of Problem
(P) if:

(i) u− û ∈ L2(0,T ;H1
0 (Ω));

(ii) c(u) ∈ L∞(0,T ;L2(Ω));

(iii) −
∫ T

0

∫
Ω

c(u)∂tψ dxdt−
∫

Ω

c(u0)ψ(·,0) dx

+
∫ T

0

∫
Ω

K∇u ·∇ψ dxdt +
∫ T

0

∫
Ω

kr(c(u))K∇z ·∇ψ dxdt = 0,

(1.5)

for all ψ ∈ L2(0,T ;H1
0 (Ω)) such that ψ(·,T ) = 0 and ∂tψ ∈ L∞(QT ).

The discretization of the Richards equation was performed by means of the finite dif-
ference method by Hornung [17] and by means of the finite element method by Knabner
[19]; Kelanemer [18] and Chounet et. al. [4] implemented a mixed finite element method
and Frolkovic et. al. [15] applied a finite volume scheme on the dual mesh of a finite ele-
ment mesh. We refer to Eymard, Gutnic and Hilhorst [13] and to Eymard, Gallouët, Gutnic,
Herbin and Hilhorst [8] for the study of the convergence of two slightly different numerical
schemes based upon the standard finite volume method.

In section 2.2, we introduce the SUSHI scheme, a finite volume scheme using stabi-
lization and hybrid interfaces which has been proposed by Eymard et. al. [9] and define the
approximate Problem (PD ,δ t). We also present some relevant results which will be useful
in the sequel. In section 2.3, we prove an a priori estimate on the approximate solution in
a discrete norm corresponding to a norm in L2(0,T ;H1

0 (Ω)). Using these estimates and ar-
guments based on the topological degree, we prove the existence of a solution of Problem
(PD ,δ t) in section 2.4. In section 2.5, we prove estimates on differences of time and space
translates. These estimates imply the relative compactness of sequences of approximate so-
lutions by the Fréchet-Kolmogorov theorem. We deduce the convergence in L2 of a sequence
of approximate solutions to a solution of the continuous problem (P) in section 2.6. For the
proofs, we apply methods inspired upon those of [9] and [10]. In the last section we describe



4 Konstantin Brenner et al.

effective computations in the case of some well-known numerical tests which are often used
in literature. We also perform simulations for a realistic model at the end of section 2.7.

The discretization of Richards equation by means of gradient schemes, which include
the SUSHI method, has already been proposed by Eymard, Guichard, Herbin and Masson
[12], where they consider Richards equation as a special case of two phase flow; however,
they make the extra hypothesis that the relative permeability kr is bounded away from zero,
which is not satisfied in most geological contexts. Here we avoid this extra hypothesis by
performing Kirchhoff’s transformation.

2 The hybrid finite volume scheme SUSHI

In this section, we construct an approximate solution of Problem (P) corresponding to a time
implicit discretization and a hybrid finite volume scheme. We follow the idea of Eymard et.
al. [9] to construct the fluxes using a stabilised discrete gradient.

2.1 Space and Time Discretization

Let us first define the notion of admissible finite volume mesh of Ω and some notations
associated with it.

Definition 2 (Space discretization) Let Ω be a polyhedral open bounded connected subset
of IRd and ∂Ω = Ω\Ω its boundary. A discretization of Ω , denoted by D , is defined as the
triplet D = (M ,E ,P), where:

1. M is a finite family of non empty convex open disjoint subsets of Ω (the ”control
volumes”) such that Ω =

⋃
K∈M K. For any K ∈M , let ∂K = K\K be the boundary of K;

we denote by |K| the measure of K and d(K) the diameter of K.
2. E is a finite family of disjoint subsets of Ω̄ (the ”interfaces”), such that, for all

σ ∈ E , σ is a nonempty open subset of a hyperplane of IRd and denote by |σ | its measure.
We assume that, for all K ∈M , there exists a subset EK of E such that ∂K = ∪σ∈EK σ̄ .

3. P is a family of points of Ω indexed by M , denoted by P = (xK)K∈M , such
that for all K ∈M , xK ∈ K and K is assumed to be xK-star-shaped, which means that for all
x ∈ K, the inclusion [xK ,x]⊂ K holds.

For all σ ∈ E , we denote by xσ the barycenter of σ . For all K ∈M and σ ∈ EK , we
denote by DK,σ the cone with vertex xK and basis σ , by nK,σ the unit vector normal to σ

outward to K and by dK,σ the Euclidean distance between xK and the hyperplane including
σ . For any σ ∈ E , we define Mσ = {K ∈M : σ ∈ EK}. The set of boundary interfaces is
denoted by Eext and the set of interior interfaces is denoted by Eint .

We express the finite volume scheme in a weak form. For that purpose, let us first asso-
ciate with the mesh the following spaces of discrete unknowns

XD = {v =
(
(vK)K∈M ,(vσ )σ∈E

)
: vK ∈ IR,vσ ∈ IR},

XD ,0 = {v ∈ XD : vσ = 0 ∀σ ∈ Eext}.

Definition 3 (Time discretization) We divide the time interval (0,T ) into N uniform time
steps of length δ t = T/N, and we define by tn = nδ t where n ∈ {0, ...,N}.
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Taking into account the time discretization leads us to define the following discrete spaces

Xδ t
D = XN

D = {h = (hn)n∈{1,...,N},h
n ∈ XD},

Xδ t
D ,0 = XN

D ,0 = {h = (hn)n∈{1,...,N},h
n ∈ XD ,0}.

For the sake of simplicity, we restrict our study to the case of constant time steps. Never-
theless all results presented below can be easily extended to the case of a non uniform time
discretization.

2.2 Discrete weak formulation

We propose here a discrete scheme which is based upon the hybrid finite volume scheme
SUSHI. It has been initially proposed for uniformly elliptic problems [9]. Schemes of this
type in the case of a parabolic degenerate equation have been recently analyzed in [1]. Re-
mark that this method can also be viewed as a mimetic finite difference or a mixed finite
volume method (see [1], [2], [7] ).

After formally integrating the equation (1.2) on the cell K× (tn−1, tn) for each K ∈M
and for each n ∈ {1, ...,N}, we obtain∫

K

(
c(u(x, tn))− c(u(x, tn−1))

)
dx− ∑

σ∈EK

∫ tn

tn−1

∫
σ

K∇u ·nK,σ dγdt

− ∑
σ∈EK

∫ tn

tn−1

∫
σ

kr(c(u))K∇z ·nK,σ dγdt = 0.
(2.1)

For all K ∈M and σ ∈ EK , the diffusive flux −
∫

σ

K∇u ·nK,σ dγ and the convective flux

−
∫

σ

kr(c(u))K∇z · nK,σ dγ are approximated by FK,σ (u) and QK,σ (u), which are defined

below by (2.7) and by (2.16), respectively.

Before introducing the numerical scheme, we define the following projection operator:
let φ ∈C(QT ). We denote by PDφ the element of XD defined by

{
{φ(xK , ·)},{φ(xσ , ·)}

}
for all K ∈M and σ ∈ E .

Let PD û and PDu0 be the projections of boundary and initial functions in (1.3) and (1.4),
respectively; we present below a discrete weak problem (PD ,δ t):

The initial condition is discretized by

u0 =
1
|K|

∫
K

u0(x) dx ∀K ∈M . (2.2)

For each n ∈ {1, ...,N} and for all K ∈M , find un such that un−PD û ∈ XD ,0 satis-
fying

∑
K∈M

|K|(c(un
K)− c(un−1

K ))vK +δ t〈un,v〉F +δ t〈un,v〉Q = 0 ∀v ∈ XD ,0, (2.3)



6 Konstantin Brenner et al.

where
〈w,v〉F := ∑

K∈M
∑

σ∈EK

FK,σ (w)(vK− vσ ), (2.4)

and
〈w,v〉Q := ∑

K∈M
∑

σ∈EK

QK,σ (w)(vK− vσ ). (2.5)

Let ũδ t
D = uδ t

D −PD û ∈ Xδ t
D ,0; we rewrite the discrete equation (2.3) as

∑
K∈M

|K|(c(un
K)− c(un−1

K ))vK +δ t〈ũn,v〉F +δ t〈PD û,v〉F +δ t〈un,v〉Q = 0. (2.6)

The discrete Problem (PD ,δ t) is given by initial condition (2.2) and either the discrete
equation (2.3) or the discrete equation (2.6).

2.3 The approximate flux

The discrete flux FK,σ is expressed in terms of the discrete unknowns. For this purpose
we apply the SUSHI scheme proposed in [9]. The idea is based upon the identification of
the numerical fluxes through the mesh dependent bilinear form, using the expression of the
discrete gradient

∑
K∈M

∑
σ∈EK

FK,σ (w)(vK− vσ ) =
∫

Ω

∇Dw(x) ·K(x)∇Dv(x) dx ∀v,w ∈ XD ,0. (2.7)

To this purpose, we first define

∇Kw =
1
|K| ∑

σ∈EK

|σ |(wσ −wK)nK,σ ∀K ∈M , ∀w ∈ XD . (2.8)

The consistency of formula (2.8) stems from the following geometrical relation:

∑
σ∈EK

|σ |nK,σ (xσ −xK)
T = |K|Id ∀K ∈M , (2.9)

where (xσ −xK)
T is the transpose of xσ −xK ∈ IRd and Id is the d×d identity matrix.

Remark 1 The approximation formula (2.8) is exact for linear functions. Indeed, for any
linear function defined on Ω by ϕ(x) = G ·x with G ∈ IRd , assuming that wσ = ϕ(xσ ) and
wK = ϕ(xK), we obtain wσ −wK = (xσ − xK)

T G = (xσ − xK)
T ∇ϕ; hence (2.8) leads to

∇Kw = ∇ϕ .

We also remark that

∑
σ∈EK

|σ |nK,σ = ∑
σ∈EK

∫
σ

nK,σ dγ =
∫

K
(∇1) dx = 0,

which means that the coefficient of wK in (2.8) is equal to zero. Thus, a reconstruction of
the discrete gradient solely based on (2.8) cannot lead to a definite discrete bilinear form in
the general case. Therefore we introduce the stabilized gradient

∇K,σ w = ∇Kw+RK,σ w nK,σ , (2.10)
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where

RK,σ w =

√
d

dK,σ

(
wσ −wK−∇Kw · (xσ −xK)

)
. (2.11)

We may then define ∇Dw as the piecewise constant function equal to ∇Kσ w a.e. in the cone
DKσ

∇Dw(x) = ∇K,σ w for a.e. x ∈ DK,σ . (2.12)

Note that, from the definition (2.11), in view of (2.9) and (2.8), we deduce that

∑
σ∈EK

|σ |dK,σ

d
RK,σ w nK,σ = 0 ∀K ∈M . (2.13)

In order to identify the numerical fluxes FK,σ (w) through relation (2.7), we put the dis-
crete gradient in the form

∇K,σ w = ∑
σ ′∈EK

(wσ ′ −wK)yσσ ′
K , (2.14)

with

yσσ ′
K =


|σ |
|K|

nK,σ +

√
d

dK,σ

(
1− |σ |
|K|

nK,σ · (xσ −xK)
)

nK,σ if σ = σ ′,

|σ ′|
|K|

nK,σ ′ −
√

d
dK,σ

|σ ′|
|K|

nK,σ ′ · (xσ −xK)nK,σ otherwise.

Thus ∫
K

∇Dw(x) ·K(x)∇Dv(x)dx = ∑
σ∈EK

∑
σ ′∈EK

Aσσ ′
K (wσ −wK)(vσ ′ − vn

K),

with σ ,σ ′ ∈ EK and

Aσσ ′
K = ∑

σ ′′∈EK

yσ ′′σ
K ·Λ σ ′′

K yσ ′′σ ′
K , Λ

σ ′′
K =

∫
DK,σ ′′

K(x) dx.

The local matrices Aσσ ′
K are symmetric and positive, and the identification of the numerical

fluxes using relation (2.7) leads to the expression:

FK,σ (w) = ∑
σ ′∈EK

Aσσ ′
K (wK−wσ ′). (2.15)

Next we consider the convective flux. To this purpose we first define gK,σ =
∫

σ

K∇z ·
nK,σ dγ . Then the convective flux is defined as

QK,σ (w) =−kr(c(wK,σ )) gK,σ ∀K ∈M ,σ ∈ EK , (2.16)

where wK,σ satisfies the upwind-sort formula

wK,σ =

{
wK if gK,σ < 0,
wσ otherwise. (2.17)

Moreover, in view of the definition of gKσ , we remark that

gK,σ =−gL,σ ∀σ ∈ Eint ,Mσ = {K,L}. (2.18)
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2.4 The properties of the scheme

Next, we introduce some extra notations related to the mesh. Let D be a discretization of Ω

in the sense of Definition 2. The size of the discretization D is defined by

lD = sup
K∈M

d(K),

and the regularity of the mesh by:

µD = max( max
σK,L∈Eint

dK,σ

dL,σ
, max

K∈Mσ ,σ∈EK

d(K)

dK,σ
).

We will suppose in the sequel that lD ≤ 1.

Definition 4 Let D be a discretization of Ω in the sense of Definition 2, and let δ t be the
time step defined in Definition 3. For v ∈ XD , we define the semi-norm

|v|2XD
= ∑

K∈M
∑

σ∈EK

|σ |
dK,σ

(vσ − vK)
2,

For all h = {hn}n∈{1,...,N} ∈ Xδ t
D , we define the semi-norm

|h|2
Xδ t

D
=

N

∑
n=1

δ t|hn|2XD
.

Let HM (Ω) ⊂ L2(Ω) be the set of piecewise constant functions on the control volumes of
the mesh M . For all v ∈ XD we denote by ΠM v ∈ HM (Ω) the piecewise function from Ω

to IR defined by ΠM v(x) = vK for almost every x ∈ K, for all K ∈M .

Let Hδ t
M (Ω × (0,T ))⊂ L2(Ω × (0,T )) be the set of piecewise constant functions on the

space-time control volumes. We denote by Π δ t
M : Xδ t

D → L2(QT ) the mapping

Π δ t
M v(x, t) = vn

K for all (x, t) ∈ K× (tn−1, tn]. (2.19)

We also define ∇δ t
D : Xδ t

D → L2(QT )
d by

∇
δ t
D v(x, t) = ∇Dvn for all (x, t) ∈ K× (tn−1, tn]. (2.20)

Next, following [9], for all v ∈ XD we define the following related norm

‖ΠM v‖2
1,2,M = ∑

K∈M
∑

σ∈EK

|σ |dK,σ

(Dσ v
dσ

)2
, (2.21)

with dσ = |dK,σ + dL,σ |,Dσ v = |vK − vL| if Mσ = {K,L}, and dσ = dK,σ ,Dσ v = |vK | if
Mσ = K. A result stated in [9] gives the relation

‖ΠM v‖2
1,2,M ≤ |v|2XD

∀v ∈ XD ,0. (2.22)

Lemma 1 (Poincaré like inequality) Let D be a discretization of Ω in the sense of Defini-
tion 2. Let η > 0 be such that η ≤ dK,σ/dL,σ ≤ 1/η for all σ ∈ Eint , where Mσ = {K,L}.
Then there exists C1 only depending on d, Ω and η such that

||ΠM v||L2(Ω) ≤C1||ΠM v||1,2,M ∀v ∈ XD , (2.23)

where ||ΠM v||1,2,M is defined by (2.21).
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Proof: In view of Lemma 5.4 in [9], for each p≥ 1 there exists q > p only depending on p
and there exists a positive constant C only depending on d and η such that ||ΠM v||Lq(Ω) ≤
C||ΠM v||1,p,M for all v ∈ XD. We remark that for all q > p, then

||ΠM v||Lp(Ω) ≤ |Ω |(q−p)/pq||ΠM v||Lq(Ω).

We set p = 2 and C1 = |Ω |(q−2)/2qC to conclude the proof. �

Definition 5 Let D be a discretization of Ω in the sense of Definition 2, and let δ t be the
time step defined in Definition 3. We define the L2-norm of the discrete gradient by

||∇Dv(x)||2L2(Ω)d = ∑
K∈M

∑
σ∈EK

|σ |dK,σ

d
|∇K,σ v|2 ∀v ∈ XD ,

and

||∇δ t
D h(x, t)||2L2(QT )d =

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dK,σ

d
|∇K,σ hn|2 ∀h ∈ Xδ t

D ,

where ∇K,σ and ∇D is defined by (2.8)-(2.12).

Lemma 2 Let D be a discretization of Ω in the sense of Definition 2 and suppose that there
exists a positive constant µ such that µD ≤ µ for all D; let δ t be the time step defined in
Definition 3.

(i) Then there exist positive constants C2 and C3 only depending on µ and d such
that

C2|v|2XD
≤ ||∇Dv(x)||2L2(Ω)d ≤C3|v|2XD

∀v ∈ XD .

(ii) Moreover, we have

C2|h|2Xδ t
D
≤ ||∇δ t

D h(x, t)||2L2(QT )d ≤C3|h|2Xδ t
D
∀h ∈ Xδ t

D .

Proof: We refer to Lemma 4.2 in [9] for the proof of (i). In view of the definition of the
semi-norm in the space Xδ t

D and the L2-norm of the discrete gradient, we deduce (ii). �

Lemma 3 Let D be a discretization of Ω in the sense of Definition 2 and suppose that there
exists a positive constant µ such that µD ≤ µ for all D; there exists a positive constant α

such that
〈v,v〉F ≥ α|v|2XD

. (2.24)

Proof: In view of Hypothesis (H3) and Lemma 2, we also obtain

〈v,v〉F =
∫

Ω

K(x)
(
∇Dv(x)

)2dx

≥ K||∇Dv(x)||2L2(Ω)

≥ KC2|v|2XD
.

Setting α = KC2 permits to complete the proof. �

Definition 6 Let D be a discretization of Ω in the sense of Definition 2 and let δ t be the
time step defined in Definition 3. Let uδ t

D ∈ Xδ t
D be a solution of Problem (PD ,δ t). We say

that Π δ t
M uδ t

D (x, t) is an approximate solution of Problem (P).
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We now state a weak compactness result for the discrete gradient.

Lemma 4 Let F be a family of discretizations of Ω in the sense of Definition 2 and suppose
that there exists a positive constant µ such that µD ≤ µ for all D ∈F . Let (hδ t

D )D∈F be a
family of unknowns such that

(i) hδ t
D ∈ Xδ t

D ,0 for all D ∈F and for all δ t ∈ (0,1);
(ii) there exists C > 0 such that |hδ t

D |Xδ t
D
≤C for all D ∈F and for all δ t ∈ (0,1);

(iii) there exists h ∈ L2(QT ) such that Π δ t
M hδ t

D (x, t) converges to h weakly in L2(QT )
as lD ,δ t→ 0.
Then h∈ L2(0,T,H1

0 (Ω)) and ∇δ t
D hδ t

D converges to ∇h weakly in L2(QT )
d as lD and δ t→ 0.

Proof: We extend the functions Π δ t
M hδ t

D and ∇δ t
D hδ t

D by zero outside of Ω . In view of (ii)
of Lemma 2, there exists a function H ∈ L2(IRd × (0,T ))d such that up to a subsequence
∇δ t

D hδ t
D weakly converges to H in L2(IRd × (0,T ))d as lD ,δ t → 0. We show below that

H = ∇h. Let ϕ ∈C∞
c (IR

d× (0,T ))d be given; we consider the term defined by

T D
1 =

∫ T

0

∫
IRd

∇
δ t
D hδ t

D (x, t) ·ϕ(x, t) dxdt.

In view of the definition of ∇D in (2.8)-(2.12) we infer that T D
1 = T D

2 +T D
3 , where

T D
2 =

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |(hn
σ −hn

K)nK,σ ·ϕn
K with ϕ

n
K =

1
δ t|K|

∫ tn

tn−1

∫
K

ϕ(x, t) dxdt,

and

T D
3 =

N

∑
n=1

∑
K∈M

∑
σ∈EK

RK,σ hn nK,σ ·
∫ tn

tn−1

∫
DK,σ

ϕ(x, t) dxdt,

which by (2.13) yields

T D
3 =

N

∑
n=1

∑
K∈M

∑
σ∈EK

RK,σ hnnK,σ ·
∫ tn

tn−1

∫
DK,σ

(ϕ(x, t)−ϕ
n
K) dxdt.

Applying Cauchy-Schwarz inequality, we deduce that

(T D
3 )2 ≤

( N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dK,σ

d
(RK,σ hn)2

)
·
( N

∑
n=1

∑
K∈M

∑
σ∈EK

d
|σ |dK,σ δ t

|
∫ tn

tn−1

∫
DK,σ

(ϕ−ϕ
n
K)dxdt|2

)
.

(2.25)

We deduce from formulas (4.11) and (4.12) in [9] the inequality

(RK,σ hn)2 ≤ 2d
(
(

hn
σ −hn

K
dK,σ

)2 +µ2|∇Khn|2
)

≤ 2d
(
(

hn
σ −hn

K
dK,σ

)2 +µ2 d
|K| ∑

σ ′∈EK

|σ ′|
dK,σ ′

(hn
σ ′ −hn

K)
2
)
,

which in turn implies that

|σ |dK,σ

d
(RK,σ hn)2 ≤ 2

|σ |
dK,σ

(hn
σ −hn

K)
2 +2µ

2 |σ |dK,σ d
|K| ∑

σ ′∈EK

|σ ′|
dK,σ ′

(hn
σ ′ −hn

K)
2.
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We remark that ∑
σ∈EK

|σ |dK,σ

d|K|
= 1 and that

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |
dK,σ

(hn
σ −hn

K)
2 = |hδ t

D |
2
Xδ t

D
≤C,

which yields

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dK,σ

d
(RK,σ hn)2 ≤ 2(1+µ

2d2)C. (2.26)

By the regularity properties of the function ϕ , there exists Cϕ only depending on ϕ such that

|
∫ tn

tn−1

∫
DK,σ

(ϕ(x, t)−ϕ
n
K) dxdt| ≤Cϕ δ tlD

|σ |dK,σ

d
, which implies that

d
|σ |dK,σ δ t

|
∫ tn

tn−1

∫
DK,σ

(ϕ(x, t)−ϕ
n
K) dxdt|2 ≤ δ t

|σ |dK,σ

d
C2

ϕ l2
D .

Since ∑
σ∈EK

|σ |dK,σ

d
= |K|, it follows that

N

∑
n=1

∑
K∈M

∑
σ∈EK

d
|σ |dK,σ δ t

(∫ tn

tn−1

∫
DK,σ

(ϕ−ϕ
n
K) dxdt

)2
≤ T |Ω |C2

ϕ l2
D . (2.27)

From (2.25),(2.26) and (2.27), we deduce that lim
lD ,δ t→0

T D
3 = 0. Next, we compare T D

2 to T D
4

defined by

T D
4 =

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |(hn
σ −hn

K)nK,σ ·ϕn
σ with ϕ

n
σ =

1
δ t|σ |

∫ tn

tn−1

∫
σ

ϕ dγdt.

We have that

(T D
2 −T D

4 )2 ≤
( N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |
dK,σ

(hn
σ −hn

K)
2
)( N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dK,σ |ϕn
K−ϕ

n
σ |2
)

≤ |h|2
Xδ t

D
T d|Ω |C2

ϕ l2
D ,

which leads to lim
lD ,δ t→0

{T D
2 −T D

4 }= 0. On the other hand, since

T D
4 =−

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |hn
KnK,σ ·ϕn

σ =−
∫ T

0

∫
IRd

Π
δ t
M hδ t

D (x, t) divϕ(x, t) dxdt,

it follows that lim
lD ,δ t→0

T D
2 =−

∫ T

0

∫
IRd

h(x, t)divϕ(x, t) dxdt. Thus the function H ∈L2(IRd×

(0,T ))d is a.e. equal to ∇h in IRd × (0,T ). Since h = 0 outside of Ω , we deduce that
h ∈ L2(0,T,H1

0 (Ω)), and the uniqueness of the limit implies that the whole family ∇δ t
D hδ t

D

weakly converges in L2(IRd× (0,T ))d to ∇h as lD ,δ t→ 0. �
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3 A priori estimates

Lemma 5 Let D be a discretization of Ω in the sense of Definition 2, and let δ t be a
time step in the interval (0,T ) in the sense of Definition 3. Let uδ t

D ∈ Xδ t
D be the solution of

Problem (PD ,δ t). Let ũδ t
D = uδ t

D −PD û. There exists a positive constant C5 only depending on
K,kr,T,Ω ,α as well as on ‖c‖L∞(IR),‖u0‖L∞(Ω),‖û‖L∞(Ω) and ‖û‖W 1,∞(Ω) such that

|ũδ t
D |

2
Xδ t

D
≤C5, (3.1)

and
|uδ t

D |
2
Xδ t

D
≤C5. (3.2)

Proof: Setting v = ũn in the scheme (2.6) and summing over n ∈ {1, ...,N} implies

N

∑
n=1

∑
K∈M

|K|
(

c(un
K)− c(un−1

K )
)(

un
K− (PD û)K

)
+

N

∑
n=1

δ t〈ũn, ũn〉F +
N

∑
n=1

δ t〈PD û, ũn〉F +
N

∑
n=1

δ t〈un, ũn〉Q = 0,
(3.3)

which can be rewritten as
Ā1− Ā2 + B̄1 + B̄2 +C̄ = 0, (3.4)

where

Ā1 =
N

∑
n=1

∑
K∈M

|K|
(

c(un
K)− c(un−1

K )
)

un
K ,

Ā2 =
N

∑
n=1

∑
K∈M

|K|
(

c(un
K)− c(un−1

K )
)
(PD û)K ,

B̄1 =
N

∑
n=1

δ t〈ũn, ũn〉F ,

B̄2 =
N

∑
n=1

δ t〈PD û, ũn〉F ,

C̄ =
N

∑
n=1

δ t〈un, ũn〉Q.

(3.5)

Next we define

Θ
n
K = c(un

K)u
n
K−

∫ un
K

0
c(τ) dτ.

Since c is nondecreasing, it follows that Θ n
K ≥ 0 for all n∈ {1, ...,N} and K ∈M . Moreover,

we have that

Θ
n
K−Θ

n−1
K =

(
c(un

K)− c(un−1
K )

)
un

K +
∫ un

K

un−1
K

(
c(un−1

K )− c(τ)
)

dτ,

where the last term is negative. Thus

Ā1 ≥
N

∑
n=1

∑
K∈M

|K|
(
Θ

n
K−Θ

n−1
K
)
= ∑

K∈M
|K|Θ N

K − ∑
K∈M

|K|Θ 0
K .
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Note that Θ N
K is positive and Θ 0

K can be written

Θ
0
K =

∫ u0
K

0

(
c(u0

K)− c(τ)
)

dτ ≤ 2‖u0‖L∞(Ω)‖c‖L∞(IR).

It implies that
−Ā1 ≤ 2|Ω |‖u0‖L∞(Ω)‖c‖L∞(IR). (3.6)

In view of the hypotheses (H1) and (H4), we obtain

|Ā2| ≤ 2|Ω |‖û‖L∞(Ω)‖c‖L∞(IR). (3.7)

We deduce from the coercivity property in Lemma 3 that

B̄1 ≥ α

N

∑
n=1

δ t|ũn|2XD
. (3.8)

Applying first Hölder’s inequality and then Young’s inequality, we deduce that there exists
a positive constant Cû such that for all ε1 > 0

|B̄2| ≤
N

∑
n=1

δ tK‖∇DPD û‖L2(Ω)d‖∇D ũn‖L2(Ω)d

≤ 1
2ε1

CûT K‖û‖2
W 1,∞(Ω)+

ε1

2

N

∑
n=1

δ tK‖∇D ũn‖2
L2(Ω)d

≤ 1
2ε1

CûT K‖û‖2
W 1,∞(Ω)+

ε1

2
C3K

N

∑
n=1

δ t|ũn|2XD
.

(3.9)

As for the term C̄, we deduce from |gKσ | ≤ |σ |K and Young’s inequality that for all
ε2 > 0

|C̄|=
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|kr(c(un
Kσ ))gKσ (ũn

K− ũn
σ )|

≤
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

(
kr

√
K|σ |dKσ

)(√
K
|σ |
dKσ

|ũn
K− ũn

σ |
)

≤ 1
2ε2

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dKσ
kr

2
K +

ε2

2

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

K
|σ |
dKσ

(ũn
K− ũn

σ )
2

≤ d
2ε2

T |Ω |kr
2
K +

ε2

2
K

N

∑
n=1

δ t|ũn|2XD
.

(3.10)

We deduce from (3.4) that

B̄1 =−Ā1 + Ā2− B̄2−C̄,
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so that
B̄1 ≤−Ā1 + |Ā2|+ |B̄2|+ |C̄|. (3.11)

We gather the inequalities (3.6)-(3.11). Then in view of Definition 4 of the space-time norm

|ũδ t
D |

2
Xδ t

D

=
N

∑
n=1

δ t|ũn|2XD
, we deduce that

(α− ε1C3 + ε2

2
K)|ũδ t

D |
2
Xδ t

D
≤ 2|Ω |‖c‖L∞(IR)(||u0||L∞(Ω)+ ||û||L∞(Ω))

+
1

2ε1
CûT K‖û‖2

W 1,∞(Ω)+
d

2ε2
T |Ω |kr

2
K.

Choosing ε1 = α/(2C3K) and ε2 = α/(2K) permits to complete the proof of Lemma 5. �

4 Existence of a discrete solution

Let µ ∈ [0,1] and un−1 ∈ XD ; we consider the following extended problem. Find un,µ ∈ XD

such that for all v ∈ XD ,0

µ ∑
K∈M
|K|
(

c(un,µ
K )− c(un−1

K )
)

vK +δ t〈un,µ ,v〉F +µδ t〈un,µ ,v〉Q = 0. (4.1)

It can be shown by a similar proof as that of Lemma 5 that the solution of the extended
problem (4.1) satisfies

δ t|un,µ |2XD
≤ µC6 ≤C6, (4.2)

where C6 only depends on K,kr,T,Ω ,α as well as on ‖c‖L∞(IR),‖u0‖L∞(Ω),‖û‖L∞(Ω) and
‖û‖W 1,∞(Ω).

Theorem 1 (Existence of a discrete solution) The discrete problem (PD ,δ t ) possesses at
least one solution.

Proof The extended problem (4.1) can be written as the abstract system of nonlinear equa-
tions

H(un,µ ,un−1,µ) = 0, (4.3)

where H is a continuous mapping from XD ×XD × [0,1] to XD . Indeed, setting vK = 1,vL =
0, for all L 6= K, vσ = 0 for all σ ∈ E , we obtain the equation

HK

(
c(un,µ

K ),c(un−1
K ),un,µ

K ,(un,µ
σ )σ∈EK ,µ

)
= 0 for all K ∈M ,

and setting vK = 0 for all K ∈M ,vσ = 1 and vσ ′ = 0 for all σ ′ 6= σ , we deduce the equation

Hσ

(
(un,µ

K )K∈Mσ
,((un,µ

σ )σ∈EK )K∈Mσ
,µ
)
= 0 for all σ ∈ Eint .

Setting r = 2

√
C6

δ t
, we deduce from (4.2) that the system (4.3) has no solution on the bound-

ary of the ball Br of radius r for µ ∈ [0,1].

Before pursuing the proof, we recall results due to [5, Theorem 3.1].
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Proposition 1 Let M = {( f ,Ω ,y) with Ω an open bounded set of IRn, f ∈ C(Ω) and
y /∈ f (∂Ω)} and let d : M→ Z be the topological degree. Then d has the following proper-
ties.

(d1) d(id,Ω ,y) = 1 for y ∈Ω .
(d2) d( f ,Ω ,y) = d( f ,Ω1,y)+ d( f ,Ω2,y) whenever Ω1 and Ω2 are disjoint open sub-

sets of Ω such that y /∈ f (Ω \ (Ω1∪Ω2)).
(d3) d(h(t, ·),Ω ,y(t)) is independent of t whenever h : [0,1]×Ω → IRn and y : [0,1]→

IRn are continuous and y(t) /∈ f (t,∂Ω) for every t ∈ [0,1].
(d4) d( f ,Ω ,y) 6= 0 implies f−1(y) 6= /0.

Next we denote by d(H(·,un−1,µ),Br,0) the topological degree of the application H(·,un−1,µ)
with respect to the ball Br and the right-hand side 0. For µ = 0 the system H(·,un−1,0) = 0
reduces to a linear system with a positive definite matrix. Applying property (d1) in Propo-
sition 1, we obtain

d(H(·,un−1,0),Br,0) = 1.

Then, in view of the homotopy invariance of the topological degree (property (d3) in Propo-
sition 1) we have that

d(H(·,un−1,µ),Br,µ) = d(H(·,un−1,0),Br,0) for all µ ∈ [0,1].

As a result, in the case where µ = 1 we have that

d(H(·,un−1,1),Br,1) = 1.

Thus, by the property (d4) in Proposition 1, the system H(·,un−1,1) is invertible. Then there
exists un such that H(·,un−1,1) = 0 so that uδ t

D = (un)n∈{1,...,N} is a solution of the discrete
problem (PD ,δ t).

5 Estimates on space and time translates

In this section, we perform estimates on time and space translates of the discrete saturation.

5.1 Estimates on time translates

Let dse denote the smallest integer larger or equal to s. We state without proof two technical
lemmas deduced from [13], which will be useful for proving the estimate on time translates.

Lemma 6 Let T > 0,τ > 0,δ t > 0 and N be a positive integer such that τ ∈ (0,T ) as well
as δ t = T/N. Let (γn)n∈N be a family of non-negative real values. Then

∫ T−τ

0

d(t+τ)/δ te

∑
n=dt/δ te+1

γ
ndt ≤ τ

N

∑
n=1

γ
n.

Lemma 7 Let T > 0,τ > 0,ζ > 0,δ t > 0 and N be a positive integer such that ζ ∈ [0,τ],τ ∈
(0,T ) as well as δ t = T/N. Let (γn)n∈N be a family of non-negative real values. Then

∫ T−τ

0

d(t+τ)/δ te

∑
n=dt/δ te+1

γ
d(t+ζ )/δ tedt ≤ τ

N

∑
n=1

γ
n.



16 Konstantin Brenner et al.

Lemma 8 Let uδ t
D be a solution of Problem (PD ,δ t). There exists a positive constant C7 only

depending on µ such that for all τ ∈ (0,T ), there holds∫ T−τ

0

∫
Ω

(
c(Π δ t

M uδ t
D (x, t + τ))− c(Π δ t

M uδ t
D (x, t))

)2
dxdt ≤C7τ.

Proof: Let pt = d
t + τ

δ t
e and qt = d

t
δ t
e, we obtain

∫ T−τ

0

∫
Ω

(
c(Π δ t

M uδ t
D (x, t+τ))−c(Π δ t

M uδ t
D (x, t))

)2
dxdt =

∫ T−τ

0
∑

K∈M
|K|
(

c(upt
K )−c(uqt

K )
)2

dt.

(5.1)
Since c is monotone and Lipschitz continuous, we deduce that∫ T−τ

0
∑

K∈M
|K|
(

c(upt
K )− c(uqt

K )
)2

dt ≤
∫ T−τ

0
Lc ∑

K∈M
|K|
(

c(upt
K )− c(uqt

K )
)
(upt

K −uqt
K )dt.

(5.2)
We substitute v = upt −uqt ∈ XD ,0 in the scheme (2.3) to obtain

∑
K∈M
|K|
(

c(un
K)− c(un−1

K )
)
(upt

K −uqt
K )

=−δ t〈un,upt −uqt 〉F −δ t〈un,upt −uqt 〉Q.
(5.3)

At first, we consider the first term on the right-hand side of (5.3). Applying Hölder’s
inequality yields

|〈un,upt −uqt 〉F | ≤ |〈un,upt 〉F |+ |〈un,uqt 〉F |
≤ K‖∇Dun‖L2(Ω)d‖∇Dupt‖L2(Ω)d +K‖∇Dun‖L2(Ω)d‖∇Duqt‖L2(Ω)d .

(5.4)
Since 2ab≤ a2 +b2 and in view of Lemma 2, one has

‖∇Dupt‖L2(Ω)d‖∇Dun‖L2(Ω)d +‖∇Duqt‖L2(Ω)d‖∇Dun‖L2(Ω)d

≤ 1
2
‖∇Dupt‖2

L2(Ω)d +
1
2
‖∇Duqt‖2

L2(Ω)d +‖∇Dun‖2
L2(Ω)d

≤ C3

2
|upt |2XD

+
C3

2
|uqt |2XD

+C3|un|2XD
.

Next, we consider the second term in the right-hand side of (5.3); in view of (3.10) with
ε2 = 1

|〈un,upt −uqt 〉Q| ≤ |〈un,upt 〉Q|+ |〈un,uqt 〉Q|

≤ d|Ω |kr
2
K +

1
2

K|upt |2XD
+

1
2

K|uqt |2XD
.

(5.5)

Taking the sum of (5.3) with respect to n from qt +1 to pt and substituting (5.4) - (5.5)
yields

∑
K∈M
|K|
(

c(upt
K )− c(uqt

K )
)
(upt

K −uqt
K )

≤ δ tK
( pt

∑
n=qt+1

C3 +1
2
|upt |2XD

+
pt

∑
n=qt+1

C3 +1
2
|uqt |2XD

+
pt

∑
n=qt+1

(C3|un|2XD
+d|Ω |kr

2
)
)
.

(5.6)
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In view of estimates (5.2)-(5.6) and lemmas 6, 7 and 5, (5.2) becomes∫ T−τ

0
∑

K∈M
|K|
(

c(upt
K )− c(uqt

K )
)2

dt

≤ τLcK
N

∑
n=1

δ t
(C3 +1

2
|un|2

XD
+

C3 +1
2
|un|2XD

+C3|un|2XD
+d|Ω |kr

2
)

≤ τLcK
(
(2C3 +1)C5 +dT |Ω |kr

2
)
.

We obtain ∫ T−τ

0

∫
Ω

(
c(Π δ t

M uδ t
D (x, t + τ))− c(Π δ t

M uδ t
D (x, t))

)2
dxdt ≤C7τ.

where C7 = LcK
(
(2C3 +1)C5 +dT |Ω |kr

2
)

. �

We remark that there also holds that∫ T

T−τ
∑

K∈M
|K|
(

c(upt
K )− c(uqt

K )
)2

dt ≤ c2
max|Ω |τ. (5.7)

5.2 Estimates on space translates

In this section we prove an estimate in the L2 norm of differences of space translates of the
discrete saturation. At first we state without proof the following result from [1].

Lemma 9 Let D be a discretization of Ω in the sense of Definition 2 and let η > 0 be
such that η ≤ dK,σ/dL,σ ≤ 1/η for all σ ∈ Eint , where Mσ = {K,L}. There exist q > 2 and
C8 > 0 only depending on d,Ω and η such that

‖ΠM w(x+y)−ΠM w(x)‖L2(IRd) ≤C8|y|ρ‖ΠM w‖1,2,M ,

where ρ =
1
2

q−2
q−1

, w ∈ X0
D , w = 0 outside QT and ‖ · ‖1,2,M is defined by (2.21).

We will apply the result of Lemma 9 to Π δ t
M ũδ t

D . We first extend Π δ t
M ũδ t

D by 0 outside QT
and extend ΠM PD û by the boundary value outside QT . Figure 3 shows how we proceed.

Lemma 10 Let D be a discretization of Ω in the sense of Definition 2 and let η > 0 be such
that η ≤ dK,σ/dL,σ ≤ 1/η for all σ ∈ Eint , where Mσ = {K,L}. There exist q > 2 and C9
only depending on d,Ω and η such that

‖c(Π δ t
M uδ t

D (x+y, t))−c(Π δ t
M uδ t

D (x, t))‖L2(IRd)≤C9|y|ρ‖ΠM ũn‖1,2,M ∀t ∈ (tn−1, tn],∀y∈ IRd .
(5.8)

Proof: From the Lipschitz continuity of c we have

‖c(Π δ t
M uδ t

D (x+y, t))−c(Π δ t
M uδ t

D (x, t))‖L2(IRd) ≤ Lc‖Π δ t
M uδ t

D (x+y, t)−Π
δ t
M uδ t

D (x, t)‖L2(IRd).

We remark that Π δ t
M uδ t

D (x+y, t)−Π δ t
M uδ t

D (x, t) = Π δ t
M ũδ t

D (x+y, t)−Π δ t
M ũδ t

D (x, t). Applying
Lemma 9, we deduce that there exists ρ > 0 such that

‖Π δ t
M uδ t

D (x+y, t)−Π
δ t
M uδ t

D (x, t)‖L2(IRd) ≤C8|y|ρ‖ΠM ũn‖1,2,M . (5.9)

The inequality (5.8) follows from (5.9) by setting C9 =C8Lc. �
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Fig. 3 Extention of function û.

Theorem 2 Let F be a family of discretizations of Ω in the sense of Definition 2 such
that there exists µ ≥ µD for all D ∈ F and let δ t ∈ (0,1). The family (c(Π δ t

M uδ t
D ))D∈F

of approximate saturations is relatively compact in L2(QT ). In particular, there exists a
subsequence of {c(Π δ t

M uδ t
D )}, which we denote again by {c(Π δ t

M uδ t
D )}, and a function ϑ ∈

L2(QT ) such that {c(Π δ t
M uδ t

D )} converges strongly to ϑ in L2(QT ) as lD and δ t tend to zero.

Proof: In view of Lemma 10, integrating in time we obtain

‖c(Π δ t
M uδ t

D (x+y, t))− c(Π δ t
M uδ t

D (x, t))‖2
L2(IRd×(0,T )) ≤C2

9 |y|2ρ
N

∑
n=1

δ t‖ΠM ũn‖2
1,2,M ,

which by the inequality (2.22) and Lemma 5 yields

‖c(Π δ t
M uδ t

D (x+y, t))− c(Π δ t
M uδ t

D (x, t))‖L2(IRd×(0,T )) ≤
√

C5C9|y|ρ .

We combine this result with Lemma 8 to obtain

‖c(Π δ t
M uδ t

D (x+y, t + τ))− c(Π δ t
M uδ t

D (x, t))‖L2(IRd×(0,T ))

≤‖c(Π δ t
M uδ t

D (x+y, t + τ))− c(Π δ t
M uδ t

D (x+y, t))‖L2(IRd×(0,T ))

+‖c(Π δ t
M uδ t

D (x+y, t))− c(Π δ t
M uδ t

D (x, t))‖L2(IRd×(0,T ))

≤C10(|τ|1/2 + |y|ρ),

where C10 = max(
√

C5C9,
√

C7).
Moreover we recall that ||c(Π δ t

M uδ t
D )||2

L2(IRd×(0,T )) ≤ |Ω |T‖c‖
2
L∞(IR). Applying the Fréchet-

Kolmogorov compactness theorem we deduce that the sequence {c(Π δ t
M uδ t

D )} is relatively
compact in L2(QT ). Thus, there exists a ϑ ∈ L2(QT ) and a subsequence of {c(Π δ t

M uδ t
D )}

which converges to ϑ strongly in L2(QT ) as lD and δ t tend to zero. �

Lemma 11 Let F be a family of discretizations of Ω in the sense of Definition 2 and let
δ t ∈ (0,1). Let (Π δ t

M uδ t
D )D∈F be a sequence of approximate solutions of Problem (PD ,δ t)

such that {Π δ t
M uδ t

D } converges to ū weakly in L2(QT ) and {c(Π δ t
M uδ t

D )} be a sequence of
approximate saturations which converges to a limit ϑ strongly in L2(QT ) and a.e. in QT as
lD and δ t tend to zero. Then ϑ = c(ū).
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Proof: We deduce from the monotonicity of c that for all φ ∈ L2(QT )∫ T

0

∫
Ω

(
c(φ)− c(Π δ t

M uδ t
D )
)(

φ − (Π δ t
M uδ t

D )
)

dxdt ≥ 0.

Because of the weak convergence of Π δ t
M uδ t

D and the strong convergence of c(Π δ t
M uδ t

D ) re-

spectively, the expression above tends to
∫ T

0

∫
Ω

(c(φ)−ϑ)(φ − ū) dxdt. Let δ > 0 and set

φ = ū+δ (ϑ − c(ū)); we obtain

δ

∫ T

0

∫
Ω

(
c(ū+δ (ϑ − c(ū)))−ϑ

)
(ϑ − c(ū)) dxdt ≥ 0.

We divide the inequality above by δ and let δ → 0. This implies that

−
∫ T

0

∫
Ω

(
c(ū)−ϑ

)2
dxdt ≥ 0,

so that c(ū) = ϑ a.e. in QT . �

6 Convergence

Theorem 3 Let F be a family of discretizations of Ω in the sense of Definition 2 such that
there exists µ ≥ µD for all D ∈F . Let δ t ∈ (0,1) and let (uδ t

D )D∈F be a family of solution
of Problem (PD ,δ t). Then

(i) There exists a function ū ∈ L2(Ω) and a subsequence of {Π δ t
M uδ t

D }, which we
denote again by {Π δ t

M uδ t
D }, which converges to ū weakly in L2(QT ) as lD ,δ t→ 0;

(ii) There exists a subsequence of {c(Π δ t
M uδ t

D )} which converges to c(ū) strongly in
L2(QT ) as lD ,δ t→ 0.

Moreover ū is a weak solution of Problem (P), ū− û ∈ L2(0,T ;H1
0 (Ω)) and ∇δ t

D uδ t
D

converges to ∇ū weakly in L2(QT )
d as lD ,δ t→ 0.

Proof: Estimate (3.1) together with the discrete Poincaré inequality (2.23) imply that
the sequences{Π δ t

M uδ t
D } and {∇δ t

D uδ t
D } are bounded. Thus there exists ū in L2(QT ) and a

subsequence of {Π δ t
M uδ t

D }, which we denote again by {Π δ t
M uδ t

D }, which converges weakly
to ū in L2(QT ) as lD ,δ t→ 0.

Let ũδ t
D = uδ t

D −PD û. It is easy to see that ΠM PD û converges to û strongly in L2(Ω) as
lD → 0. We deduce that

Π
δ t
M ũδ t

D ⇀ ũ = ū− û in L2(QT ) as lD ,δ t→ 0. (6.1)

It follows from Lemma 4 that ũ ∈ L2(0,T ;H1
0 (Ω)) and that ∇δ t

D ũδ t
D converges weakly to ∇ũ

in L2(QT )
d as lD ,δ t→ 0. Moreover ∇δ t

D PD û converges to ∇û strongly in L2(Ω) as lD → 0
[13, Lemma 4.4]. Thus we deduce that

∇
δ t
D ũδ t

D +∇
δ t
D PD û ⇀ ∇ũ+∇û in L2(QT ) as lD ,δ t→ 0, (6.2)

or else
∇

δ t
D ūδ t

D ⇀ ∇ū in L2(QT ) as lD ,δ t→ 0, (6.3)

and that ū− û ∈ L2(0,T ;H1
0 (Ω)).
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By Theorem 2, there exists a function ϑ ∈ L2(QT ) and a subsequence of {c(Π δ t
M uδ t

D )}
such that c(Π δ t

M uδ t
D ) converges to ϑ strongly in L2(QT ) as lD and δ t tend to zero. Also ap-

plying Lemma 11 we deduce that ϑ = c(ū).

Next we prove that ū is a weak solution of Problem (P). We first introduce the function
space

Ψ =
{

ψ ∈C2(Ω × [0,T ]),ψ = 0 on ∂Ω × [0,T ],ψ(·,T ) = 0
}
. (6.4)

Let ψ ∈Ψ and set v = PDψ(x, tn−1) in (2.3). Taking the sum on n = {1, ...,N}, we obtain
TT +TF +TQ = 0, with

TT =
N

∑
n=1

∑
K∈M

|K|
(

c(un
K)− c(un−1

K )
)

ψ(xK , tn−1),

TF =
N

∑
n=1

δ t
∫

Ω

K∇Dun ·∇DPDψ(x, tn−1) dx,

TQ =−
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

kr(c(un
Kσ ))gKσ

(
ψ(xK , tn−1)−ψ(xσ , tn−1)

)
.

(6.5)

Time evolution term
Let pn = c(un

K) and qn = ψ(xK , tn). Adding and subtracting ∑
K∈M
|K|pNqN in the expression

of TT , we deduce that

TT =
N

∑
n=1

∑
K∈M

|K|pnqn−1−
N

∑
n=1

∑
K∈M

|K|pn−1qn−1− ∑
K∈M

|K|pNqN + ∑
K∈M

|K|pNqN

=
N

∑
n=1

∑
K∈M

|K|pnqn−1−
N

∑
n=1

∑
K∈M

|K|pnqn− ∑
K∈M

|K|p0q0 + ∑
K∈M

|K|pNqN

=−
N

∑
n=1

∑
K∈M

|K|pn(qn−qn−1)− ∑
K∈M

|K|p0q0 + ∑
K∈M

|K|pNqN .

(6.6)

As a result, we deduce that TT = A1−A2−A3 where

A1 = ∑
K∈M

|K|c(uN
K)ψ(xK , tN),

A2 = ∑
K∈M

|K|c(u0
K)ψ(xK ,0),

A3 =
N

∑
n=1

∑
K∈M

|K|c(un
K)
(

ψ(xK , tn)−ψ(xK , tn−1)
)
.

Since ψ(x, tN) = ψ(x,T ) = 0, the first term A1 vanishes.
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Next we add and subtract ∑
K∈M

∫
K

c(u0
K)ψ(x,0) dx to the term A2 and compare A2 with∫

Ω

c(u0(x))ψ(x,0) dx. This yields

A2−
∫

Ω

c(u0(x))ψ(x,0) dx

= ∑
K∈M

|K|c(u0
K)ψ(xK ,0) dx− ∑

K∈M

∫
K

c(u0
K)ψ(x,0) dx

+ ∑
K∈M

∫
K

c(u0
K)ψ(x,0) dx−

∫
Ω

c(u0(x))ψ(x,0) dx

= ∑
K∈M

∫
K

c(u0
K)
(

ψ(xK ,0)−ψ(x,0)
)

dx

+ ∑
K∈M

∫
K

(
c(u0

K)− c(u0(x))
)

ψ(x,0) dx.

Applying hypothesis (H1), we deduce that

|A2−
∫

Ω

c(u0(x))ψ(x,0) dx|

≤‖c‖L∞(IR) ∑
K∈M

∫
K
|ψ(xK ,0)−ψ(x,0)| dx

+Lc ∑
K∈M

∫
K
|(u0

K−u0(x)||ψ(x,0)| dx.

(6.7)

Since ψ ∈C2(Ω × [0,T ]), there exists a positive constant Cψ

1 , which only depends on ψ,T
and Ω , such that

∑
K∈M

∫
K
|ψ(xK ,0)−ψ(x,0)| ≤ΩCψ

1 lD .

We conclude that the first term on the right-hand side of (6.7) converges to zero as lD tends
to zero. By the definition of u0

K in (2.2), the second term on the right-hand side of (6.7) tends

to zero as lD tends to zero. Finally A2→
∫

Ω

c(u0(x))ψ(x,0) dx as lD ,δ t tend to zero.

Next, we add and subtract
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K

c(un
K)∂tψ dxdt to the difference

A3−
∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt,

to deduce that
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A3−
∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt

=
N

∑
n=1

∑
K∈M

∫
K

c(un
K)
(

ψ(xK , tn)−ψ(xK , tn−1)
)

dx−
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K

c(un
K)∂tψ dxdt

+
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K

c(un
K)∂tψ dxdt−

∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt

=
N

∑
n=1

∫ tn

tn−1

∫
Ω

c(un
K)
(

∂tψ(xK , t)−∂tψ(x, t)
)

dxdt

+
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K

(
c(un

K)− c(ū(x, t))
)

∂tψ(x, t) dxdt.

Thus

|A3−
∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt|

≤
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K
|c(un

K)||∂tψ(xK , t)−∂tψ(x, t)| dxdt

+
N

∑
n=1

∑
K∈M

∫ tn

tn−1

∫
K
|c(un

K)− c(ū(x, t))||∂tψ(x, t)| dxdt.

(6.8)

For all x ∈ K and for all K ∈M , we have

|∂tψ(xK , t)−∂tψ(x, t)| ≤Cψ

2 lD ,

where Cψ

2 is a positive constant. Since c is bounded, the first term on the right-hand side
of (6.8) tends to zero as lD ,δ t tend to zero. Since c(Π δ t

M uδ t
D ) strongly converges to c(ū) in

L2(QT ), the second term tends to zero as lD ,δ t tend to zero. Thus A3→
∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt

as lD ,δ t tend to zero. We conclude that

TT →−
∫ T

0

∫
Ω

c(ū(x, t))∂tψ dxdt−
∫

Ω

c(u0(x))ψ(x,0) dx as lD ,δ t→ 0. (6.9)

Diffusion term
Next, we consider the diffusion term TF in (6.5). Adding and subtracting

∫ T

0

∫
Ω

K(x)∇δ t
D uδ t

D (x, t)·
∇ψ(x, t) dxdt yields

TF −
∫ T

0

∫
Ω

K(x)∇ū(x, t) ·∇ψ(x, t) dxdt

=
N

∑
n=1

δ t
∫

Ω

K∇Dun ·∇DPDψ(x, tn−1) dx−
∫ T

0

∫
Ω

K(x)∇δ t
D uδ t

D (x, t) ·∇ψ(x, t) dxdt

+
∫ T

0

∫
Ω

K(x)∇δ t
D uδ t

D (x, t) ·∇ψ(x, t) dxdt−
∫ T

0

∫
Ω

K(x)∇ū(x, t) ·∇ψ(x, t) dxdt

=
N

∑
n=1

∫ tn

tn−1

∫
Ω

K(x)∇Dun(x, t) ·
(

∇DPDψ(x, tn−1)−∇ψ(x, t)
)

dxdt

+
∫ T

0

∫
Ω

K(x)
(

∇
δ t
D uδ t

D (x, t)−∇ū(x, t)
)
·∇ψ(x, t) dxdt.

(6.10)
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Since ∇δ t
D uδ t

D (x, t) weakly converges to ∇ū in L2(QT ), the second term on the right-hand
side of (6.10) tends to zero as lD ,δ t tend to zero.

We denote by T̃F the first term on the right-hand side of (6.10). We have that

|T̃F |=
N

∑
n=1

∫ tn

tn−1

∫
Ω

K(x)∇Dun(x, t) ·
(

∇DPDψ(x, tn−1)−∇ψ(x, t)
)

dxdt

≤
N

∑
n=1

∫ tn

tn−1

K‖∇Dun(x, t)‖L2(Ω)d‖∇DPDψ(x, tn−1)−∇ψ(x, t)‖L2(Ω)d ,

(6.11)

together with

‖∇DPDψ(x, tn−1)−∇ψ(x, t)‖L∞(Ω)d ≤‖∇DPDψ(x, tn−1)−∇ψ(x, tn−1)‖L∞(Ω)d

+‖∇ψ(x, tn−1)−∇ψ(x, t)‖L∞(Ω)d .
(6.12)

In view of the regularity of ψ there holds

‖∇ψ(x, tn−1)−∇ψ(x, t)‖L∞(Ω)d ≤Cψ

3 δ t,

where Cψ

3 is a constant.
In view of [9, Lemma 4.4], we have ‖∇DPDψ(x, tn−1)−∇ψ(x, tn−1)‖L∞(Ω)d ≤ Cψ

4 where
Cψ

4 is a positive constant. As a result, the term ‖∇DPDψ(x, tn−1)−∇ψ(x, t)‖L∞(Ω)d tends
to 0 as lD ,δ t tend to zero. In view of Lemma 2 and estimate (3.2), the first term on the
right-hand side of (6.10) tends to zero as lD ,δ t tend to zero. We conclude that

TF →
∫ T

0

∫
Ω

K(x)∇ū(x, t) ·∇ψ(x, t) dxdt as lD ,δ t→ 0. (6.13)

Convection term
Finally we prove that the convection term TQ tends to−

∫ T

0

∫
Ω

kr(c(ū))K(x)∇z ·∇ψ(x, t) dxdt

as lD ,δ t→ 0. For this purpose, we introduce the following two terms

T 1
Q =

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

kr(c(un
K))gKσ ψ(xσ , tn−1),

T 2
Q =

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

kr(c(un
K))gKσ ψ(xK , tn−1).

(6.14)

We show below that lim
lD ,δ t→0

|TQ− (T 2
Q−T 1

Q)|= 0.

TQ− (T 2
Q−T 1

Q)

=
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

kr(c(un
Kσ ))gKσ

(
ψ(xK , tn−1)−ψ(xσ , tn−1)

)
−

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

kr(c(un
K))gKσ

(
ψ(xK , tn−1)−ψ(xσ , tn−1)

)
=

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

gKσ

(
ψ(xK , tn−1)−ψ(xσ , tn−1

)(
kr(c(un

Kσ ))− kr(c(un
K))
)
.

(6.15)
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We denote by T̃Q the term on the right-hand side of (6.15). Since |gK,σ | ≤ K|σ |, using the
Cauchy-Schwarz inequality, we deduce from the Lipschitz continuity of the functions kr and
c that

(T̃Q)
2 ≤

N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |dKσ
K
(

ψ(xK , tn−1)−ψ(xσ , tn−1)
)2

·
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

|σ |
dKσ

(
kr(c(un

Kσ ))− kr(c(un
K))
)2

≤
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

d|DKσ |K|ψ(xK , tn−1)−ψ(xσ , tn−1)|2

·
N

∑
n=1

δ t ∑
K∈M

∑
σ∈EK

L2
cL2

kr

|σ |
dKσ

(un
Kσ −un

K)
2.

(6.16)

It follows from the definition (2.17) that (un
Kσ
− un

K)
2 ≤ (un

σ − un
K)

2, which together with
Definition 4 and estimate (3.2) implies that the second term on the right-hand side of (6.16)
is bounded. In view of the regularity properties of ψ we deduce that (T̃Q)

2 ≤ Cψ

4 l2
D . As a

result, we have
lim

lD ,δ t→0
|TQ− (T 2

Q−T 1
Q)|= 0. (6.17)

Next we consider term T 1
Q . Because of the regularity of ψ , it is easy to see that (T 1

Q− T̄ 1
Q)→ 0

as lD → 0 where

T̄ 1
Q =

N

∑
n=1

δ t ∑
K∈M

kr(c(un
K)) ∑

σ∈EK

∫
σ

K∇zψnKσ dγ

=
N

∑
n=1

δ t ∑
K∈M

kr(c(un
K))

∫
K

div(K(x)∇zψ(x, t)) dx

=
∫ T

0

∫
Ω

kr(c(Π δ t
M uδ t

D ))div(K(x)∇zψ) dxdt.

Since c(Π δ t
M uδ t

D ) converges to c(ū) strongly in L2(QT ), we have that

T 1
Q →

∫ T

0

∫
Ω

kr(c(ū))div(K(x)∇zψ)dxdt as lD ,δ t→ 0. (6.18)

Next we consider term T 2
Q .

T 2
Q =

N

∑
n=1

δ t ∑
K∈M

kr(c(un
K))ψ(xK , tn−1) ∑

σ∈EK

∫
σ

K∇znKσ dγ

=
N

∑
n=1

δ t ∑
K∈M

kr(c(un
K))ψ(xK , tn−1)

∫
K

div(K(x)∇z) dx

=
∫ T

0

∫
Ω

kr(c(Π δ t
M uδ t

D ))div(K(x)∇z)Π̄ δ t
M PDψ dxdt,

where Π̄ δ t
M PDψ(x, t) = ψ(xK , tn−1) for all (x, t) ∈ K× [tn−1, tn). Since c(Π δ t

M uδ t
D ) converges

to c(ū) strongly in L2(QT ) and since Π̄ δ t
M PDψ converges to ψ strongly in L2(QT ), we deduce

that

T 2
Q →

∫ T

0

∫
Ω

kr(c(ū))div(K(x)∇z)ψ dxdt as lD ,δ t→ 0. (6.19)
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We remark that div(K(x)∇zψ) = div(K(x)∇z)ψ +K(x)∇z∇ψ . It follows from (6.17) -
(6.19) that

TQ→−
∫ T

0

∫
Ω

kr(c(ū))K(x)∇z ·∇ψ dxdt as lD ,δ t→ 0. (6.20)

From (6.5), (6.9), (6.13) (6.20), we deduce that ū satisfies the weak form (1.5) for test
functions ψ ∈Ψ . Finally, we deduce from the density of the set Ψ in the set

Ψ =
{

ψ ∈ L2(0,T ;H1
0 (Ω)),∂tψ ∈ L∞(QT ),ψ(·,T ) = 0

}
. (6.21)

that ū is a weak solution of the continuous problem (P) in the sense of Definition 1. �

7 Numerical tests

7.1 The Hornung-Messing problem

The Hornung-Messing problem is a standard test (cf. for instance [13]). We consider a hori-
zontal flow in a homogeneous ground Ω = [0,1]2 and set T = 1. Its characteristics are given
by

θ(ψ) =

{
π2/2−2arctan2(ψ) if ψ < 0,
π2/2 otherwise,

kθ (ψ) =

{
2/(1+ψ)2 if ψ < 0,
2 otherwise,

K(x) = Id.

An analytical solution is given by

p(x,z, t) =

−s/2 if s < 0,

−tan
(es−1

es +1

)
otherwise,

(7.1)

where s = x− z− t. The problem after Kirchhoff’s transformation is given by Problem (1.2)
with

c(u) = θ(p) =

{
π2/2−2arctan2(

u
2−u

) if p < 0,

π2/2 otherwise,

where

u(x,z, t) =


2p(x,z, t)

1+ p(x,z, t)
if p < 0,

2p(x,z, t) otherwise.
(7.2)

We apply the SUSHI scheme using an adaptive mesh driven by the variations of the sat-
uration. We prescribe the Neumann boundary condition deduced from (7.2) on the line x = 0
and an inhomogeneous Dirichlet boundary condition elsewhere. We use an initially square
mesh, which is such that each square can be decomposed again into four smaller square
elements. Whereas the standard finite volume scheme is not suited to handle such a non-
conforming adaptive mesh, the SUSHI scheme is compatible with these non-conforming
volume elements.

We introduce the relative error in L2(QT ) between the exact and the numerical solution

err(u) =
‖uexact −uD ,δ t‖L2(QT )

‖uexact‖L2(QT )

, (7.3)
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Fig. 4 Saturation at t = 0.1 second and at t = 0.4 second. The medium is unsaturated on the right-hand side
of the space domain where θ < 4.9348 and fully saturated elsewhere.

Mesh N lD Nunk err(u) err(c(u)) eoc(u)
Uniform 25 0.2 85 2.40 ·10−2 1.60 ·10−5 -
Uniform 100 0.1 320 6.09 ·10−3 4.13 ·10−6 1.98
Uniform 400 0.05 1240 1.53 ·10−3 2.90 ·10−6 2.00
Uniform 1600 0.025 4880 3.76 ·10−3 1.83 ·10−6 2.02
Adaptive 200 0.143 302 5.62 ·10−3 3.67 ·10−6 -
Adaptive 800 0.071 1232 1.32 ·10−3 2.19 ·10−6 -

Table 1 Number of time steps N, mesh size lD , number of unknowns Nunk , the error on the solution err(u),
the error on the saturation err(c(u)) and the experimental order of convergence eoc(u).

as well as the experimental order of convergence

eoci+1(u) =
log(err(ui)/err(ui+1))

log(hDi/hDi+1)
, (7.4)

where ui is the solution corresponding to the space discretization Di. Table 1 shows the error
using a uniform square mesh with various mesh sizes and time steps in the four first lines.
Note that the scheme is only first order accurate with respect to time; therefore in order to
obtain second order convergence we choose δ t proportional to h2

D . We also compare the
error for the approximate saturation using a uniform mesh and an adaptive mesh with a
similar number of unknowns. In both cases: about 300 unknowns (line 2 - line 5) and 1200
unknowns (line 3 - line 6), the adaptive mesh compared to the fixed one provides slightly
better results for the saturation c(u). The observed computational gain in relative error is
rather small (about 10−20%), which is due to the fact that the area of high gradients of c is
comparatively large.

7.2 The Haverkamp problem

We consider the case of a sand ground represented by the space domain Ω = (0,2)× (0,40)
on the time interval [0,600]. The parameters are given by [16]
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Profiles of saturation θ(p) and permeability kr(p) in the Haverkamp problem.

The functions u(p) and kr(u) in the Haverkamp problem.

Fig. 5 Parameters in the Haverkamp problem.

θ(p) =


θs−θr

1+ |α p|β
+θr if p < 0,

θs otherwise,

kr(θ(p)) =


Ks

1+ |Ap|γ
if p < 0,

Ks otherwise,

where θs = 0.287, θr = 0.075, α = 0.0271, β = 3.96, Ks = 9.44e− 3, A = 0.0524 and
γ = 4.74. From θ and K, we have tabulated suitable values for the functions c and Kc.
We have taken here the initial condition p = −61.5, a homogeneous Neumann boundary
condition for x = 0 and x = 2, the Dirichlet boundary condition p = −61.5 for z = 0 and
p =−20.7 for z = 40.

We use an adaptive mesh and the time step δ t = 1 to perform the test. Figure 6-(a)
represents the pressure profile at various times. In this test, no analytical solution is known.
Therefore we compare our numerical solution with that of Pierre Sochala [22, Fig. 2.6, p.
35] which is obtained by means of a finite element method. Our results are quite similar to
his. Figure 6-(b) shows the time evolution of the mesh at different times corresponding to
the pressure profiles in Figure 6-(a).
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Fig. 6 Time evolution of the pressure p and the adaptive mesh in the Haverkamp problem.
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9. Robert Eymard, Thierry Gallouët, Raphaèle Herbin. Discretization of heterogeneous and anisotropic dif-
fusion problems on general nonconforming meshes SUSHI: a scheme using stabilization and hybrid in-
terfaces, IMA J. Numer. Anal. 30.4, 1009-1043, 2010.
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