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This study assesses the performance of the SCOPE model (Van der Tol et al., 2009) to reproduce directional
anisotropy of remote sensing thermal infraredmeasurements. A calibration/validation exercise over two datasets
(winter wheat and young pine stand) on energy balance fluxes is presented. Surface sensible and latent heat
fluxes are correctly simulated (with RMSE in the range of 30–50W∙m−2) togetherwith directional temperatures
in 4 different viewing geometries (RMSE b 1.4 K) for both canopies. The sensitivity of themodel to two critical but
uncertain parameters, the maximum carboxylation capacity Vcmo, and a stomatal parameter λ (the marginal
water cost of carbon assimilation) is discussed; it is shown that anisotropy displays limited sensitivity to both
parameters for the experimental conditionsmet over awell-wateredwheatfield. The ability of SCOPE to simulate
anisotropy is finally illustrated by a qualitative comparison against experimental measurements obtained over a
mature pine stand using an airborne TIR camera. SCOPE-simulated TIR directional anisotropy appears to be
consistent with the experimental data.

© 2014 Elsevier Inc. All rights reserved.
1. Introduction

Thermal infrared (TIR) satellite data represent an essential source of
information to estimate surface fluxes with the scope of monitoring
agro-ecosystems and assessing their water status, a large range of appli-
cations being found in the fields of agriculture, hydrology andmeteorolo-
gy particularly. However TIR measurements are prone to strong
directional anisotropy (we define it as the difference between off-nadir
and nadir temperature measurements) and ‘hot spot’ effects possibly
reaching up to 10 °C and even more in the case of row crops such as
vineyards (Lagouarde, Dayau,Moreau, & Guyon, 2014). The experimental
evidence of TIR directional anisotropy has widely been reported on vari-
ous surface types, vegetation (Balick & Hutchinson, 1986; Fuchs &
Kanemasu, 1967; Kimes & Kirchner, 1983; Lagouarde, Ballans, Moreau,
Guyon, & Coraboeuf, 1995, 2000; Lagouarde, Kerr, & Brunet, 1995;
Luquet, Bégué, Vidal, Clouvel, et al., 2003; Nielsen, Clawson, & Blad,
1984; Paw, Ustin, & Zhang, 1989) or urban areas for instance
(Lagouarde et al., 2012; Voogt & Oke, 1998). Modeling efforts briefly
discussed below have been developed in parallel. Practical applications
based on TIR remotely sensed data obviously require the anisotropy to
be assessed and corrected.
Duffour).
Efforts are currently being made to propose new missions combin-
ing high spatial resolution (b100 m) and high revisit capacities (a few
days) such as MISTIGRI (Lagouarde et al., 2013a), HyspIRI (Abrams &
Hook, 2013) or the forthcoming THIRSTY project developed in coopera-
tion between NASA in the USA and the France space agency CNES
(Crebassol et al., 2014). In this context the data processing algorithms
adapted to these missions must be prepared from now on. The Sun-
synchronous orbits of MISTIGRI and THIRSTY have been conceived to
allow observing the same site at groundwith the same viewing geome-
try. This minimizes the impacts of directional anisotropy, at least for
temporal analysis purposes at a given location, although it cannot elim-
inate the contribution related to the variations of solar position
throughout the year. An accurate assessment of the anisotropy never-
theless remains mandatory as soon as onewants to analyze energy bal-
ance or map evapotranspiration across the swath of the image or to
compare different fields at regional, because of differences in viewing
geometry depending on their location, to which differences in time,
i.e. sun position, may add as a result of a swath width reaching about
900 km with THIRSTY.

Anothermotivation lies in activities of calibration/validation of satel-
lite data and products. Indeed in-situ measurements are often per-
formed using infrared radiometers aiming at a surface sample which
size — generally a few meters — is chosen to take into account the
small scale spatial variability of the sample, and to retrieve a tempera-
ture measurement considered to be ‘representative’ of the studied
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surface. Nevertheless anisotropy complicates direct comparison of in-
situ measurements to satellite data because (i) experimental setups
are generally not designed to performmeasurements in the same view-
ing direction as the satellite, and because (ii) the radiometer operates an
integration of several directional temperatures within its FOV (field of
view) whereas the space sensor ‘sees’ the surface in a unique direction.
Cal/val exercises should therefore rely on accurate models of TIR
directional anisotropy.

Today no operational method is available to correct for directional
anisotropy in the processing of surface temperature products (level 2
or more). A number of approaches have nevertheless been proposed
to simulate directional temperatures over different surface types. They
require as input data too many pieces of information not easily accessi-
ble by remote sensing and/or parameters requiring specific calibration.
Indeed, similarly to the surface temperature, the directional anisotropy
results from the coupled energy and radiative transfers within the can-
opies and depends on a lot of factors: the canopy structure governs the
distribution of sunlit (i.e. warmer) and shaded (i.e. colder) elements
seen by the sensor in a given direction, but it also governs through
energy transfers the temperature profiles within the vegetation or on
the facets of discontinuous or row crops; the water status and some
physiological parameters are also a critical factor (Fuchs & Tanner,
1966), and meteorological conditions, wind speed in particular, play a
significant role not yet enough documented to our knowledge. Some
models have been developed with the objectives of retrieving the
component temperatures of the canopies fromdirectionalmeasurements
either using simple geometrical descriptions of the canopies, for instance
for row crops (Caselles & Sobrino, 1989; Kimes, 1983) or homogeneous
canopies (Olioso, 1992; Timmermans, Verhoef, van der Tol, & Su, 2009).
More sophisticated approaches based either on multilayer models or
3D-models were developed to better describe the processes governing
directional temperatures and emissivity and toperformsensitivity studies
(Guillevic, 2003; Luquet et al., 2004; Norman, 1979; Van der Tol et al.,
2009).

Only few authors focused on the correction of satellite data. Pinheiro,
Privette, Mahoney, and Tucker (2004) showed that the observation
geometry of the National Oceanic and Atmospheric Administration
(NOAA) Advanced Very High Resolution Radiometer (AVHRR) implies
directional effects which can be related to fraction cover of shaded and
sunlit elements of the scene. Rasmussen, Gottsche, Olesen, and Sandholt
(2011) compared theMeteosat SecondGeneration observation geometry
to nadir view over savannas and they found differences larger than 1 °C
during the day, which cannot be neglected. Guillevic et al. (2013) put
into evidence the difficulty of the comparison of different satellite LST
products because of the effects of anisotropy.

In this framework it appears necessary to develop simple methods
adapted to the routine processing of data from space. These could be
statistical approaches such as kernel models (Snyder and Wan, 1998).
All of them require important volumes of reliable anisotropy data to
be available to be built and calibrated. Experimental data are too scarce
and limited to only a few surfaces and conditions to be used for this pur-
pose. An alternative approach can be based on a robust deterministic
model helping in a first step to identify the variables and surface param-
eters towhich the directional anisotropy displays the highest sensitivity,
and in a second step used as a data generator to derive and calibrate sim-
pler methods. The paper focuses on the first step and is based on the
SCOPE (Soil Canopy Observation, Photochemistry and Energy fluxes)
model (Van der Tol et al., 2009) developed for continuous vegetation.
This was selected both for its realism confirmed in several previous
studies where it was used for its ability to simulate energy fluxes
(Denis, 2013; Timmermans et al., 2011) or chlorophyll fluorescence
(Lee et al., 2013) and for its interest for remote sensing applications as
it includes a detailed modeling of the coupled energy and radiative
transferwithin the vegetation, and derives up to the outgoing radiances
in a large range of wavelengths. After a brief description of the model,
an evaluation of the model against field data will be presented. Its
potential for simulating the directional anisotropy in a wide range of
viewing geometries will finally be illustrated, and the perspectives
opened to develop operational methods of directional effects correction
will be discussed.

2. SCOPE (soil canopy observation of photochemistry and
energy fluxes)

The SCOPE model (Van der Tol et al., 2009) was developed for the
combined simulation of directional TOC (Top Of Canopy) reflected
solar radiation, emitted thermal radiation and sun-inducedfluorescence
signals together with energy, water and CO2 fluxes. It is based on a com-
bination of several models describing radiative, turbulent and mass
transfers inside the canopy, taking into account leaf biochemistry
processes. The main features of the model are briefly recalled here,
and for more details, the reader is referred to the original paper.

Considering radiative transfer calculations, the scene is described
with 60 canopy layers of equal leaf area, and one soil layer. In each of
them, discrimination is made between shaded and sunlit parts (leaves
or soil). The orientations of leaves are characterized with 13 zenithal
(θl) and 36 azimuthal angles (φl). The leaf angle distribution function of
θl depends on the vegetation type. The unified 4SAIL model (Verhoef,
Jia, Xiao, & Su, 2007) allows to compute extinction coefficients and to
derive gap fractions. The radiative transfer is computed on the
0.4–50 μm range of wavelengths.

An energy budget is solved separately for sunlit and shaded parts of
each layer; an iterative process with a convergence criterion on the
residual of the energy budget allows computing the corresponding
surface temperatures. The net radiation Rn is computed by combining
the components of incident radiation (shortwave and longwave) to-
gether with the 4SAIL derived optical and thermal contributions with
the Stefan–Boltzmann emittance within the layer. In the thermal infra-
red domain, uniform emissivity values are prescribed for the vegetation
and the soil. The PROSPECT model (Jacquemoud & Baret, 1990) allows
computing the optical properties of vegetation (transmittance and reflec-
tance spectra), which require several characteristics of leaves to be
known, such as their chlorophyll (Cab), dry material (Cdm), water (Cw)
and senescent material concentrations and thickness parameter (N).
Directly measured spectra can also be used as an alternative. The same
spectrum is used for all leaves, independently of their position in the
canopy. A soil reflectance spectrum must also be prescribed.

The sensible (H) and latent (LE) heat fluxes are classically calculated
for each layer, and for shaded and sunlit leaves (resp. soil), from the
vertical gradients of temperature and humidity between the considered
layer and the reference level ofmeteorologicalmeasurements above the
canopy. The net leaf CO2 assimilation rate A is computed simultaneously
from Farquhar, von Caemmerer, and Berry (1980). The aerodynamic
resistance is taken from Wallace and Verhoef (2000). An aerodynamic
resistance is calculated for the soil and for the canopy each time step
as a function of LAI, canopy height, wind speed and atmospheric stabil-
ity. This resistance holds for all leaves (no differentiation is made
according to position of a leaf in the canopy). The stomatal resistance
(rs) is calculated after Cowan (1977) and requires some biochemical
parameters to be known (the stomatal resistance formulation has been
modified in a later version of SCOPE, but we use the original published
model, see Van der Tol's paper for details).

In what follows (Section 4), a particular attentionwill be paid to two
of these, the maximum of carboxylation (Vcmo) and marginal cost of
assimilation (λ), which control the photosynthetic capacity anddescribe
the compromise between the loss of water by transpiration and uptake
of CO2 through stomatal cavities respectively. At the ground level, a
storage heat flux G is estimated as the residual of the energy budget
equations for shaded and sunlit soil, and the corresponding surface
temperatures are computed using a classic force-restore approach
(Bhumralkar, 1975), with soil surface resistance and thermal inertia
either computed from water content or prescribed.



Fig. 1. Bilos young pine stand (a) and Le Bray mature pine stand (b).
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The model is run at the time step of the meteorological input vari-
ables. These are the air temperature and vapor pressure, the wind
speed, and the components of downward shortwave and longwave radi-
ation. The atmospheric radiative transfer model MODTRAN (Berk et al.,
1999) then allows to compute the spectral distribution of these latter.
The outputs of the SCOPEmodel are the net radiation and energy fluxes,
the aerodynamic sunlit/shaded temperature profiles within the canopy
and at ground level and the TOC radiances.

3. Data sets

The calibration and the evaluation of SCOPE were performed using
experimental data over winter wheat and young pine from two sites,
Avignon and Bilos. Data from a third site, Le Bray, were used to illustrate
the ability of the model to simulate the directional anisotropy of TIR
signals.

3.1. Avignon winter wheat dataset

A wheat dataset was collected over a 1.8 ha flat agricultural field at
the INRA Research Center in Avignon located at 43° 55′ 00″ N, 4° 52′
47″ E, from January to April 2006. This site was devoted to several objec-
tives dealing with the development and the test of crop models, soil–
vegetation–atmosphere transfer models and remote sensing algorithms.
The site was included in the CARBOEUROPE-IP network (http://www.
carboeurope.org/) since 2004. It is now part of the ICOS (Integrated
Carbon Observation System — http://www.icos-infrastructure.eu/)
France project. The region was characterized by a typical Mediterranean
climate and the crops were grown on a silty clay loam soil. Irrigation is
performed when required, which confers to the soil uniform very high
moisture. The radiative components of net radiation were continuously
measured, using Kipp & Zonen CMP21 pyranometer, CG4 pyrgeometer
and CNR1 instrument (for solar irradiance, longwave irradiance and net
radiation, respectively). H2O and CO2 surface–atmosphere fluxes were
measured using the eddy covariance methodology (according to the
methodology proposed by Aubinet et al. (2000) for CARBOEUROPE-IP)
with a Young 81000 sonic anemometer and a LiCor 7500 open path ana-
lyzer. As the field was not very large, the positions for eddy-covariance
measurementswere optimized in order to reduce the effects of advection
by considering the directions of major wind regimes and by setting the
instruments about 1m above the canopy top. A footprint analysis indicat-
ed that 90% of the fluxes originated from the field, accounting for more
than 90% of the data acquired in diurnal conditions (analysis performed
with the footprint model proposed by Hsieh, Katul, and Chi (2000)).
Two thermal infrared radiometers Heitronics KT15.82D were installed
to measure the brightness surface temperature of the wheat crop. One
was aiming towards South at a zenith angle of 18° (called Tb18), and its
companion approximately towards North (~10° from North clockwise)
in the direction of rows, at a zenith angle of 55° (called Tb55). The FOV
of both instruments was 28°.

Crop structure and biomass, canopy reflectances, soil moisture and
temperature were monitored in parallel. Vegetation height (hc) was
estimated almost once a week as the average height of 15 individual
plants. It varied between 0.15 and 0.47m during the period of measure-
ments. The LAI wasmeasured using a LICOR 3000 planimeter and hemi-
spherical photographs processedwith the Can-Eye software (developed
at INRA Avignon, see http://www.paca.inra.fr/can-eye/CAN-EYE-Home/
Welcome). It increased from 0.6 up to 5.5 during the crop growth. A
standard meteorological station from the INRA-Agroclim network was
also available (https://www.paca.inra.fr/agroclim). The surface soil
moisture of the 0–5 cm top soil layer was determined integrating the
measurements from 3 capacitive probes and regularly checked against
gravimetric samples.

All the datawere averaged on 30min time steps. Careful calibrations
of the instrumentswere performed and specific procedures for checking
the validity of the recorded data were used (cross-checking data from
several instruments, comparison to standard and statistical models).

3.2. Bilos young pine stand

This site is located (44°29′38.08″N; 0°57′22″W) 50 km South-West
of Bordeaux (France) and is part of the FLUXNET network since the year
2004. As for Avignon it is now part of the ICOS France project. The mar-
itime pine (Pinus pinaster Ait.) stand was 5 and 6 years old in 2010 and
2011 respectively. The pines were planted on a sandy soil in rows with
4 m spacing. Their mean height was ~2.5 m (2010) and ~3.5 m (2011)
at the time of measurements. The inter-row vegetation was very dense
and covered with a mixture of gorse (Ulex minor, Roth), heather
(Calluna vulgaris L.) and other herbaceous plants (Molinia coeruela M.,
Phytolacca americana L.) reaching nearly the same height as the trees.
The assumption of the whole canopy being a homogeneous vegetation
layer is therefore quite realistic (Fig. 1a). In 2010 the total LAI of the can-
opy is ~2 m2∙m−2 with a partition of about 0.7 m2∙m−2 for trees and
1.3 m2∙m−2 for the inter-row vegetation. In 2011 LAI falls to
1.5 m2∙m−2 because the understory was thinned. Two CE180
pyranometers (Cimel Electronique) were measuring the incident and
reflected short-wave irradiance, and a CGR2 pyrgeometer (Kipp &
Zonen)was providing the incident and reflected long-wave irradiances.
The net radiation (Rn)wasmeasuredwith anNrLite pyradiometer (Kipp

http://www.carboeurope.org/
http://www.carboeurope.org/
http://www.icos-infrastructure.eu/
http://www.paca.inra.fr/can-eye/CAN-EYE-Home/Welcome
http://www.paca.inra.fr/can-eye/CAN-EYE-Home/Welcome
https://www.paca.inra.fr/agroclim
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& Zonen) calibrated against a CNR4 net radiometer (Kipp & Zonen).
The sensible and latent heat and CO2 fluxes were measured using
the eddy covariance method with a sonic anemometer (model
1210 R3; Gill Instruments) and a LiCOR 7500 open-path analyzer.
These instruments were mounted at the top of a 6.4 m tower, ~3 m
above the canopy. The stand size being very large (about 50 ha),
the fetch conditions were excellent. All the data were averaged on
30 min time steps.

Two sets of directional temperature measurements performed in
2010 and 2011 in different viewing configurations were acquired
using a Heitronics KT15.82D infrared radiometer placed in aluminum
shelter to avoid intense heating from the sun. Calibration tests per-
formed at the laboratory previously to the ground measurements re-
vealed good stability of the response of the instrument. From October
to December 2010, the radiometer was first mounted on a motorized
platformpiloted to follow the sun course during the day, so continuous-
ly providing a temperature measurement in the direction of the hot
spot. In a second phase, from August 2011 to the end of the year, the
brightness surface temperature was measured at a 27° zenith angle
aiming towardsWest, in the rowdirection. The FOV of both instruments
was 28°.

3.3. Le Bray mature pine stand

Contrary to the two previous sites, Le Bray site was not devoted to
the validation of SCOPE. Although the structure of the canopy did not
fit the assumption of homogeneous canopy (Fig. 1b) made in SCOPE,
this site was used in the framework of this study to illustrate the ability
of SCOPE to simulate the TIR directional anisotropy thanks to the high
quality measurements of TIR directional effects performed in 1996
(Lagouarde et al., 2000). The site was located at about 20 km from
Bordeaux (44° 43′ 01.50″N, 0° 46′ 09.0″W) and consisted of a large
460 × 320 m stand of 25 year old (in 1995) mature maritime pine
(Pinus pinaster Ait.) planted on a humid moorland. This site was also
part of different networks devoted to carbon studies and equipped
with a complete eddy covariance system mounted at the top of a 27 m
scaffold. It included a 3D sonic anemometer (Solent R2, Gill instru-
ments) for sensible heat fluxes, wind speed and friction velocity and a
sonic anemometer coupled with an infrared gas analyzer (Li-6262,
LICOR) for CO2 and water vapor fluxes. The mean height of trees was
17.6 m. The rows were roughly ENE–WSWwith a 30° azimuth orienta-
tion. Themean spacing of treeswas about 4.5m, and their density about
500 stems/ha. The LAI remained rather constant, about 3.1 in midsum-
mer. The crown cover was estimated to be about 70%, leaving the
understory herbaceous vegetation (Molinia caerulea) partly visible.

Airborne TIR camera measurements were carried out on September
4th 1996 at different hours of the day (11:20–11:52, 12:52–13:36 and
15:38–16:08 UTC) providing several full directional anisotropy polar
plots, in all azimuth directions and up to 55° zenith viewing angles.
For details about the experimental setup and themethodology to derive
the directional effects, the reader is referred to the paper by Lagouarde
et al. (2000).

4. Calibration andevaluationof themodel vs. energy andmassfluxes

4.1. Calibration strategy

The calibration of SCOPE was performed by comparing simulated
evapotranspiration and CO2 fluxes against the available measurements.
Surface temperature data were kept to perform an independent evalu-
ation of the capacity of SCOPE for simulating thermal infrared signals.
Only two parameters were retrieved through the calibration procedure,
the maximal carboxylation capacity (Vcmo) and the marginal cost of as-
similation (λ). First, a literature review revealed that these parameters,
which are used in the Cowan's model to compute the stomatal resis-
tance, have a major influence on photosynthesis and transpiration
processes. Second, the possibility to prescribe these parameters from
other source of information is limited: it might be possible for Vcmo

from leaf nitrogen content (Wilson, Baldocchi, & Hanson, 2000; Xu &
Baldocchi, 2003), but this relied only on few experimental results and
confirmation is still needed. It was almost impossible to set values for
λ since possible determinants have not been clearly identified up to
now. The other parameters needed in SCOPE were considered either to
be known or to be parameterized from other variables with enough con-
fidence. The calibration process was performed only on clear days and
one daily value of Vcmo and λ was determined using daytime data only.
Daily values rather than seasonal values have been calibrated, because
the parameters may exhibit seasonal cycles. Cloudy days and nighttime
observations were eliminated from the calibration process because of
the low parameter sensitivity due to the low levels of available energy
and fluxes. Moreover, in nighttime conditions, the uncertainties in the
parameterization of stable atmospheric conditions may generate
ill-convergence in the turbulent transfer calculations which impair
the calibration process.

The calibration computations themselves have been performed
using the automatic optimization “fminsearch” procedure, proposed
in theMATLAB optimization toolbox. It is a multidimensional uncon-
strained non-linear minimization procedure, based on the Simplex algo-
rithm (Nelder &Mead, 1965). The Simplex algorithm explores the inputs
space to find out a combination thatminimizes a cost function. It tests ad-
jacent parameter sets of the feasible space in sequence so that at eachnew
set the objective function improves or is unchanged. The procedure starts
with an initial value of the input set of parameters thatmust be calibrated.
The initial values prescribedwere 80 μmol∙m−2∙s−1 and 700mol∙mol−1

for Vcmo and λ respectively.
The Simplexmethod is very efficient in practice and iswidely used in

model parameter retrieval studies. The cost function to be minimized
was the mean of the two relative root mean square errors calculated
between the model and the observed variables with the following:

F θð Þ ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNA
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where F(θ) is the cost-function evaluated for a candidate set of input
parameters θ = {Vcmo, λ}, ACobs and LEobs respectively the observed net
ecosystem exchange of CO2 and the evapotranspiration flux, ACmod

and LEmod are respectively the modeled net ecosystem exchange of
CO2 and the modeled evapotranspiration flux, and NA and NLE the
numbers of available daily observations Aobs and LEobs, respectively.
The two right terms in the cost function were normalized using the
mean of the observations in order to give them a similar weight in the
calculation. In this study, a termination tolerance on the cost function
of 10−2 and a maximum number of iterations of 100 were considered
as breaking criteria in order to stop the iterative procedure of the
‘fminsearch’ function.

4.2. Model implementation/SCOPE input parameters

The input parameters used in the calibration phase for both Avignon
(wheat crop) and Bilos (pine stand) sites are gathered in Table 1. The
leaf angle distribution was assumed spherical for both types of vegeta-
tion canopy. For wheat, detailed biological measurements combined
with ancillary information on vegetation properties allowed to compute
leaf reflectance and transmittance spectra in the solar domain using the
PROSPECTmodel. Formaritimepine, spectrameasured by Berbigier and
Bonnefond (1995)were used. In the thermal infrared, a same arbitrarily
but realistic 0.03 valuewas used for leaves reflectance (i.e. 0.97 emissiv-
ity) and the transmittance was assumed to be 0 (Gerber et al., 2011;
Olioso, 1995).



Table 1
Values of the main input parameters used in SCOPE.

Avignon
Wheat

Bilos 2010
Maritime pine

Bilos 2011
Maritime pine

Vegetation parameters
LAI 0.6–5.5 2 1.5
hc (m) 0.15–0.47 2.5 3.5
LADFa −0.35 −0.35 −0.35
LADFb −0.15 −0.15 −0.15
Cab (μg∙cm−2) 60 Measured spectrum of needles (Berbigier & Bonnefond, 1995)
Cdm (g∙cm−2) 0.012
Cw (cm) 0.09
Cs 0
N 1.4
ρ thermal 0.03 0.03 0.03
τ thermal 0.00 0.00 0.00
w (m) 0.01 (Dornbusch et al., 2011) 0.1 0.1

Biochemical parameters
Vcmo (μmol∙m−2∙s−1) Calibrated Calibrated Calibrated
λ Calibrated Calibrated Calibrated

Soil parameters
rss (s∙m−1) Olioso (1992) 2000 500
Γ (J∙m−2∙K−1∙s−1/2) Van de Griend and O'Neill (1986) 900 900
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Fig. 2. Retrieved Vcmo (a) and λ (b) versus day of year for each site.
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The width of wheat leaves (w) was set at 1 cm, so that the average
ratio w/hc governing the hot spot shape was about 3 ∙ 10−2. For pine, as
the hot spot shape is likely to depend more directly on the size of shoots
than on the size of needles (Jupp & Strahler, 1991), wwas arbitrarily set
to 10 cm in the calibration exercise to preserve the 3 ∙ 10−2 w/hc ratio.
The effect of thew/hc ratio will be addressed in more details in Section 6.

In thewheatfield, the 0–5 cm top soil layer soilmoisture θ0–5 provid-
ed to the model as an input variable allowed to compute the of the soil
resistance to vapor transfer rss and the soil thermal inertia Γ using for-
mulations proposed by Olioso et al. (1999) and Van de Griend and
O'Neill (1986) respectively:

rss ¼ 1:439 � 105 θsat−θ0−5ð Þ ð2Þ

where θsat is the soil water content at saturation (m3∙m−3). This equa-
tion was calibrated on simulations of soil evaporation for a similar soil
type performed with a detailed soil water transfer model (based on
Richard's equations accounting for coupled heat and water transfer
and for vapor transfers in the soil top layers; Olioso, 1992).

Γ ¼ 3516 � θ0−5 þ 841 ð3Þ

No similar soil moisture data being available for Bilos site, the
typical values of 2000 s∙m−1 and 500 s∙m−1 prescribed in SCOPE
for dry and wet conditions respectively met in 2010 and 2011
were used for soil resistance. The soil thermal inertia was given an
average value (~900 J∙m−2∙K−1∙s−1/2) estimated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρsCsλs

p
, with

density ρs = 1600 kg∙m−3, specific heat Cs = 1000 J.kg−1.K−1 and
heat conductivity λs = 0.5 W∙m−1∙K−1.

4.3. Results of SCOPE calibration

The time evolution of the retrieved values of Vcmo and λ is
presented in Fig. 2a and b. For wheat Vcmo increased from winter
(~100 μmol∙m−2∙s−1) to spring (~150 μmol∙m−2∙s−1), then decreased
to summer (~100 μmol∙m−2∙s−1).

The values found for pine were in the same orders of magnitude and
were very consistent with the ones given in Ogée, Brunet, and Loustau
(2003) and Porté and Loustau (1998) for an older maritime pine
stand. Values of ~50 μmol∙m−2∙s−1 are observed between the middle
of summer andwinter over the 2011 Bilos data set. Moreover, retrieved
winter Vcmo values on this site in 2010 and 2011 agreed rather well. The
important noise observed in the time evolution of Vcmo in all cases, was
likely to be related to numerical uncertainties in the inversion process.
Despite a few contradictory results found in literature, such as those of
Grossman-Clarke et al. (1999) who reported high values of Vcmo in
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Fig. 3. Simulated with SCOPE versus measured net radiation (a and d), sensible and latent heat fluxes (b and e) and CO2 flux (c & f) on wheat (a–c) and pine stands (d–f). Squares and
triangles (d–f) refer to 2010 and 2011 data respectively. Latent heat and CO2 data are displayed with empty symbols to remind they were used in the calibration process of Vcmo and λ.
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winter for wheat, the values of Vcmo we obtained were in the range of
widely accepted values (Bunce, 2000; Leuning, Kelliher, de Pury, &
Schulze, 1995; Medlyn et al., 2002; Xu & Baldocchi, 2003). The seasonal
variations we found for wheat seems to be quite well correlated to LAI
evolution (Fig. 2a), and are consistent with the results of Xu and
Baldocchi (2003) for an oak species. However, although the role of Vcmo

is very well known, its determinism is not clearly understood yet. For
instance, some of the above-cited studies showed that the influence of
temperature could also be large (see Leuning, 2002; Medlyn et al.,
2002;Weis & Berry, 1988), and that Vcmo could decrease with soil drying
and leaf nitrogen content (Grossman-Clarke et al., 1999; Wilson et al.,
2000; Xu& Baldocchi, 2003).Wemodeled none of these effects explicitly,
such that any regulation of Vcmo should appear in the optimized values
while leaf nitrogen content, temperature and soil moisture varied over



Table 2
Statistics of the comparison between the groundmeasured and the simulated energy fluxes
obtained for each site. μ and σ are the bias and the standard deviation of the differences
between measurements and simulations. All data are in W∙m−2.

Site Flux RMSE
(W∙m−2)

μ
(W∙m−2)

σ
(W∙m−2)

R2 Number of
observations

Avignon Rn 24 −20 13 0.99 340
LE 31 −15 27 0.95 262
H 37 18 33 0.65 301

Bilos 2011 Rn 16 15 6 0.99 257
LE 35 −2 35 0.69 253
H 42 −14 40 0.81 258

Bilos 2010 Rn 29 28 7 0.99 83
LE 29 −3 29 0.55 61
H 66 51 42 0.62 83
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the season. This variability could partly explain the noise in Fig. 2a, on top
of the noise inherent tomicrometeorological observations with a varying
footprint.

Retrieved marginal cost of assimilation λ is in an acceptable range
(Fig. 2b). Despite high values obtained at the beginning of the year, the
mean of the retrieved λ is 3700 mol∙mol−1 for wheat, which is an
acceptable value consistent with literature (Lloyd & Farquhar, 1994;
Schymanski, Roderick, Sivapalan, Hutley, & Beringer, 2008; Thomas,
Eamus, & Bell, 1999a,b; Van der Tol, Dolman, Waterloo, & Raspor,
2007). Unrealistically high values of λ could be caused by wet canopy
conditions after rain or dew. In a wet canopy λ has nomeaning, because
the diffusion of carbon dioxide into the stomata is disconnected from the
evaporation flux while intercepted water evaporates. For pine at Bilos
in 2011 the mean value is somewhat lower, around 1000 mol∙mol−1,
excluding the two values exceeding 104mol∙mol−1. For the 2010 period
the retrieved values of λ for pine are very high. A lack of efficiency in the
inversion due to low values of fluxes could possibly be invoked here.

5. Evaluation of the model

After calibration using the available evapotranspiration and CO2 flux
measurements, the quality of simulated radiative and energy fluxeswas
first assessed. The validation of directional temperatures is presented in
a second step. Finally one-at-the-time sensitivity analysis of the fluxes
to the calibrated parameters Vcmo and λ is made.

5.1. Evaluation of energy fluxes

The evaluation of fluxes simulation was performed against data
acquired between 10:00 and 15:00 UTC only. As the time step of mea-
surements was 30 min, 11 pairs of flux measurements were available
per day. This time interval was chosen because it corresponded to the
periods of the day when the surface fluxes reached values with signifi-
cant level of energy at any time of the year.

The comparison between simulated andmeasured net radiation (Rn,
sensible heat flux (H) and latent heat of actual evaporation (LE)) for
30 min time steps is given in Fig. 3, with the corresponding statistics
in Table 2.

For Rn, although the simulated values display a ~3% over-estimation
over wheat and a small systematic bias of about 30 W∙m−2 (2010) to
15W∙m−2 (2011) over pine, the results are considered to be excellent.
In the case of winter wheat, the discrepancies could be attributed to the
uncertainties on the vegetation parameters introduced in the PROSPECT
reflectance model (chlorophyll a and b, dry matter and water concen-
trations, leaf thickness) which were not available for winter wheat
specifically and which were prescribed from the LOPEX 93 data base
(Hosgood et al., 1995). For maritime pine the reflectance spectra direct-
ly used in SCOPE had been obtained for pine needles (Berbigier &
Bonnefond, 1995), possibly not being quite representative of the reflec-
tance of the whole canopy including the understory.

LE fluxes are also satisfactorily simulated, as expected, LE being used
within the calibration process of Vcmo and λ. The RMSE values found,
about 30 W∙m−2 for all sites are better than those classically reported
(~60 W∙m−2). The rather low R2 value for Bilos in 2010 (R2 = 0.55)
can be related to the low range of variation of LE. In the same way, A
fluxes are very consistent with the measurements since they are used
in the calibration process (RMSE b 5 μmol∙m−2∙s−1).

Similar results are found for sensible heat fluxes, with RMSE lower
than 40W∙m−2 for wheat and 2011 maritime pine datasets. The result
is less satisfactory, even though it remains acceptable, for Bilos in 2010
for which RMSE is 65 W∙m−2 with a bias of 50 W∙m−2. It should be
noted that any energy balance closure gap in the observed fluxes neces-
sarily results in a bias in at least one of the simulated energy balance
fluxes: Rn, G, H or LE, since the model forces energy balance closure.
The quality of the referencemeasurements data set has been controlled
by comparing the sum of convective fluxes H+ LE against the available
energy Rn–G. The agreement is quite good, with a RMSE of ~50W∙m−2

for each site. This makes us very confident in the comparisons between
simulated and measured fluxes. Similarly measured and simulated
friction velocities were compared. The good agreement also found
here (RMSE b 0.1m∙s−1) shows that the SCOPE computed aerodynamic
resistance is not biased either, which reinforces the confidence one can
have in simulated surface temperatures.
5.2. Evaluation of surface temperature

5.2.1. Methodology
In the standard version of SCOPE, the TOC emittances are computed

by integrating the reflected diffuse radiations and the thermal emit-
tances of all sunlit and shaded facets of all layers (vegetation and soil)
which can be seen in a given viewing direction through a directional
gap probability function. Although the transmittance of leaves in the
thermal range is zero, obscured leaves that are not viewed directly
still contribute indirectly by their influence on the diffuse fluxes in the
canopy. The emitted flux of each layer in the observation direction
depends on the probabilities that the element is (i) viewed, (ii) sunlit
or (iii) both sunlit and viewed, leaf angle distribution function, extinc-
tion coefficients etc. (for more details, see the original paper e.g. Eqs.
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Table 4
RMSE between the groundmeasured onwheat and the simulated latent and sensible heat
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28–30). A brightness temperature TSTB(θv,φv) is finally retrieved
inverting the Stefan–Boltzmann law from the radiance (L, units of
W m−2 sr−1) in observation direction multiplied by π (sr):

πL ¼ σT4
STB ð4Þ

in which σ is the Stefan Boltzmann constant (5.67 ∙ 10−8 W∙m−2∙K−4).

5.2.1.1. Integration within the FOV of the radiometer. The measurements
performed by the radiometer result from the integration of the direc-
tional temperatures in all the directions included within the FOV of
the instrument. Fig. 4 illustrates the range of zenith and azimuth
Table 3
Statistics of the comparison between the ground measured and the simulated directional
temperatures obtained for each site. μ and σ are the bias and the standard deviation of the
differences between measurements and simulations. All data are in °C.

Site Zenith
angle

RMSE (°C) μ (°C) σ (°C) R2 Number of
observations

Avignon 18° 1.1 0.3 1 0.95 324
55° 1.4 0.7 1.3 0.93 323

Bilos 2011 27° 1.3 0.4 1.3 0.97 265
Bilos 2010 Hot spot 1.1 0.8 0.8 0.97 85
viewing directions which had to be integrated for the different experi-
mental setups over wheat and pine stands. We used a numerical inte-
gration over Ndir(θv,φv) couples, chosen to cover the whole FOV. The
integration was done according to the Stefan–Boltzmann law to derive
a SCOPE temperature in the KT15 FOV as follows:

TSCO; FOV ¼ 1
Ndir

X
FOV

T4
STB θv;φvð Þ

" #−4

ð5Þ
fluxes for different couples of Vcmo and λ. Data forwhich RMSE is lower than a threshold of
50 W∙m−2 are in bold.

RMSE (W/m2) Vcmo (μmol/m2/s)

40 80 120 160

λ (mol/mol) 500 LE 154 123 100 83
H 155 121 95 76

2000 LE 106 62 45 42
H 100 48 28 28

4000 LE 76 45 53 63
H 65 29 44 58

6000 LE 60 52 71 84
H 44 42 66 80



Table 5
Bias of the difference between the ground measured on wheat and the simulated latent
and sensible heat fluxes for different couples of Vcmo and λ. Data for which bias is lower
than a threshold of 50 W∙m−2 are in bold.

Bias (W/m2) Vcmo (μmol/m2/s)

40 80 120 160

λ (mol/mol) 500 LE 133 105 83 68
H −130 −101 −79 −62

2000 LE 91 45 17 1
H −85 −37 −9 7

4000 LE 61 8 −20 −36
H −53 1 27 42

6000 LE 41 −15 −43 −58
H −32 23 49 62

Table 7
Idem thanTable 5 but consideringdirectional temperatures at θv = 18°;φv = 180° (Tb18°),
θv = 55°; φv = 10° (Tb 55°).

Bias (°C) Vcmo (μmol/m2/s)

40 80 120 160

λ (mol/mol) 500 Tb 18° −0.31 −0.16 −0.06 0.01
Tb 55° −0.35 −0.13 0.05 0.18

2000 Tb 18° −0.11 0.13 0.26 0.34
Tb 55° −0.06 0.30 0.53 0.69

4000 Tb 18° 0.04 0.31 0.44 0.50
Tb 55° 0.14 0.55 0.79 0.90

6000 Tb 18° 0.13 0.42 0.51 0.54
Tb 55° 0.23 0.70 0.87 0.95
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Ndir being the number of (θv,φv) couples seen within the FOV. Strict-
ly, the weighting should be made according to the surfaces seen at
ground in any (θv,φv) direction, to take into account the variation of
elementary surfaces with zenith angle. This has only very little impact
here.

5.2.2. Results
The comparisons between SCOPE simulated and measured direc-

tional temperatures are given in Fig. 5 with the statistics in Table 3.
The agreement is very good for both surfaces andwhatever the viewing
configurations, with R2 correlation coefficients always above 0.93.

For wheat, the RMSE are 1.1 K and 1.4 K for the two setups (pointing
South and pointing North), with low bias.

For the 2011 pine experiment the RMSE is quite similar,with an excel-
lent agreement up to 25 °C and some scatter around the 1:1 line beyond.
As the LAI had not beenmeasured accurately in this case, we repeated the
simulations with a ±20% variation around its nominal value first consid-
ered. This only led to a small degradationof 0.1 (for LAI=1.2) and0.3 (for
LAI=1.8) on theRMSE, and an increase of the bias from0.4 to 1.1Kwhen
using a 1.8 value for LAI instead of the 1.5 nominal one.

For the 2010 pine measurements performed in hot spot viewing
direction, we obtained RMSE of 1.1 °C with a systematic bias of 0.8 °C.
As an impact of the hot spot parameterization could be expected on
these simulations, we tested a±40% variation on thew parameter relat-
ed to the size of shoots. RMSE varies from 1.7 °C at worst when w/hc is
0.008 (corresponding to w = 2 cm) to 0.8 °C at best when w/hc is 0.08.
The difference between both is small, because of the integration of the
temperatures in the FOV of the instrument. It should be noted that w
only affects the size of the hotspot, and with any realistic value of w,
the hotspot is smaller than the FOV of the instrument. This parameter
will be discussed in Section 6.

5.2.3. Sensitivity to Vcmo and λ parameters
As Vcmo and λ are difficult to obtain, either because of scarcity of lit-

erature references, or because their calibration requires measurements
Table 6
Idem thanTable 4 but consideringdirectional temperatures at θv = 18°;φv = 180° (Tb18°),
θv = 55°; φv = 10° (Tb 55°).

RMSE (°C) Vcmo (μmol/m2/s)

40 80 120 160

λ (mol/mol) 500 Tb 18° 1.07 1.04 1.03 1.03
Tb 55° 1.29 1.22 1.21 1.22

2000 Tb 18° 1.03 1.04 1.08 1.11
Tb 55° 1.20 1.23 1.34 1.42

4000 Tb 18° 1.02 1.09 1.14 1.18
Tb 55° 1.19 1.34 1.48 1.62

6000 Tb 18° 1.04 1.12 1.18 1.26
Tb 55° 1.29 1.41 1.60 1.82
not always available (in our case we used actual evapotranspiration
and CO2 assimilation), we evaluated their influence on the SCOPE simu-
lation results and the impact of prescribing a priori constant values for
both of them. The exercise was performed on the wheat experiment.
Considering the mean values (approximately 120 μmol∙m−2∙s−1 and
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4000mol∙mol−1) and the dispersion obtained on the retrieved calibrat-
ed values, Vcmo was varied between 40 and 160 μmol∙m−2∙s−1 by
40 μmol∙m−2∙s−1 steps, and λ between 500 and 6000 mol∙mol−1. For
each of the 16 simulations run, the H and LE fluxes, and the directional
temperatures in the two viewing directions Tb18 (18° zenith, 270°
azimuth) and Tb55 (55° zenith, 10° azimuth) were compared against
the measurements. The RMSE and bias are given in Tables 4–7. In
Tables 4 and 5, fluxes meeting the quality criteria RMSE b 50 W m−2
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Fig. 7. Polar plots ofmeasured (left column), simulated (central column), and simulated versus
hours of DoY 248 (a–c. 11:20–11:52; d–f. 12:52–13:36; and g–i. 15:38–16:08). The difference b
bars associated with each polar plot. The black line indicates the sun course during the period
and bias b 50 W m−2
, consistent with the calibration exercise re-

sults, are identified in bold. It is evident that only a limited number
of combinations of Vcmo and λ result in accurate output of the
fluxes, and that the quality of the simulated fluxes degraded rapid-
ly as the values of the two parameters deviate from the optimum
values.

The surface temperature appears to be less sensitive to Vcmo and λ
than the fluxes, with RMSE values of both Tb18 and Tb55 most of the
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etween oblique and nadir brightness surface temperatures is coded according to the color
of measurements.
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Fig. 7 (continued).
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time comprised between 1.0 °C and 1.5 °C, which is consistent with the
1.1 °C and 1.4 °C found for the calibrated Tb18 and Tb55. The bias keeps
acceptable values, lower than about 0.7 °C in absolute value, except for
both high Vcmo and λ. For the Vcmo and λ sets, we considered providing
acceptable values of temperatures, the bias ranges between 0.1 °C and
0.4 °C for Tb18, and between 0.2 °C and 0.7 °C for Tb55. We also notice
that the biases of Tb18 and Tb55 generally have the same sign. This
means that they are similarly affected by uncertainties on Vcmo and
λ, with consequently less impact on directional anisotropy. Contrary
to flux estimation purposes which require careful calibration of the
model, this indicates that SCOPE can potentially be used with realistic
prescribed Vcmo and λ parameters for surface temperature directional
anisotropy simulation.

This is confirmed in Fig. 6 where the anisotropy Tb18–Tb0 (Tb0 corre-
sponds to surface temperature simulated at nadir) and Tb55–Tb0 simulat-
ed for the 16 (Vcmo,λ) setswere plotted against the corresponding values
obtained with Vcmo = 120 μmol∙m−2 s−1 and λ = 2000 mol∙mol−1

resulting from the calibration exercise and considered to be a reference.
The small scatter around the 1:1 line with limited scatter clearly illus-
trates the low sensitivity of anisotropy to Vcmo and λ. When aiming
North (Fig. 6a) the anisotropy is larger than when aiming South
(Fig. 6b) for several reasons: (i) more sunlit vegetation facets seen
when the canopy is observed with the Sun in the back, (ii) 18° zenithal
viewing angle close to nadir, and (iii) in directions opposite to Sun
where most facets are shaded. The vegetation water status also drives
the anisotropy, which explains the sensitivity to Vcmo in Fig. 6b: when
well watered (Vcmo = 160 μmol∙m−2∙s−1), the temperature of the
vegetation facets display lower temperatures and less scatter, contrarily
to drier conditions (Vcmo = 40 μmol∙m−2∙s−1)

The relatively low sensitivity of surface temperature and surface
temperature anisotropy to the parameters Vcmo and λ around realistic
values also suggests that they may not be good indicators of the water
and carbon dioxide fluxes directly.
6. Application to the simulation of TIR angular anisotropy

The first part of the study demonstrated the ability of SCOPE to sim-
ulate energy fluxes and FOV integrated directional temperatures. The
simulation of the directional anisotropy appeared to be little influenced
by the uncertainties in the calibrated parameters. We now present a
simulation exercise devoted to illustrate the capacity of SCOPE to simu-
late anisotropy of LST in a large range of viewing directions by a qualita-
tive comparison against airborne measurements performed over the
mature maritime pine stand of Le Bray described in Section 3.3.

Three comparisons were made at different times of the day, on
September 4th, 1996. To match the different flight times (11:20–11:52,
12:52–13:36 and 15:38–16:08 UTC) as close as possible, SCOPE was run
on 30 min time steps over the periods 11:30–12:00, 13:00–13:30 and
15:30–16:00UTC. The anisotropywas simulated by1° steps in all azimuth
directions and for zenith viewing angles up to 50°. The model was run
with Vcmo = 50 μmol∙m−2 s−1 and λ= 2000 mol∙mol−1. The hot spot
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parameter l was given the value 0.034, which corresponds to a leaf or
shoot width w= 60 cm for a tree height hc = 17.6 m.

Fig. 7 clearly shows that measured and simulated directional LST
anisotropy display the same patterns and similar ranges of magnitude
for the 3 flights. The hot spot shape and its position changes throughout
the day are correctly reproduced. For the first 2 flights we can observe
some discrepancies of about 1 °C for zenith viewing angles larger than
30 or 40° in the direction opposite to hot spot. Nevertheless if we
consider the 35° limit scan angle specified for the THIRSTY mission,
the agreement remains excellent as shown on the plots presented in
Fig. 7.c., 7.f and 7.i. (RMSE ~ 0.2 °C, bias ~ 0.05 °C).

These results confirm the potential of SCOPE as a tool for simulating
and studying the TIR directional anisotropy and are very promising. A
detailed validation nevertheless remains to be done, and attention
must be drawn on several points:

• The canopy structure on themature pine stand somewhat differs from
the model assumptions, as it displays two distinct layers, one for
crowns, the other for the understory, with only trunks with no LAI
in between.

• The measured anisotropy using an airborne camera is likely to be
‘angular-smoothed’ because of the combined effects (i) of the rapid
variations in the attitude of the aircraft with turbulence (pitch, roll
and yaw angles), (ii) of the fluctuations of surface temperature
induced by those of wind speed (Lagouarde et al., 2013b), and (iii) of
the Sun displacement during the flights.

• On the SCOPEmodel side, attention is to be paid to the hot spot param-
eterization which governs both its width shape (angular dependence)
and intensity. The sensitivity of the anisotropy (difference between
temperature at hot spot andnadir) in the principal solar plane for differ-
ent assumptions of shoot widths w has been tested on simulations
performed at 12:00 and 13:30. The results are quite similar. In Fig. 8
the anisotropy is plotted against the zenith viewing angle for the
12:00 case only. Each curve is the average of several ones (in a range
of about ±3°) around the mean Sun azimuth, in order to account for
variations in the azimuth variation during the flight. The simulation
with w = 60 cm fits the measured anisotropy best. The anisotropy at
hot spot increases when w increases. We have limited confidence in
themeasured anisotropy close to hot spot due to the earlier mentioned
smoothing effects that may lead to a wider (in terms of angles) but less
intense (in terms of the peak temperature) hotspot than in reality. This
uncertainty limits the evaluation of the parameter w at present. We
therefore recommend future experiments to include ground measure-
ments using adapted setups (fixed instruments mounted on masts for
instance) to eliminate perturbations of airborne data, with the scope
of assessing the hot spot shape inmore detail, for a thorough validation
of the w/hc effect in SCOPE.

7. Conclusion

This paper focused on the evaluation of the SCOPEmodel in the ther-
mal infrared. The SVAT SCOPEmodel (Van der Tol et al., 2009) has been
developed to simulate both fluxes (energy, water, and CO2) and remote
sensing signatures in the 0.4–50 μmdomain. The context of our study is
in factmuchwider, and deals with the development of simple TIR direc-
tional anisotropy models robust enough to be implemented in future
routine satellite data processing tools devoted to the production of
levels 2 or 3 elaborated data. Large amounts of directional TIR data are
required to calibrate and validate new methodologies in a wide range
of conditions. Such data not being available experimentally or difficult
to measure, SCOPE here appears very attractive as it could be used as
a data generator.

Two datasets of field measurements over a winter wheat crop and a
young pine stand were used to calibrate and validate the model. These
data sets included measurements of energy, water and CO2 fluxes,
and measurements of directional brightness temperatures using TIR
radiometers in different viewing configurations. In the calibration
phase, two vegetation biological parameters less frequently document-
ed in literature, themaximal carboxylation capacity (Vcmo) and themar-
ginal cost of assimilation (λ), were adjusted by fitting the simulated and
measured latent heat flux and net CO2 assimilation. The values of
Vcmo and λ found are consistent with data previously reported, but
they display important temporal variations at daily scale which could re-
sult either from insufficient description of the processes involved (possi-
ble effects of temperature or soil moisture on Vcmo and λ as mentioned
by Medlyn et al. (2002) andWilson et al. (2000) for instance) or numer-
ical uncertainties. The validation of SCOPEwasperformed in a second step
for surface temperatures. The results are quite satisfactory with RMSE of
about 30–40 W∙m−2 for fluxes and RMSE always better than 1.4 K for
the 4 different viewing configurations investigated, with very low bias
for surface temperatures. A brief sensitivity study revealed that the simu-
lated temperatures and directional anisotropy were less affected by un-
certainties on Vcmo and λ than sensible and latent heat fluxes. This is an
important result as our purpose is to use SCOPE as a data generator of
anisotropy.

The difficulty to obtain accurate values for Vcmo and λ (or compara-
ble photosynthetic and stomatal parameters) is not likely to be resolved
soon, at least not by using thermal remote sensing observations. Never-
theless, we consider laboratory or controlled field experiments of ther-
mal anisotropy as a useful direction to obtain better understanding of
the hot spot dependence on canopy structure.

The potential of SCOPE as a tool for simulating the TIR directional
anisotropy was finally illustrated by a comparison against an available
dataset collected over amaturemaritime pine stand in 1996 September
the 4th (Lagouarde et al., 2000) using an airborne TIR camera. Although
the structure of the stand, which displays 2 separated layers of under-
story vegetation and tree crowns, somewhat deviates from the assump-
tions of a homogeneous media made in SCOPE, the simulation of
anisotropy at 3 different times in the day and for a large range of view-
ing directions (up to 50° zenith angles and in all azimuth directions)
revealed to be excellent. Both the variations of position of the hot spot
throughout the day (from 11:20 am to 4:00 pm UTC) and the range of
anisotropy values agreed very well. In particular if we limit the compar-
ison for zenith viewing angles lower than 35°, which corresponds to the
maximum scan angle accepted for the THIRSTY mission, the agreement
between SCOPE simulated and measured directional anisotropy is
already quite satisfactory with a RMSE close to 0.2 °C and no bias.
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Even if important improvements are to be expected from better
assessment of the w parameter for the hot spot shape, and possibly, to
a lesser degree, of the critical Vcmo and λ parameters for vegetation
resistance, and additional validation needed, SCOPE in its present status
appears from now on as an excellent deterministic tool to simulate both
surface fluxes and directional temperatures. Making possible detailed
sensitivity studies or contributing to the development of simplified
methods for assessing directional effects, in particular using it as a
data generator, it should significantly help in the interpretation of
satellite data from future TIR mission.
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