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ABSTRACT

Abstract sequential machines can be realized by series and parallel connections of components. These connections
can be automatically learned by simulation, rating and selecting component models. Our goal here is threefold: (i)
discuss implications for model reconstruction and reconfiguration in model engineering, (ii) present mathematical
analyses of search simulation results, and (iii) conjecture that the whole search space of achievement components
seems to be well ordered. This conjecture opens new perspectives for studying parallel and series connections
of components upon a simulation-based framework. More generally, the automatic learning demonstrated here
constitutes a formal basis for model reconstruction and reconfiguration in model engineering.
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1 INTRODUCTION

Linear sequential machines can be decomposed into par-
allel and series connections [1, 2]. In sequential machine
theory [3], logical and functional functions in machines
are studied describing possible realizations independently
from the implementation of physical components.

On the other hand, activity can be used to link the
energy of physical components to information [4] and
activity-based credit assignment (ACA) can be used for
automatically rating component systems and composing
them according to the experimental frames in which they
are placed [5, 6]. This includes both arbitrarily connected
coupled models, i.e., having series, parallel, or feedback
loop couplings in any combination. Here we focus on
series and parallel coupled models where mathematical
analysis of the ACA’s behavior is possible, as we shall
show.

From a systems science perspective, systems problem
solving [7] and system design and engineering [8] are the
approaches closest to the approach presented here. How-
ever, these approaches remain at modeling level and do
not use activity at component level for building systems at
network level. Concerning other credit assignment meth-
ods, a comparison is presented in [5].

This manuscript aims at using simulation for induc-
tively modeling the automatic search process of parallel

and series connections. The difficulty in such approaches
is to find a metrics being generic enough to allow mathe-
matical analysis. The metrics presented here takes advan-
tage of both activity measure and connections topology.
This metrics proved to be consistent in both modeling
(mathematical) and simulation (computational) worlds.
This allows, for parallel and series connections, to induce
a new conjecture. As far as we know, it is the first attempt
of a method for the mathematical analysis of the learn-
ing simulation of basic structures (parallel and series) of
components, at system level.

The manuscript is organized as follows. Section 2
presents the mathematical structures and activity-based
metrics used. Section 3 situates the approach presented in
the context of model engineering. Section 4 describes the
simulation and mathematical results obtained for both
parallel and series connections. Finally, a conclusion
presents the new conjecture and draws the lines of the
corresponding formal perspectives.

2 TOOLS

Discrete event system specification allows specifying lo-
cuses of activity (components) [9] and thus storing the
amount of activity of components. The activity (effi-
ciency) of components can be combined with the behavior
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(performance) of compositions to find target solutions.

2.1 Discrete Event System Specification
(DEVS)

The structure of both network and basic discrete event
systems is presented here.

Definition 1. A basic Discrete Event System Specifica-
tion (DEVS) is a structure:

DEVS = (X,Y, S, δext, δint, λ, ta)

Where, X is the set of input events, Y is the set of output
events, S is the set of partial states, δext : Q × X → S
is the external transition function with Q = {(s, e) | s ∈
S, 0 ≤ e ≤ ta(s)} the set of total states, δint : S → S is
the internal transition function, λ : S → Y is the output
function, and ta : S → R

0,+ is the time advance function.

Definition 2. A DEV S network is a structure:

N = (X,Y,D, {Md}, {Id}, {Zi,d}, Select)

Where X is the set of input events, Y is the set of out-
put events, D is the set of component names, for each
d ∈ D, Md is a basic model (whose structure differs
from one DEVS -based formalism to another), for each
d ∈ D ∪ {N}, Id is the set of influencers of d such that
Id ⊆ D∪{N}, d /∈ Id and for each i ∈ Id: Zi,d is a coupling
function, the i− to −d output translation, defined for: (i)
external input couplings : Zself,d : Xself → Xd, with self
the network name, (ii) internal couplings : Zi,j : Yi → Xj,
and (iii) external output couplings : Zd,self : Yd → Yself ,
and Select : 2D −{Ø} → D∪{Ø} is the sequential select
function (to select one component to execute its tran-
sition/output functions, among imminent components).
Considering a set of components C candidate for internal
transition, the sequential select function has constraint
Select(C) ∈ C ∪ {Ø}, i.e., only one component or no
components can be selected among candidates.

2.2 Activity credit assignment (ACA)

Definition 3. Event-based activity Aξ(t
′ − t) [9] in an

event set ξ consists of:

Aξ(t
′ − t) = |{evi = (ti, vi) ∈ ξ | t ≤ ti < t′}|

Where t, ti, t
′ are time-stamps and vi ∈ V is an event

value.

Average event-based activity consists then of

Aξ(t′ − t) =
Aξ(t

′−t)
t′−t

.

For example, assuming the event trajectory depicted
in Figure 1, the average event-based activity of the sys-
tem corresponds to the following values for different time
periods: Aξ(10) = 0.3, Aξ(20) = 0.15, Aξ(30) ≃ 0.133,

Aξ(40) = 0.175.

Figure 1: An example of event trajectory.

Definition 4. Average external activity Aext, related to
the counting next of external transitions δext(s, e, x), over
a time period [t, t′] consists of:

{
s′ ← δext(s, e, x)⇒ n′

ext ← next + 1

Aext(t′ − t) = next

t′−t

Definition 5. Average internal activity Aint, related to
the counting nint of internal transitions δint(s), over a
time period [t, t′] consists of:

{
s′ ← δint(s, e)⇒ n′

int ← nint + 1

Aint(t′ − t) = nint

t′−t

Definition 6. Total average simulation activity
As(t′ − t) is equal to:

As(t′ − t) = Aext(t′ − t) +Aint(t′ − t)

ev : Ω× P × P ∗ → R is the evaluation function, where
ρ∗ ∈ P ∗ is the target output segment (a partial function
ρ∗ : [t, t′]→ Y ∗) of the target network name (noted target
network for short after) k∗ ∈ K, ρ ∈ P is the output
segment (a partial function ρ : [t, t′]→ Y ) of a candidate
network k ∈ K, and ω ∈ Ω is the input segment (a partial
function ω : [t, t′]→ X) of both networks. For each input
segment ω ∈ Ω, the evaluation function ev computes the
distance between each output segment ρ ∈ P (obtained
by simulation) and the target output segment ρ∗ ∈ P ∗.
Evaluation function compares simulation results between
a candidate network k ∈ K and a target network k∗ ∈ K,
i.e., ev(k, k

∗) (noted ev(k) for short hereafter).

Definition 7. A local optimum k̂ ∈ K consists of ev(k̂) <
ev(k

∗), where k∗ ∈ K is the global optimum (target net-
work) and ev(k

∗) = v∗ with v∗ the maximum evaluation
value.

Definition 8. At trial 0 < r ≤ R (with r ∈ N), the
simulation credit (achievement) of each component i ∈ D,
over a simulation duration [t, t′], consists of ci,r(t

′ − t) =

As(t′ − t)× ev(k), with k ∈ K.
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Definition 9. Over a number of trials R ∈ N, the ac-
cumulated simulation credit of a component i ∈ D is the
sum of accumulated credits at each trial 0 < r ≤ R:
ci,R(t

′ − t) = Σ
R

r=1cr(t
′ − t).

Definition 10. The accumulated simulation credit ratio of

a component i ∈ D consists of ĉs,i =
Cs,i

Cs,n
where n is the

index of the last component of a sequence of components

(DEV Si)
n
i=1 with i ∈ D and D ⊂ N.

Definition 11. The accumulated predicted credit of a

component i ∈ D consists of cp,i = Σi∈DP (i)ev(k), with
P (i) the probability of activation of component i ∈ D and
k ∈ K a candidate network.

Definition 12. The accumulated predicted credit ratio of

a component i ∈ D consists of ĉp,i =
cp,i
cp,n

.

3 MODEL ENGINEERING

In [10], authors state that model reconstruction and re-
configuration is one of the important problems in model
engineering: “According to the performance requirement
change of model function caused by the diversity of de-
mand and the environmental uncertainty, the model needs
to be reconstructed and configured quickly. The model
reconstruction is to adjust its internal structure without
changing the main external features, in order to optimize
the performance and make it easier to understand, main-
tain and transplant. The model configuration is to ad-
just and optimize the internal components and parame-
ters without changing the basic structure of the model,
so as to adapt the different requirements or changes in
function and performance of the model. For the model
engineering of the complex system, the model reconstruc-
tion and configuration management is a very important
and challenging research.”

Muzy and Zeigler [5] developed a framework for auto-
matically rating component models and composing them
according to the experimental frames in which they are
placed. Components are assigned credit by correlating
measures of their participation (activity) in simulation
runs with run outcomes. These ratings are employed
to bias component selection in subsequent compositions.
Figure 2 sketches the position of the new decision and
search process layers on the top of usual modeling and
simulation processes. Model construction is biased via the
synthesis from achievement components stored in reposi-
tories (or model-base).

Figure 2: Decision and search in modeling and simulation.

Figure 3 presents the basic modeling and simulation
entities used in activity-based credit assignment. A cor-
relator entity is in charge of correlating performance eval-
uations obtained in an experimental frame and simulation
results for credit assignment at component-based level.

Figure 3: Basic modeling and simulation entities in
activity-based credit assignment.

This activity-based approach to model construction
also applies to model reconstruction and reconfiguration
as defined by [10]. This is because the experimental frame
represents the requirements of the model and when the
latter changes, so should the frame representing them.
A change in frame can then automatically induce a new
search for composition of components to best meet the
new requirements.

4 SERIES AND PARALLEL

CONNECTIONS

In this set-up, the requirement for ACA to demonstrate is
that it must converge to a stable assignment of credits to
all steps where each right step has a credit that exceeds
that of the corresponding wrong step. In this way, a com-
position strategy that selects from high valued component
alternatives will select the correct composition. Assum-
ing uniform independent random selection of alternatives.
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We now proceed to show that this requirement holds us-
ing a stochastic analysis approach. We also verify the
probability estimates obtained using direct simulation of
the ACA as described in [6].

The main assumptions of the simulations are:

• At a given trial, for a right component, to be acti-
vated, all the precursors that are right have to be
activated.

• At each step, a uniform random selection of compo-
nents is achieved.

• Evaluations are deterministic. Each composition is
evaluated once.

• Components contribute additively to the total out-
come measure.

• Each wrong component has the same activity, when
activated.

• Each right component has the same activity, when
activated.

4.1 Series connections

Figure 4 represents the component-based implementation
of a series connection, for four right steps. A skill is
a learned sequence of actions. The problem here is to
learn a skill that requires a sequence of actions. Assume
that the set of base slots for actions and their coupling
is known, the actions exist as alternative components for
selection – the right component has to be selected for
each slot. The sequence of activations is assumed to be
known, and the actions exist as alternative components
for selection – the right component has to be selected
for each step. For simplicity, there are two actions, right
and wrong, for each step. For example, “move an object
from one place to another” consists of 1st step: “move
grabber to right place” vs. “move to another place”; 2nd

step: “lift the object” vs. “drop the object”; 3rd step:
“move the grabber to the target location”, etc. Each step
must be right before learning the next. For example, a
skill has 4 steps. A coupled model is shown in Figure
4 that represents the components and couplings, where
each component can be either right or wrong. Step 1
starts and if it is right, triggers step 2 ; if step 1 is wrong,
then the trial is over and a new candidate is generated.
If step 2 is right, it triggers step 3, etc.

Each right step sends an output of value 1 to be
summed in the Sum component (experimental frame).
Maximum score is then 4 if all steps are completed. A
partial score of i is thus obtained for i steps completed

Figure 5 describes the accumulated predicted credits,
the score, and the activation probability of right step com-
ponents. Each right step accumulates its own score plus
the sum of the downstream right step scores (since it par-
ticipates in them). For example, for 2 right steps, with
1
8 probability, the activation ends after right step 2, and
the score is then 2.

Table 1 presents both predicted and simulation accu-
mulated credits of each right step component. Looking
at the table, it can be seen that for long enough runs
(including many trials), for each right step component
i ∈ D, the accumulated predicted credit ratio is equal to
the accumulated simulation credit ratio ĉp,i = ĉs,i.

Right step ĉp,i cs,i ĉs,i

1 3.75 0.30 3.75

2 2.75 0.22 2.75

3 1.75 0.14 1.75

4 1 0.08 1

Table 1: Analysis of accumulated credit for each right
step.

Figure 6 describes the accumulated credits, the score,
and the activation probability of wrong step components.
Each wrong step accumulates the previous step score. For
example, for wrong step 3, with 1

8 probability, the activa-
tion ends after right step 2, and the score is then 2.

As for right steps, Table 2 represents the predicted and
simulated accumulated credits of each wrong step com-
ponent. This table tells us that for each wrong step
component i ∈ D, the accumulated predicted credit ra-
tio is equal to the accumulated simulation credit ratio
ĉp,i = ĉs,i. Also, when comparing Tables 1 and 2, it
can be observed that the wrong step component with the
highest accumulated credit cs,i still gets a lower accumu-
lated credit than the right step component with the lowest
accumulated credit. This should ensure a good ranking
of all the components of the candidate set.

Wrong step ĉp,i cs,i ĉs,i

1 0 0 0

2 1.33 0.04 1.33

3 1.33 0.04 1.33

4 1 0.03 1

Table 2: Analysis of accumulated credit for each wrong
step, with ĉs,i = ĉp,i.

The stochastic analysis generalizes to a series coupling
of any length. For convenience let’s consider such a con-
nection with infinite length. Then at any step number, N ,
a wrong step gets credit for the previous N − 1 steps and
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Figure 4: Series connection. Step 1 initiates action – it needs to be right to activate step 2 and to add 1 to the sum.
Step 2 continues action – it needs to be right to activate step 3 and to add 1 to the sum – and so on.

this occurs with proability PF (N) given by a geometric
(distribution) first failure process. A right step receives
this credit plus credit for any subsequent right steps until
a wrong step, for which the probabability distribution is a
geometric first failure process. Thus each right step has a
credit that exceeds that of the corresponding wrong step
by an expected amount given by the mean of the geomet-
ric first failure distribution.

4.2 Parallel connections

Here the simulation consists of learning a skill that re-
quires concurrent execution of actions. Assume that the
set of base slots for actions is known, and the actions exist
as alternative components for selection – the right com-
ponent has to be selected for each slot. For simplicity,
assume there are two actions, right and wrong, for each
slot. For example: Move right arm forward and left leg
backward simultaneously. You must get each slot right to
get the whole skill right, but you get partial reward for
getting one slot right while the other is wrong.

Figure 7 represents the component-based implementa-
tion of the parallel case, for four right steps. The skill has
4 slots. A coupled model is shown next that represents
the components and coupling, where each component can
be either right or wrong. Step 1 is set to be right. When
it starts triggering the other slots. Each right slot sends
an output to the Sum (experimental frame).

In such a parallel composition, with every component
uniformly and independently randomly selected as either
right or wrong, a Bernoulli distribution determines the
number of right and wrong selected components at each
trial. Focusing on one component, the distribution for
other components is the same whether it is selected as
right or wrong. The only difference being that a right

selection is active and therefore receives one more unit of
credit than the corresponding wrong alternative.

Table 3 represents the accumulated predicted credit of
each right step r ∈ D, cp,r, the accumulated predicted
credits of each wrong step w ∈ D, cp,w, and the ra-
tios of total accumulated credits of right slots to wrong
slots defined as predicted c̃p=

Σr∈Dcp,r
Σw∈Dcp,w

and simulated

c̃s=
Σr∈Dcs,r
Σw∈Dcs,w

.

# right P (i) cp,w cp,r

0 .25 1 2

1 .5 1.5 2.5

2 .25 2 3

Total 4.5 7.5
c̃p 7.5/4.5=1.6
c̃s 12/7.0=1.7

Table 3: Analysis of accumulated credits for each right
and wrong step.

Table 3 suggests that both predicted and simulated ra-
tios of total accumulated credits of right slots to wrong
slots are approximatively equal c̃p ≃ c̃s. This should en-
sure a good ranking of right and wrong components for
simulation-based learning of target parallel connections.

5 CONCLUSION AND PER-

SPECTIVES

In the context of sequential machines [3], for series and
parallel connections, accumulated credit seems to be the
right metrics of the set of candidate network solutions.
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Figure 5: Analysis of accumulated credit for each right step – component in the target set.

Figure 6: Analysis of accumulated credit for each wrong step – component not in the target set.

Based on the results obtained here, the following conjec-
ture can be derived:

Conjecture 1. Consider any composition whether se-
ries, parallel, or feedback in any combination. Let each
component have right and wrong alternatives and let the
outcome be measured by the number of right selections. If
the alternatives are selected uniformly and independently
at random in every trial, then the expected credit assigned
by ACA to each right alternative always exceeds the ex-
pected credit assigned to the corresponding wrong alterna-
tive.

Once this conjecture has been proved, i.e., that con-
nection candidate sets are well ordered according to their
achievements, it would be possible to correlate learning
times (to find components) to the amount of activity re-
quired. It should be that the more activity invested in

the learning process the smaller the learning time. More
generally, the automatic learning of system structures,
as demonstrated here through parallel and series connec-
tions, constitutes a formal basis for model reconstruc-
tion and reconfiguration in model engineering as defined
by references [10, 5]. In [5], ACA proved to be more
efficient than a random model-base approach (selecting
randomly components in a repository), for a model em-
bedding both parallel and series chains of components
and possibly feed-back loops. Testing the conjecture ob-
tained here in the framework presented in [5], constitutes
a challenging perspective for ACA mathematical analysis
of more complex systems.
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Figure 7: Parallel connections.
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