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Abstract—In this paper, a visual analysis system to qual-
itatively assess the features and distance functions that are
used for calculating dissimilarity between two word images is
presented. Computation of dissimilarity between two images
is the prerequisite for image matching, indexing and retrieval
problems. First, the features are extracted from the word images
and a distance between each image to others is computed and
represented in a matrix form. Then, based on this distance
matrix, a proximity graph is built to structure the set of word
images and highlight their topology. The proposed visual analysis
system is a web based platform that allows visualisation and
interactions on the obtained graph. This interactive visualisation
tool inherently helps users to quickly analyse and understand the
relevance and robustness of selected features and corresponding
distance function in a unsupervised way, i.e. without any ground
truth. Experiments are performed on a handwritten dataset of
segmented words. Three types of features and four distance
functions are considered to describe and compare the word
images. Theses material are leveraged to evaluate the relevance
of the built graph, and the usefulness of the platform.

I. INTRODUCTION

In Document Image Analysis (DIA) field, describing and
comparing image entities, such as words or characters, are
challenging tasks. Indeed, the choice of features and distances
is a crucial step and has a deep impact on many applications
like optical character recognition, word-spotting or writer
identification. One can find many papers where new features
or distances are proposed to address new challenges: difficult
scripts, historical documents or camera-based input.

In most of these works, an evaluation of the proposed
features or distances is done to assess the quality of
the contributions regarding an objective and the studied
dataset(s). Both qualitative and quantitative experiments can
be performed. In this process of evaluation, one usually
performs the following steps: (i) use a public accessible
dataset or create one, (ii) create the ground-truth if not
already available, (iii) extract the proposed features, (iv) then
use a common classifier and cross-validation to generate
some metrics, for instance the accuracy or precision-recall.
However, obtaining data with ground-truth which requires

quite a lot of time and effort. Furthermore, after using this
kind of procedure, it is difficult to look into what went wrong
and why, like misclassification or erroneous recognition.
Thus, one may miss a chance to reassess the used features or
distances and improve their relevance.

Visual analytic is a paradigm that combines automated
analysis methods with interactive visual interfaces to allow
one to reason and understand complex datasets. Only a few
works leverage this paradigm to analyse documents entities.
For example, [1] and [2] use graphs to study the distribution of
handwritten digits, while [3] and [4] study font distribution.
In [5], multidimensional scaling is used to visualise the
diversity of japanese handwritten hiragana. In these works,
features and distances are chosen and not discussed afterwards.

In this paper, we propose a visual analysis system that
allows a fast and qualitative assessment of word images
features and distances. First, features are extracted from
word images and a distance matrix is computed. This matrix
is leveraged to structure the word images in a relative
neighbourhood graph (RNG). The RNG allows to highlight
the topology of the data: it gives the global distribution and
underlines the similarity between the data. Second, a web
platform is used to visualise and interact with the graph. The
global visualisation is a good qualitative clue to assess the
quality of the features or distances. One can also zoom to
study local neighbourhood of a node or explore the graph
neighbour by neighbour while having a visual feedback. This
interaction allows one to discuss some adjacencies that can
be erroneous and put into question the choice of features or
distances.

The rest of the paper is organised as follows: Section II
presents the used graph for structuring the data and outlines
some specifications of the proposed visual analysis system.
Section III presents the material that is used to evaluate
the proposed visual system. In Section IV, we present the
performed experiments to evaluate the relevance of the built



graph and the usefulness of the platform with some use cases.
Finally, we conclude our study in Section V.

II. METHODS AND PLATFORM

A. Relative neighbourhood graph

The relative neighbourhood graph has been introduced in
the work of Toussaint [6]. The construction of this graph is
based on the notion of relatively close neighbours, that defines
two vertices as relative neighbours if they are at least as close
to each other as they are to any other vertices. From this
definition, we can define RNG = (V,E) as the graph built
from the vertices of D where distinct vertices p and q of D
are connected by an edge pq if and only if they are relative
neighbours. Thus,

E(RNG) = {pq | p, q ∈ D, p 6= q,

δ(p, q) ≤ max(δ(p, r), δ(q, r)),∀r ∈ D\{p, q}.

where δ : D×D → R is a distance function. An illustration of
the relative neighbourhood of two vertices p, q ∈ R2 is given
in Figure 1.

p q

r

Figure 1: Relative neighbourhood (grey area) of two vertices
p, q ∈ R2. If no other vertex lays in this neighbourhood, then
p and q are relative neighbours.

The choice of the RNG is justified as follows: on one
hand, the main drawback of the RNG is its construction.
The classical and brute-force construction has a complexity
of O(n3). However this issue has been addressed [7], [8]. On
the other hand, the RNG is a connected graph that highlights
the topology of the data and embeds local information about
vertices neighbourhood. This graph has been used in [2], [3]
and [4] over the minimum spanning tree [9], due to its
properties. Furthermore, the connectivity property guarantees
that each word images can be reachable during a content-based
exploration of the graph.

B. Visual analysis system description

The proposed visual analysis system allows to visualise and
interact with graphs of images. The graph that is described
in the previous section highlights the topology of the studied
data. Thus, in our case, one should expect the following
observations: (i) similar word images may be linked by an
edge, (ii) on the contrary, dissimilar word images should not
be linked, or at least by a long edge. This last phenomenon
occurs because of the connectivity property of the selected
proximity graph. Figure 2 shows the platform interface.

The proposed visual analysis system has been realised using
web technologies, namely HTML5, CSS3 et Javascript. This
choice is explained as follows:

Figure 2: Interface of the proposed visual analysis system.

1) The platform target is image analysis researchers, but
also experts from others fields such as health or digital
humanities. Indeed, these later could bring a differ-
ent point of view of the network analysis and thus
raise different questions about the features and distance.
Nowadays, a majority of users that are not experts in
computer science can still manage well web navigation.
Thus, such users are familiar with web browsers. We
think that presenting the system as a light web platform,
would make users more disposed to exploit it.

2) The platform is only client-side and do not use any
server. This can be justified by two arguments: (i) no
upload of the pictures to a server is needed, operation
that may cost time and (ii) as the images are not sent
nor stored in an external server, we respect the potential
confidentiality or license issues that are related to the
images.

Some of the visualisation and interaction specifications of
the platform are given below:

• First, the graph is laid out and shown as a whole. The
user can quickly have a glimpse on the global distribution
of the word images and their topology. If the features and
distance are discriminant, one can already perceive some
connected components.

• The user can display the word images related to each
node. Thus, the network can be interpreted more easily.

• To have a better view of the word images, the user can
move the pointer above a node: a larger thumbnail is
displayed.

• When a node is selected, a zoom is performed and the
focus is set on it. The adjacencies of this node are
highlighted. Thus, the user can study local neighbourhood
of a node.

• In addition, when a node is selected, related information
is displayed on the right of the graph (cf. Figure 2).
Among these details, the larger thumbnail is displayed,
and clicking on it allows to display the image at its
original size. The relative neighbours of the selected
graph are also displayed, and the user can perform a step
by step exploration.

• Also, a history of the user navigation is stored and
displayed, allowing him to return to any previous step
of his exploration.



III. MATERIAL DESCRIPTION

A. Dataset

The Bentham Dataset [10] consists of a series of docu-
ments from the Bentham collection. It has been prepared in
the tranScriptorium project 1. This dataset mainly includes
manuscripts that were written by Jeremy Bentham (1748-
1832) himself over a period of sixty years, as well as written
copies by Bentham’s secretarial staff. In our experiments,
100 word images have been selected and ground-truthed. The
ground-truth has been leveraged only to evaluate the relevance
of the graph that is used.

B. Features Extraction

Once the segmented words are obtained from the datasets,
the next task is to extract the useful features from them.
Both gray scale and binary height normalised images are
used to extract features. In the following section, we describe
three different categories of features: namely column-based
features, histogram of gradient (HOG) based features and
block level improved HOG features. These features, that are
leveraged in the literature for word image description, are
used throughout our experimental process.

1) Column-based features: we leverage here a set
of statistical column-based features, used previously for
handwriting recognition [11]. Although these features can be
outperformed in terms of accuracy by more complex features
(e.g. gradient based features, graph similarity features, etc.),
they remain quite interesting due to their less computational
cost and comparative accuracy. Here, we have chosen 8
features, F1, F2, . . . , F8 to define each pixel column. The
description of the features Fi is given below in Table I.
Thus, for an image with a pixel width of N , sequences of
feature vectors are obtained by moving from the left to right
over the word image. Please see [12] for the details of this
column-based features.

2) Slit style HOG based features: the slit style HOG
(SSHOG) [13] is a specially modified version of HOG [14],
to make it suitable for word spotting applications. A fixed
sized slit window is slid over the image in an horizontal
direction for extracting features from each slit. Please see [13]
for more details on SSHOG.

3) Block style HOG based features: the classical HOG
descriptor was improved by Felzenszwalb et al. [15]. In these
experiments, we also use Felzenszwalb’s implementation. For
a given height normalised word image of M × N pixels,
the image is divided into fixed size cells of size c pixels.
We extract HOG descriptor, that consists of 31 individual
features, from each cell. Thus, we get a m×n matrix of HOG
descriptors, where m = M

c and n = N
c . Finally, we create a

(31 ∗m)× n matrix, where for each column, we concatenate
the m HOG descriptors of the m× n matrix.

1http://transcriptorium.eu/ icdar15kws/data.html

C. Distance functions

After extracting the features from each image, four distance
functions are considered for calculating the dissimilarity
between the images. The ideas behind these algorithms are
explained in this section.

1) Dynamic Time Warping (DTW): this technique [16] is
a dynamic programming (DP) based approach for calculating
the optimal correspondence between two feature sequences X
and Y . To align these two sequences, we construct a matrix,
where each element of the matrix corresponds to the squared
distance between elements of the sequences. Then, DTW
computes a path cost matrix P using dynamic programming.

2) Itakura Parallelogram: to speed up DTW and to avoid
pathological matching, constraints are widely imposed for
the calculation of warping path. It reduces time complexity
by limiting the number of cells that are evaluated in the cost
matrix. Itakura band [16] is a global constraint that gives an
efficient trade-off between accuracy and speed, when it is
defined properly.

3) Pseudo Local DTW (LDTW): this approach extends the
DTW algorithm to perform pseudo-local alignment using a
specific DP-path [17]. It applies different DP paths at different
location of path cost matrix (P) for handling stretching and
compression of individual points in time series data.

4) CDP: this technique [18] is able to perform subsequence
matching (full query in longer target) and to locate multiple
occurrences of the query in the target. Even so, this algorithm
works well with properly segmented words.

IV. RESULTS AND DISCUSSION

A. Graph relevance

In order to evaluate the relevance of the graph, we have used
the Bentham dataset. The main objective is to check whether
the observations that can be done with a classical information
retrieval metric can also be done using the graph. Using
the ground-truth, the mean average precision (mAP) of each
feature and distance pair have been computed. Furthermore,
the RNG has been built for each of the mentioned pairs, and
a graph metric has been calculated.

First, let us define the mean average precision. Given a
query, we define Rel as the set of relevant similar word images
with regard to the query and Ret as the set of ranked retrieval
results from the dataset. The precision at k, noted P@k is
obtained by computing the precision by considering only the
k top most results that are returned by the system. The mAP
is the average of the precision at k for each relevant answers
in the ranked retrieval results. Let r(k) be the binary function
on the relevance of the kth item in the returned ranked list,
the mAP is calculated as follows:

mAP =

|Ret|∑
k=1

P@k × r(k)

|Rel|



Table I: Extracted features from the word images, considering an image with N columns and M rows

Sr. No Feature set description
F1. Projection profile of sequence
F2. Background-to-ink transition in pixel column
F3. Upper profile of sequence
F4. Lower profile
F5. Distance between upper and lower profile
F6. Number of foreground pixels in pixel columns
F7. Center of gravity (C.G.) of the column obtained from the foreground pixels
F8. Transition at C.G. obtained from F7

Table II gives the average mAP values that have been com-
puted for each presented feature and distance pair in Sec-
tion III. Each image have been considered as a query, and
searched in the remaining 99 word images. Then, the average
mAP on the hundred queries has been computed.

Table II: Mean average precision for the Bentham dataset over
studied features and distances.

CDP DTW Itakura LDTW
column-based 0.23 0.22 0.26 0.23

SSHOG 0.03 0.11 0.09 0.10
BlockHOG 0.19 0.26 0.28 0.24

Second, we define the metric that has been considered to
evaluate the computed graphs. Let us consider a graph G =
(V,E), where V and E are the set of nodes and edges of G,
respectively. For each node n ∈ V , we compute the precision
P (n) given by P (n) = TP (n)

RN(n) , where TP (n) corresponds to
the number of relative neighbours of n that have the same
class as n and RN(n) corresponds to the number of relative
neighbours of n ∈ G. Then we compute the average precision
P (G) of the graph with

P (G) =
∑
n∈V

P (n)

|V |
,

where |V | is the number of nodes of G. Table III gives the
average precision of the computed graphs for each feature and
distance pair that are presented in Section III.

Table III: Graph average precision for the Bentham dataset
over studied features and distances.

CDP DTW Itakura LDTW
column-based 0.37 0.32 0.30 0.38

SSHOG 0.12 0.21 0.20 0.26
BlockHOG 0.32 0.39 0.41 0.37

As we can see in Table II and Table III, the graph metric
allows one to make the same observations than the mean
average precision. For instance, regardless of the distance
function, one can state that SSHOG performs less well than
the column-based feature or the BlockHOG. As well, if we
choose one set of features, we can rank the distance functions
and decide which one is more prone to perform well with the
selected features.

Thus, the generated graphs highlight the quality of the
chosen features and distances as well as a classic information
retrieval metric.

B. Visual analysis system usefulness

In this section, we illustrate the usefulness of the proposed
visual analysis system with a set of use cases. These use
cases are scenarios that could be helpful to DIA experts when
assessing the quality of the features, the distance function or
both. Here, the experiments are done in an unsupervised way,
i.e., the ground-truth of the word images is not presented.
A discussion about some limitations of the platform is also
presented at the end of this section.

1) Global visualisation: the first visualisation that is
presented to the user is the whole graph. It could be laid
out thanks to a drawing algorithm, namely Force Directed
algorithm, to underline the topology of the graph, and hence
the dataset. Leveraging this visualisation, one can quickly
have a glimpse of the distribution of the images. On one
hand, communities (i.e. group of nodes that are densely
connected between them) may highlight very similar word
images, wrt. the chosen features and distance pair. On the
other hand, a graph with no structure may be synonym of a
non discriminative pair. In Figure 3, one can observe a graph
that displays a community and other dense groups of nodes
while in Figure 4, no immediate structure appears.

Figure 3: RNG drawing using BlockHOG features and Itakura
distance. One can observe a community in the bottom of the
graph.



Figure 4: RNG drawing using SSHOG features and Itakura
distance. One can observe that no specific graph structure is
highlighted.

2) Local neighbourhood study: one of the main goals of
the proposed platform is to allow the user to locally study
parts of the graph. Thus, using available interactions, one can
zoom on a region of interest of the graph, and select a given
node. Then, one can visualise and make observations on the
neighbourhood of the selected node. Figure 5 illustrates a case
where a word image is correctly linked to its similar images.
At the same time, it is linked to other images which are not
really similar. This could be either due to the choice of the
features and distance pair or because it is a consequence
of the graph connectivity property. In Figure 6, we observe
a situation where a node has only one relative neighbour
and the related word images are not similar at all. Here the
bad segmentation of the bottom word image could be an
explanation.

Figure 5: RNG drawing using BlockHOG features and LDTW
distance. The center word image is relevantly linked to similar
word images.

3) Feature evaluation: the proposed visual analysis system
can be used to evaluated features only. Indeed, if one
leverages only one distance function, he could visualise the
generated graph over different features. Then, observations
can be made either on the whole graphs (e.g. which features
generate a graph with interesting structures) or be more
thoroughly on a local level. Figure 7 illustrates a local study.
The Itakura distance has been selected, and we observed the

Figure 6: Using the same features and distance function as
in Figure 5, one can observe that an irrelevant adjacency has
been created.

relative neighbours of a given word image (”Majesty”) on
the three RNG built considering the three features that are
mentioned in Section III. One can observe that the precision
is not the same. For BlockHOG features(cf. Figure 7a), two
similar images have been correctly linked. Regarding the
column-based features (cf. Figure 7b), only one among two
relative neighbours is relevant. Finally, SSHOG features (cf.
Figure 7c) perform less well: they link only one similar
word image among three and this relevant neighbour is
the farthest among the three. Thus, based on such local
mining on several word images of the graph, one can draw
conclusions about the relevance and robustness of the features.

4) Distance evaluation: in the same way, the proposed
visual analysis system can also be used to evaluated distance
functions only. Indeed, if one selects a feature, he could
visualise the generated graph considering different distance
functions. Thus, it is possible to quickly select the most
relevant distance function for a given feature but also the
most relevant feature for a given distance function. Note that
this observation shall be done only on the considered dataset
and must be tested over others datasets to assess its relevance.

5) Limitations: during our experiments, we underlined
some limitations of the proposed visual analysis system. First,
one should not draw some conclusions based only on the
global topology of the graph. Indeed, the display of the graph
depends on the choice of the drawing algorithm. Several
drawing algorithms have been proposed in the graph commu-
nity [19]. In this work, we have chosen for a Force Directed
algorithm, that allows to highlight the graph structure. Second,
regarding the number of considered nodes in the qualitative
evaluations. Indeed, it is possible to build the RNG for large
collection of images [8] in acceptable times. This may be
useful to study the distribution of large datasets. However,
an issue occurs with the visualisation. Indeed, one can face
problems such as the overlapping of nodes, hence word
images. These occlusions may be an issue for a thorough local
study. Furthermore, one must be aware that the interactions
will not be as smooth, due to memory issue.



(a) (b) (c)

Figure 7: Ranked relative neighbours of a given word image : ”Majesty” using the same distance, namely Itakura, and using
(a) BlockHOG features, (b) column-based faetures and (c) SSHOG features. One can observe different precisions depending
on which features are considered.

V. CONCLUSION

In this paper, we proposed a visual analysis system that
allows one to perform a fast and qualitative assessment of
features and distance functions of document entity images.
A proximity graph is used to structure and visualise the set
of images in a custom web platform. Experiments are done
considering the evaluation of features and distance functions
for word images. The graph relevance is underlined and the
usefulness of the proposed visual system is highlighted by
a set of use cases. Future works will mainly focus on the
improvement of the platform. Indeed, one can easily think
about more visualisations and interactions, such as multi-
faceted thumbnails to improve the evaluation of either only
the features or only the distance function. Feature selection
interactions could also be embedded to further understand
the impact of features. Besides, graph partitioning techniques
could be used to highlight possible communities.
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