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Abstract

This study presents a numerical method in order to determine the mass attenuation
coefficient of a sample with an unknown chemical composition at low energy. It is com-
pared with two experimental methods : a graphic method and a transmission method.
The method proposes to realise a numerical absorption calibration curve to process ex-
perimental results. Demineralised water with known mass attenuation coefficient (0.2066
cm?.g71 at 59.54 keV) is chosen to confirm the method. 0.1964 & 0.0350 cm?.g~! is the
average value determined by the numerical method, that is to say less than 5% relative
deviation compared to more than 47% for the experimental methods.

Keywords: Mass attenuation coefficient; Gamma spectrometry; Self-absorption;
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1. Introduction

Geochronologic methods with natural radioisotopes, such as 2!°Pb, “Be and anthro-
pogenic ones (**7Cs), make the determination of geologic characteristics possible; sedi-
mentation speed and rate, bioturbation and sediment’s age [1]. In order to quantify the
gamma photons emitted by these isotopes, the commonly used method is the gamma
spectrometry. The quantification of 2!°Pb is often used for environmental sample dat-
ing [2-4]. This isotope originates through the decay of 23U which is found in most
soil. 226Ra is a transitional daughter which produces gaseous ?22Rn. A proportion of
222Rn decays to 219Pb within the soil (called the supported 2!°Pb, 21°Pbg,,,) which is
in equilibrium with the parent 226Ra. Another proportion of gaseous 2??Rn decays into
the atmosphere. The produced 2!°Pb (called the excess 21°Pb, 2!0Pb.,) is quickly de-
posited as fallout and is not in equilibrium with its parent. The quantification of 2'°Pb
by gamma spectrometry is realised through its emitted gamma rays at low energy (46.5
keV). The measure of this photoelectric peak gathers both parts of 21°Pb together, but
sample dating is carried out by quantification of excess 2'°Pb. The amount of 219Pbg is
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determined by subtracting '°Pbgypp, which is in equilibrium with ??°Ra, from the 2'°Pb
total activity. The counting at such a low energy as 46.5 keV requires a broad energy or
N type detector. However the photons are affected by self-absorption phenomena. These
effects prevent some photons from reaching the detector and induce an underestimated
quantification [5]. Studying sediment activities involves calibrating the detector to find
the efficiency curve for the considered geometry. The standard sample needs to have the
same geometry, density and chemical composition as the studied sample, in order to make
sure that the degree of self-absorption is the same between both samples. The Chrono-
Environment Laboratory uses the TAEA-447 moss-soil certified reference material [6].
This standard can take the desired geometry, but the exact composition is unknown.
Moreover, chemical composition and density are not similar, due to the large range of
soil’s composition and the difficulty to prepare a sample with the same settlement.
The methods to overcome the self-absorption difference are:

1. apply a self-absorption correction between standard and studied sample [7, 8]
2. perform a calibration of the efficiency with numerical calculation.

In the second method, the knowledge of the chemical composition is essential. This
work proposes the determination of the mass attenuation coeflicient at low energy. This
coefficient is linked to the chemical composition through the following equation 1:

Mm = Z(Mmi~wi) (1)

where pi,,,; is the mass attenuation coefficient of element ¢ and w; is the mass percent-
age of element 7. u,, represents the attenuation of the photon beam, at a given energy, in
matter. The determination of this coefficient makes it possible to define a virtual chemi-
cal composition which has the same attenuation characteristics as the studied sample. In
other words, the sample and the virtual sample have the same degree of self-absorption
(for a given density). The simulation can be carried out with the new virtual compo-
sition for lower energy to realise the efficiency curve. This work determines the mass
attenuation coefficient of demineralised water at 59.54 keV. The results are compared
with the theoretical value.

2. Materials, device and simulation

2.1. Materials

The used detector in this study is a planar BEGe detector (Broad Energy Germanium,
model BE3825). It was manufactured by Canberra in 2014. The nominal efficiency is
higher than 28%, and its resolution is 1.72 keV at 1332 keV. All spectra are analysed
using the Genie 2000 software (Canberra) [9]. The dimensions and materials of this
detector provided by manufacturers are shown in Fig. 1. The germanium crystal is
surrounded by a low-background copper holder kept into a low-background aluminium
end-cap in vacuum. The entrance window is made up of carbon-epoxy material. The
dead layers are not included in Fig. 1. The front and the lateral dead layer are given
respectively as 0.4 pm and 0.6 mm.

For measurements, a radioactive point source of 2! Am was used. It is sealed into
thin plastic sheets and the dimensions of the active zone are 0.11 mm thickness and 3
mm diameter. The activity was 38,750 Bq when the measurements were carried out.
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Figure 1: Geometry of the planar detector. All dimensions are given in centimetres.

241 Am emits gamma-ray at 59.54 keV (35.9%) and enables to study the attenuation at
low energy. The point source is collimated by a lead collimator in order to obtain a
photon beam perpendicular to the detector window. The dimensions of the collimator
are 5.05 cm X 7.63 cm, the hole’s diameter is 0.19 cm and the height is 3.28 cm.

The studied sample is water. The theoretical total mass attenuation coefficient of
pure water (Ho0) is 0.2066 cm?.g~! at 59.54 keV [10]. Demineralised water was chosen
in order to be closer to this attenuation coefficient, removing elements which could change
this value. The density of the solution was determined by weighting the known water
volume in a 25 cm?® volumetric flask. In the laboratory’s temperature condition, the
density of water is 0.9889 £ 0.0079 g.cm~3. The water solution was contained in a SG
50 standardised bottle.

2.2. Ezperimental device

The experimental device is shown in Fig. 2. In this configuration, all the photons
which reach the germanium crystal have crossed the same thickness of the sample due
to the position of the lead collimator. A plastic protection is inserted between the lead
collimator and the carbon-epoxy window to protect the top of the detector from the
collimator’s mass. There is a hole (diameter 0.5 cm) in its centre to avoid absorption in
this material. This device was used for the three tested methods in this work.

2.3. Monte-Carlo simulation

The MCNP6 (Monte-Carlo N-Particle) code [12] was used for modelling the BEGe
detector and the device of the study (section 2.2). The model was established based
on the dimensions provided by the manufacturer (Fig. 1). The most suitable tally for
modelling detector response is the F8 tally which provides the energy distribution of
pulses created by gamma photons in the detector.

Each run used 10° histories and the uncertainties on the number of counts are about
1.8% maximum for the photopeak including the region of interest at 59.54 keV.
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Figure 2: Sectional view of the experimental device as implemented in SimpleGeo 4.3 [11]

The compatibility between the simulated results and the experimental ones (for the
same device and the same sample) is very important in order to validate the detector
model, and it must be checked first. If these results are different, a correction factor
must be found. The correction factor f can be expressed as:

~ N(exp)
/= Niienws) ®

To define f, an experiment with the device (section 2.2) was carried out with an empty
SG 50 bottle for an active time of 5 h. The geometry of the device was implemented
in MCNP6 and a simulation was done with 10° histories. The results are N(exp) =
14203 net counts and N(MCNPG6) = 18466 net counts. The correction factor is f =
0.77 for the photopeak at 59.54 keV. A difference like this one could be explain by the
detector’s characteristics given by the manufacturer. Some features can be incomplete
or not accurate. For example, the existence of screws which hold the germanium crystal
or the tilt of the crystal in the aluminium cap are never taken into account in the
characteristics sheet [13]. The impact of the detector’s geometry is important especially
on gamma photons at low energy [14]. For upper energies, the correction factor is close to
1. This factor must be taken into account to realise the numerical absorption calibration
at low energy.

3. Methods and results

The three following methods use the law of gamma photons attenuation through
matter. The previous device explained in section 2.2 makes possible that the photon
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beam reaches the detector perpendicularly. In this configuration, all photons cross the
same thickness of material and the attenuation of fluence (number of particles per unit
of area) can be expressed as:

I = Iy.exp (—pr.h) (3)
I = Io.exp (—fim-p-h) (4)

where Iy and I are the fluence before and after the attenuation respectively, pr is the total
linear attenuation coefficient (cm™1), p,, is the mass attenuation coefficient (cm?.g™1),
p is the density of the material (g.cm™3) and h is the thickness of the crossed material
(cm).

To take into account the uncertainties, the repeatability of experiments was checked.
Each measurement was realised 5 times with 5 h for the active time. This duration gave
a good counting statistics and an average of number of net counts was carried out for
the 5 measurements. The standard deviation of the experimental results is less than 2%.

In order to know the uncertainties due to water thickness, the real crossed water
thickness is defined with the known inserted water volume in the SG 50 bottle and the
weighting of these volumes. The calculated thickness hc,. can be expressed by Eq. 6:

V= % = 1. R2 heglc (5)

m
m.R2.p (6)
where R = 1.87 cm is the internal radius of the SG 50 bottle. The real crossed water
thickness h.q. is expressed in Table 1.
An experiment is performed without the 2 Am point source according to the device
in Fig. 2, in order to check if the demineralised water is free of 24! Am or other nuclides
which emit gamma photons at energies close to 59.54 keV.

hcalc =

h (cm) 0 05 1 15 2 2.5 3 35 4

m (g) 000 532 1152 16.76 22.01 2651 3222 37.05 43.11
heale (cm) 0.00 049 1.06 155 203 244 297 341 397
Ahcae 000 000 00L 00L 002 002 003 003 003

Table 1: Real crossed water thickness hcalc -

3.1. Graphic method

This method is an experimental one. It consists in measuring the counting area of the
59.54 keV photoelectric peak in the configuration of the experimental device (section 2.2),
varying the thickness of demineralised water [15] in the SG 50 bottle from 0 cm to 4 cm
with a 0.5 cm increment. The net counts evolution as a function of water thickness can
be expressed as a decreasing exponential curve, similar to the gamma photon attenuation
law in matter. The results are expressed in Table 2 and the evolution of net counts as a
function of water thickness is shown in Fig. 3.

We can notice that the fitting curve of experimental data is associated to the law
of gamma photons attenuation (Eq. 3). From the equation of the fitting curve up is
equal to 0.1044 + 0.0022 cm~!. The density of demineralised water is 0.9889 g cm ™3,
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Thickness (cm) 0 0.49 1.06 1.54 2.03 2.44 2.97 3.41 397
Average net counts 14203 13054 12770 12017 11273 10442 10400 9760 9505
Standard deviation 81 70 56 59 122 79 209 80 105

Table 2: Number of net counts of the 59.54 keV photopeak according to the crossed water thickness.

¢ Experimental data
15000 Fitting curve of experimental data
1 f(x) = 14022.98 exp (-0.1044 %) ; R? = 0.9800
14 000 - 3 U.pp.er uncertainties o
1 Fitting curve of upper uncertainties

= ] f(x) = 14082.83 exp(-0.1022 x) ; R2 = 0.9774
w ]
513000 ¢ + Lower uncertainties
g Fitting curve of lower uncertainties
P 1 f(x) = 13963.23 exp(-0.1066 x) ; R2 = 0.9811
[
& 12 000 3
& ]
m
) ]
-4 ]
&11 000
z i

10000

so00 ;—m—m """ —+—"- - ——"+"— —F

0 1 2 3 4
Crossed water thickness (cm)

Figure 3: Attenuation of net counts in water for 59.54 keV photopeak.

therefore, the mass attenuation coefficient is 0.1056 £ 0.0023 cm? g~!. The relative
deviation associated to the theoretical value of the mass attenuation coefficient of water
at 59.54 keV is about 48.9% for this method.

3.2. Transmission method

This method is also an experimental one and refers to the work of Norman H. Cutshall
et al. [16]. The principle of this method is to find the attenuation factor of a studied
material, making a comparison between an attenuated beam by a given thickness of the
studied material and a non-attenuated beam, without material, in the same configuration.
In our case, the same method was used in order to determine the linear attenuation
coefficient. Both configurations are shown in Fig. 4, where the beam is attenuated by
demineralised water (a) and where the beam is not attenuated (b) (empty SG 50).

The situation (a) can be expressed as Eq. 7 and the situation (b) as Eq. 8:

N (water) = Ny.exp [—pr(water).h] (7)

N(air) = Ny. exp [—pur(air).h] (8)

where pr, is the linear attenuation coefficient (cm~!). Solving the previous equations
for Ny, we get:
6
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Figure 4: Both configurations for the transmission method.

N (air). exp [ug (air).h] = N(water). exp [pr (water).h] (9)
% = exp [h.(ur (water) — pr (air))] (10)
pr (water) = %.ln [%} + pp (air) (11)

Eq. 11 makes it possible to calculate the mass attenuation coefficient (p,,) with pr
= fim.p. The linear attenuation coefficient of air is taken as 0.0002 cm~! (according
to pum(air) = 0.1882 cm?.g~! at 59.54 keV [10] and p(air) = 0.0012 g cm~3). The
uncertainties associated to py can be expressed as Eq. 12 [17], where uncertainties on
wr(air) are insignificant:

5 1 | Az? N(air) \° [AN(air)2 AN(water)?
Alpur (water) = 2 {? in (N(water)) ’ [ N (air)? + N (water)? }} (12)
The results are shown in Table 3. The method shows similar results for a crossed
water thickness greater than 1 cm. An average is done on these values and the determined
mass attenuation coefficient is 0.1095 £ 0.0088 cm? g~!. The relative deviation to the
theoretical value of the mass attenuation coefficient of water at 59.54 keV is about 47.0%
for the transmission method.

3.3. Method by numerical absorption calibration

In view of the unacceptable relative deviation of both previous methods, a more
accurate method must be found. To overcome this difference between the determined
mass attenuation coefficient and the theoretical value, this work proposed a numerical
method. It uses Monte-Carlo calculations in order to process the experimental results.
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heale (Cm) Ahcalc Nhiet AA]\/vnet |27 (Cmil) A,UL Hm A,UJm

0 0 14203 81 - - - -
0.49 0 13055 70 0.1722 0.0038 0.1741 0
1.06 0.01 12770 56 0.1005 0.0942 0.1017 0.0008
1.54 0.01 12017 99 0.1087 0.0608 0.1099  0.0005
2.03 0.02 11273 122 0.1140 0.0899 0.1153 0.0007
2.44 0.02 10442 79 0.1263 0.0689 0.1278 0.0006
2.97 0.03 10400 209 0.1051 0.1143 0.1063 0.0009
3.41 0.03 9760 80 0.1102 0.0867 0.1115 0.0007
3.97 0.03 9505 105 0.1014 0.0899 0.1025 0.0007

Table 3: Determination of pm,(water) at 59.54 keV for different crossed thicknesses with transmission
method.

The aim of this method is to obtain a numerical absorption calibration curve of the
area of the 59.54 keV photo-peak as a function of the mass attenuation coefficient. This
curve was realised by simulation with the MCNP6 code, with the same device (section
2.2). The water solution was replaced, in the material specification in the MCNP6 script,
by several elements whose mass attenuation coefficients at 59.54 keV are known. The
elements are chosen in such a way that their mass attenuation coefficients encompass the
searched mass attenuation coefficient (about 0.2066 cm? g=! at 59.54 keV). The chosen
elements are shown in Table 4.

Element Li N O F Ne Na Al
pm (cm? g=1)  0.1440 0.1823 0.1915 0.1930 0.2175 0.2286 0.2808

Table 4: Selected elements and their mass attenuation coefficients for numerical attenuation calibration
at 59.54 keV, from the XCOM database [10]

Even if their mass attenuation coefficient are not close to p,,(water), the elements
lithium and aluminium are selected to take into account the prospective uncertainties.
In order to avoid self-absorption due to density, the density of the element contained in
the SG 50 bottle in the simulation must have the same density as water: 0.9889 g cm™3.
In this case, the issues associated to the self-absorption phenomena are only based on
the attenuation coefficient and not on the density.

Simulations were performed with 10° histories and the results associated to the 59.54
keV net peak area must be corrected by the correction factor f expressed in Eq. 2.
Neorr 18 the net peak area after the correction. The simulated attenuation calibration
was carried out for all the crossed water thicknesses. The results used to realise the
attenuation calibration curves are shown in Table 5.

An example of these calibration curves is shown in Fig. 5. The crossed water thickness
of this sample is 2.44 cm. The error on the mass attenuation coefficient is taken into the
parallelogram of uncertainties, drawn between simulated and experimental uncertainties.

The determined mass attenuation coefficients are expressed for each crossed water
thicknesses in Table 6. The average mass attenuation coefficient is 0.1964 & 0.0350 cm?
g~ 1. Its relative deviation to the theoretical value is about 4.9%.



Water thickness 0.49 cm 1.06 cm 1.54 cm 2.03 cm
Hm (Cm2 g_l) Ncorr A‘N-corr Ncorr A«Z\/vcorr Ncorr A]\/vcorr Ncorr A‘chorr
0.1440 13570 179 12913 176 12397 173 11897 169
0.1823 13411 179 12634 179 11974 171 11372 166
0.1915 13375 179 12555 175 11870 171 11257 166
0.1930 13373 179 12546 175 11856 171 11241 166
0.2175 13274 178 12335 173 11605 169 10952 165
0.2286 13234 177 12245 173 11481 167 10812 162
0.2808 13026 176 11846 169 10984 164 10217 159
Water thickness 2.44 cm 2.97 cm 3.41 cm 3.97 cm
Hm (Cm2 gil) Ncorr A]Vcomr Ncorr A]Vcorr Ncorr A]Vcorr Ncorr A]\']Corr
0.1440 11488 168 11007 165 10620 161 10126 159
0.1823 10923 164 10361 160 9893 157 9376 152
0.1915 10789 162 10210 159 9726 155 9218 149
0.1930 10775 163 10190 159 9708 154 9208 149
0.2175 10445 160 9799 155 9334 152 8786 147
0.2286 10284 159 9624 154 9150 151 8603 146
0.2808 9617 154 8930 140 8435 146 7913 141

Table 5: Corrected net peak area for 59.54 keV photons beam, for each elements in SG 50 bottle and
each crossed water thickness.

®  Numerical calibration
F(x) = 13843.45 exp(-1.2983 x)

12000 4
Upper numerical uncertainties
] f(x) = 14025.49 exp(-1.2883 x)
11500 H
7 Lower numerical uncertainties
- ] f(x) = 13661.46 exp(-1.3085 x)
m |
b
5 11000 7] —=—=— Experimental net peak area f(x) = 10442
e — Experimental uncertainties
= ]
= 10500 -
L e . O
~ ] \
m "
o — :
a J
@ 10000+
z j
9500
1 i 02172
9000 T T T T ]
0.15 0.2 0.25

Mass attenuation coefficient (cm?/g)

0.3

Figure 5: Attenuation calibration curve for 2.44 cm of crossed water thickness. The determined mass

attenuation coefficient for this thickness is 0.2172 cm? g

4. Discussion

-1

For every method, the relative deviation to the theoretical value was calculated. The
average mass attenuation coefficient for the numerical method is closer to p,,(water)
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Thickness (cm) 0.49 1.06 1.54 2.03 2.44 2.97 3.41 3.97

fim (cmZ g 1) 0.2737 0.1637 0.1782 0.1914 0.2172 0.1798 0.1913 0.1759
Stn (%) 232 175 126 131 9.0 14.8 8.3 9.7
e (%) 325 208 137 74 5.1 130 74 149

Table 6: Determined mass attenuation coefficient for each crossed water thickness with numerical atten-
uation calibration. € is the relative deviation to the theoretical value.

(0.2066 cm?.g~!) with a 4.9% relative deviation, whereas for others methods the deviation
is greater than 47%.

In addition to the large deviations of results for the graphic method, this method is
not suitable to find the attenuation coefficient for sediment or soil. Indeed, it requires
to produce a sample with different heights but with the same density. Sediment and soil
are reduced to a powder, and it is difficult to obtain the same settlement.

Concerning the transmission method, it only requires two experiments, with a filled
SG 50 bottle and with an empty bottle. Only one sample has to be produced, independent
of the density. The linear attenuation coeflicient is inversely proportional to the crossed
thickness (Eq. 11). The more the SG 50 bottle is filled, the more the attenuation
coefficient is constant, as shown in Table 3. This means that the transmission method
should not be used for small thicknesses, but beyond 1 cm [7].

Taking into account the large deviations, the graphic and the transmission methods
are not selected in order to find the mass attenuation coefficient.

Concerning the method with the attenuation calibration, Table 6 and Fig. 6 show
that all configurations are not suitable. According to these results, a water thickness of
approximately 2.5 cm makes possible an accurate determination of the mass attenuation
coefficient, compared to the theoretical value. On the contrary it can be noticed that the
results for smaller water thickness give large deviations and uncertainties. This difference
could be explained by the mean free path of 59.54 keV photons crossing pure water. The
average distance crossed in water by a 59.54 keV photon, before an interaction takes place,
is 4.9 cm (A = [iy,.p]71). The self-absorption phenomenon is not strong enough for small
water thicknesses (0.5 and 1 cm) and may cause large deviations and uncertainties.

Contrary to the graphic method, the numerical method requires only one experiment.
Therefore the method is suitable to find the mass attenuation coefficient for sediment,
soil or others powders.

5. Conclusion

When the environmental sample dating is studied, one of the purposes is to perform
efficiency calibration in order to make possible an accurate age estimation, especially if
the 219Pb dating method is used. The experimental efficiency calibration is not suitable
at low energy due to the self-absorption phenomenon between the studied sample and the
standard one. Performing a simulated calibration of the efficiency could be a solution at
low energy in order to free the efficiency curve from uncertainties owing to self-absorption.
The chemical composition has to be implemented in the simulation. It is a characteristic
which should be known. Our work makes it possible to determine the mass attenuation
coefficient, which is linked to the chemical composition. A numerical method to calculate
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Figure 6: Determined mass attenuation coefficient and their uncertainties by numerical method, com-
pared with theoretical value.

the mass attenuation coefficient of a well-known material such as demineralised water was
proposed in this work and compared with two alternative methods: a graphic method and
a transmission method. The choice of a water solution as sample allows us to approve the
method by comparison with the theoretical value. In view of results, the study showed
that numerical calculation is required in the attenuation coefficient determination. For
the method by numerical absorption calibration, the relative deviation percentage is less
than 5% unlike more than 47% for both other methods. It was also shown that the small
thicknesses (up to 1 cm) are not suitable and cause large deviations and uncertainties.
The choice of only one configuration prevents from producing numerous samples with
different thicknesses and with the same density if the study is carried out with sediment
powder. As a reminder, the production of sample at the same density from a powder is
difficult due to the settlement.

The determination of the attenuation coefficient makes it possible to find a virtual
chemical composition with Eq. 1. This virtual composition has the same degree of
self-absorption as the studied sample, at a given energy. It can be implemented in the
simulation in order to obtain a simulated efficiency curve more accurate at low energy.
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