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ABSTRACT
We consider the ability of Discrete Event System Speci-
�cation (DEVS) to provide the concepts and formalisms
needed for modeling and simulation of emergent behav-
ior. We show that DEVS provides systems components
and coupling for models of systems of systems with emer-
gent behavior. Further, DEVS coupling supports dy-
namic structure for adaptive and evolution, and the Ex-
perimental Frame supports Emergence Behavior Obser-
vation, and a recent extension, DEVS Markov models,
supports prediction of emergence derived from such ob-
servation. Finally, we introduce a concept of interactive
speci�cation based on generators that has the potential
to provide a system-theoretic characterization of emer-
gence modeling using language concepts.

1. INTRODUCTION
Emergence as it has been recently treated has both sub-
jective and objective aspects. Objectively for emergence
to be observed, there are changes in the system that sur-
prise the observer. However, such changes may not be
signi�cant enough to cause a more fundamental shake-
up in understanding. Mittal [5] makes the point that
�strong� emergent behavior results in generation of new
knowledge about the system in the form of one or more
of new abstraction levels and linguistic descriptions, new
hierarchical structures and couplings, new component
behaviors, and new feedback loops representing previ-
ously unperceived complex interactions. Once under-
stood and curated, the behavior returns to the weak
form, as it is no longer intriguing, and then can begin
to be treated in regularized fashion. Moreover, emergent
behavior is likely an inherent feature of any complex sys-
tem model because abstracting a continuous real-world
system (e.g. any complex natural system) to a con-
structed system-model must leave gaps of representation
that may diverge in unanticipated directions. Since ab-
straction is needed to limit the inherently in�nite state-
space to a �nite set of tractable and semantically la-
belled states, Mittal [7] argues that the model's dynam-

ical behavior must account for the elapsed continuous
time in the interval between any pair of successive states.
This is the case for any computational model whether
nominally continuous or discrete. Moreover, high per-
formance computing and big data allow more points to
�ll the gaps but can never cover the space completely
(cf. the mathematics of rationals and reals). Philosoph-
ically, following Ashby [1] and Foo and Zeigler [3], the
perceived global behavior (holism) of a model might be
characterized as: components (reductionism) + inter-
actions (computation) + higher-order e�ects where the
latter can be considered as the source of emergent be-
haviors [4, 12]. In this paper, we present some features
of DEVS that make it the right formalism to use to sup-
port the abstraction and observation necessary to deal
with emergence in complex systems. We will make the
following points:

� DEVS provides the components and couplings for
models of complex systems

� DEVS supports dynamic structure for genuine adap-
tion and evolution

� Experimental Frame supports Emergence Behavior
Observation

� DEVS Markov models supports prediction of emer-
gence

� DEVS enables fundamental emergence modeling

In the rest of this short paper, we brie�y discuss these
points.

2. DEVS PROVIDES THE COMPONENTS AND COU-
PLING FOR MODELS OF COMPLEX SYSTEMS

Components and couplings in complex system models
must include representation of decision making, in nat-
ural and arti�cial environments. DEVS has the uni-
versality [14] to represent the discrete (for agent mod-
els) and continuous (for natural environments) as well
as hybrid (for arti�cial environments) formalism types
needed for adequate complex system model construction.
DEVS supports dynamic structure for genuine adaption
and evolution. Strong dynamic structure capabilities
are needed to specify and �exibly control the changes in



components and their coupling to be able to adequately
model adaptation, evolution and emergence in ways that
include the possibility of genuine surprise. A next gener-
ation of dynamic structure formalisms have been recently
under development in the DEVS community [9, 11, 10].
We brie�y review the concepts here. First an overall
framework capable of representing existing formulations
introduced by [8] is shown below framed in terms of it-
erative speci�cations [14]. Such a speci�cation is based
on trajectory segments that together generate the com-
plete set of input segments by composition. The basic
idea is that a change in structure is a replacement of
one DEVS model by another one with the latter starting
from a state related to the last state of the former. The
de�nition �rst deals with a basic model and goes on to
the coupled model case.

2.1 Basic dynamic structure
De�nition 1. Basic or atomic Dynamic Structure Sys-
tem Speci�cation (DYS-SYS) structure

DYS-SYS = (M,Q, τ)

Where each element M ∈M is an iterative system spec-
i�cation IOSG = (T,X,ΩGX

, Y,Q, δ, λ) where T is the
time base, X is the set of input values, ΩGX

is the ad-
missible set of input segment generators, Y is the set of
output values, Q is the set of states, δ : Q × ΩGX

→
Q is the single segment state transition function, and
λ : Q → Y is the output function; Q = qM∈MQM is
the disjoint union of the state sets of the models; and
τ : M× S → M× S is the structure transition func-
tion. Structure functionτ takes a basic system IOSG
and its state to a new basic IOSG' and a new state:
τ(M, q) = (M ′, q′). This represents a basic change in
structure which transforms a basic DEVS into a new
basic IOSG', by changing its structure in some way (one
or many elements of (T,X,ΩGX

, Y,Q, δ, λ) and initializ-
ing the state of the new system.

2.2 Dynamic structure network
De�nition 2. Dynamic Structure System Network
structure

DYS-SYN = (N , Q, τ)

Where N = {(X,Y,D, {Md}, {Id}, {Zi,d})} is the
set of network structures, where each component
d ∈ D is a an atomic dynamic structure model
Md = (Md,Qd, τd), Qd = qN∈NQN is the dis-
joint union of state sets of network structures, with
QN = Πd∈DQd the partial state of a network N ∈ N
is the crossproduct of the partial state sets of its compo-
nents, and τ : N×Q → N×Q is the structure transition
function of the network.

Muzy and Zeigler [8] showed that this is a well-de�ned
de�nition that preserves the DEVS closure under cou-
pling and includes existing formulations [2, 13]. The
motivation for the generalization was to free up the con-
trol of structure change from a single �xed point to allow
multiple sources that might be active in a distributed

simulation. In the example they give, a coupling is a
static relationship between components that relies on
collaboration between model components to achieve dy-
namic structural and connectivity permutation of those
couplings. This is a kind of a client-server or a peer-to-
peer message communication/synchronization method.
In contrast, Park [10] de�ned a universal coupling spec-
i�cation (UCS) which is di�erent in that a coupling is
a dynamic component that can perform permutation by
itself based on its own constraints and requirements. In
this approach, component models do not need to provide
any particular logic to handle coupling changes. This al-
lows separation of the dynamic structural and coupling
permutation logic from the model behaviors unrelated to
coupling.

In [10], Park provides a number of types of coupling re-
structurings inspired by micro-biological systems model-
ing that are potentially applicable to general modeling
of emergence. In [11], Steiniger de�nes a concept of in-
tensional coupling speci�cation distinct from the explicit
(extensional) coupling they specify. Biological cellular
level modeling similarly motivated this development with
the same implications for emergence modeling.

3. EXPERIMENTAL FRAME SUPPORTS EMERGENCE
BEHAVIOR OBSERVATION

Mittal and Rainey [6] de�ne Emergence Behavior Ob-
servers (EBO) that can observe system state transitions
and are tuned to catch segments potential of interest
and recording snapshots into memory. A snapshot is de-
�ned as an information-set comprising of components,
their states, taken at speci�ed moments for speci�ed du-
rations. The concept of Experimental Frame (EF) is a
general concept which separates the model from the con-
ditions under which it is observed and executed [14] and
can include the more speci�c EBO concept.

4. DEVS MARKOV MODELS SUPPORTS PREDICTION
OF EMERGENCE

DEVS Markov models support prediction of emergence
Time series of snapshots can be compiled into DEVS
Markov models [15] that o�er more explanatory and pre-
dictive power than the raw inputs. Such compilation can
proceed in real-time giving human observers of the sim-
ulation a heads-up on imminent events. Figure 1 illus-
trates the role of EBOs and Markov models in real-time
emergence monitoring.

We start with a coupled model whose components are
conceptually partitioned into blocks, each component`s
outputs are observed by an experimental frame, call the
local EF. This frame samples its block's activity over a
(moving) time interval by counting the changes in values
of the outputs of the sampled components over the in-
terval. The EF outputs an abstraction of the activity of
the block at the end of each interval, e.g., as measured
by the scale: zero, low, medium, high based a series of
increasing thresholds for the total activity. The vector of
these abstracted local states form an abstraction of the



Figure 1. The role of Emergence Behavior Observation and
Markov models in real-time emergence monitoring.

the global state of the system and is observed by global
EBO. By compiling these state transitions, a Continu-
ous Time Markov (CTM) model [15] is automatically
derived. This model is a dynamic structure model as its
structure is modi�able depending on the incoming se-
quence of state labels. Although more compact than the
original system, this model may still be too large to com-
prehend. So it is possible to further reduce this model to
a lumped CTM Model derived by state partitioning, the
associated Markov chain matrix model can be employed
online to provide predictions of short term and long run
probability statistics. This enables human observers to
understand the underlying cause of behavior deviations
and predict when and where they might recur.

5. DEVS ENABLES FUNDAMENTAL EMERGENCE MOD-
ELING

Emergence has been modeled at the fundamental level
in terms of formation of new language elements from
interaction of components whose behavior does not in-
dividually manifest such elements [4, 12]. In the follow-
ing, we show how the dynamic structure formalization
given above can provide a mechanistic formulation of
such emergence

5.1 Formal language of dynamic systems
An iterative system speci�cation is character-
ized by a set of generator behaviors βG =
{(ωGX

, ωGY
) | (ωGX

, ωGY
) ∈ β, β = XT × Y T , βG ⊆

β, dom(ωGX
) = dom(ωGY

)}. Each output segment
generator ωGY

∈ ΩGY
can be considered as a word

generated by an autonomous system over a time period
equal to dom(ωGY

).

5.2 Emergence modeling
Emergence can be observed as a di�erence between local
and global levels of behaviors in the behavior set βG of an
iterative I/O system speci�cation IOSG. Imagine that
you simulate a system at a �rst level and inductively
collect all the behaviors for each state q ∈ Q in βGq∈Q

.
Now, observing the behaviors at a higher level you also
inductively collect all the behaviors for each new state
q′ ∈ Q′ in β′

Gq′∈Q′ . The mapping between both behavior
levels can be achieved by a dynamic structure network
called an emergence constructor E = (N ,Q, τ), where
βGq∈Q

⊂ β′
Gq′∈Q′ , Q ⊂ Q′ for τ(N,Q) = (N ′, Q′), and N

and N ′ structures only di�ering in component state set
and transition de�nitions.
Example 1. Consider a network of spiking neurons. At
�rst, we observe spikes being exchanged by the neurons.
This can be formalized as a language [4, 12] in which
the spikes are in a network generating βGq∈Q

. Later we
observe that the spikes tend to be grouped into clusters
which can be formalized as bursts. These bursts can then
be formalized as being in a network generating β′

Gq∈Q′ .

6. CONCLUSION AND PERSPECTIVE
We have demonstrated the ability of DEVS to provide
the concepts and formalisms needed for modeling and
simulation of emergent behavior. DEVS has a number of
features that enable the representation of systems com-
ponents and couplings that can change dynamically as
needed for genuine adaptation and evolution. We indi-
cated how DEVS Markov models can support prediction
of emergence derived from observation of complex sys-
tem behavior. Finally, we introduced a concept of in-
teractive speci�cation based on generators that has the
potential to provide a system-theoretic characterization
of emergence modeling using language concepts. This
concept can provide a way forward for more indepth un-
derstanding of emergence in systems of systems.
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