
HAL Id: hal-01312321
https://hal.science/hal-01312321

Preprint submitted on 5 May 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

No-regret optimal control redefinition and consequences
Hafdallah Abdelhak, Ayadi Abdelhamid

To cite this version:
Hafdallah Abdelhak, Ayadi Abdelhamid. No-regret optimal control redefinition and consequences.
2016. �hal-01312321�

https://hal.science/hal-01312321
https://hal.archives-ouvertes.fr


Arima

No-regret optimal control redefinition and
consequences

Hafdallah Abdelhak* — Ayadi Abdelhamid**

* Department of mathematics
University of Tébessa
Rue de Constantine 12002
Tébessa
Algeria
hafdallahmath@gmail.com

** Laboratoire des systèmes dynamiques et control
University of OEB
Rue 1er Novembre 1954 0400
OEB
Algeria
facmaths@yahoo.fr

RÉSUMÉ.

ABSTRACT. In this paper, we redefine the notion of no-regret control introduced by J.L.Lions in
[2](original idea by Savage in statistics [4]), this new definition is based on taking spermium upon
the states y (0, g) instead of taking spermium on missing data g. The main interest is that this def-
inition gives a more simple characterization of no-regret optimal control comparing to the optimality
systems in [2], [5] and [6].
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1. Introduction

Consider the following state equation described by

Ay (v, g) = Bv + βg (1)

where A ∈ L (V,V′) is an isomorphism, V is a Hilbert space with dual V′, B ∈
L (U,V′) is the control operator with U is a Hilbert space of controls, β ∈ L (G,V′), G is
also a Hilbert space of uncertainties and v ∈ U is the control function. Suppose that (1)
is well posed in V and denote by y (v, g) its unique solution that depends on the control
v and on the missing data g. Associate to (1) the objective quadratic function of the form
(see [3])

J0 (v, g) = ‖Cy (v, g)− zd‖2H +N ‖v‖2U (2)

where C ∈ L (V,H), H is another Hilbert space and zd is a desired state in H, N > 0.
Our goal is to characterize the optimal control of (1) subject to the cost function (2)
whatever the value of the uncertainty g, in other words we are looking to solve

inf
v∈U

J0 (v, g) for every g ∈ G

This definition doesn’t make any sense when G 6= {0}. One thinks to look for (see
[2])

inf
v∈U

(
sup
g∈G

J0 (v, g)

)
(3)

but we can get supg∈GJ0 (v, g) = +∞.

2. No-regret control redefinition

The last difficulty leads J.L.Lions to think about looking for controls such that

J0 (v, g) ≤ J0 (0, g) for every g ∈ G

and to define [2] :
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Definition 1 We say that u ∈ U is a no-regret control for (1)− (2) if u is a solution of

inf
v∈U

(
sup
g∈G

(J0 (v, g)− J0 (0, g))

)
Here, we propose another way to define a no-regret control based on the following

idea : Remark that y (v, g) = y (v, 0) + y (0, g) (because of linearity in (1)) which allows
us to write

J0 (v, g) = ‖Cy (v, 0) + Cy (0, g)− zd‖2H +N ‖v‖2U

Now, look to J0 as a function of v and y (0, g) in other words J0 (v, g) = J (v, y (0, g))
where

J (v, y (0, g)) = ‖Cy (v, g)− zd‖2H +N ‖v‖2U

this allows us to say that sup
g∈G

J0 (v, g) = sup
y(0,g)∈Y

J (v, y (0, g)) where Y = {y (0, g) , g ∈ G} ⊂

V, then solving (3) is equivalent to solve

inf
v∈U

(
sup

y(0,g)∈Y
J (v, y (0, g))

)
(4)

and to redefine the no-regret control by :

Definition 2 We say that u ∈ U is a no-regret control for (1)− (2) if u is a solution of

inf
v∈U

(
sup

y(0,g)∈Y
(J (v, y (0, g))− J (0, y (0, g)))

)

Now, we’ll try to rewrite the last quantity under inf-sup to separate the roles of v and
y (0, g) by using the following lemma :

Lemma 3 For every (v, g) ∈ U×G, we have

J (v, y (0, g))− J (0, y (0, g)) = J (v, 0)− J (0, 0) + 2 (Cy (v, 0) , Cy (0, g))H (4)

= J (v, 0)− J (0, 0) + 2 (C∗Cy (v, 0) , y (0, g))V′

Proof. See [6].

The main difficulty arises in no-regret control characterization, where we do not know
the structure of the set {v ∈ U : (Cy (v, 0) , Cy (0, g))H = 0}, this problem required to
take anther way like :
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3. Low-regret control redefinition

Relax our problem by looking for controls such that

J (v, y (0, g))− J (0, y (0, g)) ≤ γ ‖y (0, g)‖2V for every g ∈ G, with γ > 0

to get a sequence of controls uγ expected to be convergent to the no-regret control u.

Definition 4 We say that uγ ∈ U is a low-regret control for (1) − (2) if uγ is a solution
of

inf
v∈U

(
sup

y(0,g)∈Y
J (v, y (0, g))− J (0, y (0, g))− γ ‖y (0, g)‖2V

)
(6)

Use (5) to get

sup
y(0,g)∈Y

J (v, y (0, g))− J (0, y (0, g))− γ ‖y (0, g)‖2V

= J (v, 0)− J (0, 0) + sup
y(0,g)∈Y

(
2 (C∗Cy (v, 0) , y (0, g))V − γ ‖y (0, g)‖2V

)
≤ J (v, 0)− J (0, 0) + sup

y∈V

(
2 (C∗Cy (v, 0) , y)V − γ ‖y‖

2
V

)
= J (v, 0)− J (0, 0) +

1

γ
‖C∗Cy (v, 0)‖2V′

Identify V and V′to obtain a new optimal control problem

inf
v∈U

Jγ (v) with Jγ (v) = J (v, 0)− J (0, 0) +
1

γ
‖C∗Cy (v, 0)‖2V (7)

Finally, we are inside a classical optimal control problem that depends only on the
control v.

4. Low-regret control and no-regret control characterization

(optimality systems)

Proposition 5 The problem (1)− (7) has one solution uγ .
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Proof. We have Jγ (v) ≥ −J (0, 0) for every v ∈ U then dγ = inf
v∈U

Jγ (v) exists. Let

vn = vn (γ) be a minimizing sequence with Jγ (vn)→ dγ then

−J (0, 0) ≤ J (vn, 0)− J (0, 0) +
1

γ
‖C∗Cy (vn, 0)‖2V ≤ d

γ + 1

from this we deduce ‖vn‖U ≤ Cγ independent of n. There exists uγ ∈ U such vn ⇀
uγ in U. Also, y (vn, 0)→ y (uγ , 0) by continuity w.r.t the data and from strict convexity
of Jγ we deduce that uγ is unique.

It stays to prove that uγ converges to the no-regret control u when γ → 0.

Theorem 6 The sequence of low-regret control solution to (1) − (7) converges to the
no-regret control u weakly in U when γ → 0.

Proof. uγ is a low-regret control, then for every v ∈ U we have

J (uγ , 0)− J (0, 0) +
1

γ
‖C∗Cy (uγ , 0)‖2V ≤ J (v, 0)− J (0, 0) +

1

γ
‖C∗Cy (v, 0)‖2V

take v = 0 to find

‖Cy (uγ , g)− zd‖2H +N ‖uγ‖2U +
1

γ
‖C∗Cy (uγ , 0)‖2V ≤ J (0, 0) = ‖zd‖2H (8)

which implies

‖Cy (uγ , 0)‖H ≤ C, ‖uγ‖U ≤ C,
1
√
γ
‖C∗Cy (uγ , 0)‖V ≤ C

which means that the sequence uγ is bounded in U then we can extract a subsequence
still be denoted uγ that converges weakly to u ∈ U, it stays to prove that u is a no-regret
control. It’s clear that for every v ∈ U

J (v, g)− J (0, g)− γ ‖y (0, g)‖2V ≤ J (v, g)− J (0, g) for every g ∈ G

then

J (uγ , g)− J (0, g)− γ ‖y (0, g)‖2V ≤ sup
y(0,g)∈Y

(J (v, g)− J (0, g))

Make γ → 0 to find

J (u, g)− J (0, g) ≤ sup
y(0,g)∈Y

(J (v, g)− J (0, g))
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Theorem 7 The low-regret uγ control is characterized by
Ayγ = Buγ

A∗ζγ = C∗Cyγ − zd + 1
γ (C∗C)

2
yγ

B∗ζγ +Nuγ = 0 in U
(9)

where yγ = y (uγ , 0).

Proof. A first order optimality condition gives for every w ∈ U

(Cyγ − zd, Cy (w, 0))H +N (uγ , w)U +
1

γ
(C∗Cyγ , C

∗Cy (w, 0))V ≥ 0 (10)

or (
C∗Cyγ − zd +

1

γ
(C∗C)

2
yγ , y (w, 0)

)
V

+N (uγ , w)U ≥ 0

Introduce ζγ ∈ V

A∗ζγ = C∗Cyγ − zd +
1

γ
(C∗C)

2
yγ

then rewrite (10) as
(B∗ζγ +Nuγ , w)V ≥ 0

But U is a vector space so B∗ζγ +Nuγ = 0.

And now, we could give the optimality system that characterize the no-regret control
u.

Theorem 8 The no-regret control u solution to (1)− (7) is characterized by Ay = Bu
A∗ζ = C∗Cy (u, 0)− zd + λ

B∗ζ +Nu = 0 in U
(11)

with λ ∈ V.

Proof. From (8) we know that uγ ⇀ u in U withB ∈ L (U,V′) we conclude thatBuγ ⇀
Bu in V′, and by the optimality system (9) Ayγ is bounded in V′ then weakly convergent
to Ay (because A is an isomorphism), pass to limit to get Ay = Bu. By the same way
Cyγ is bounded in H so Cy (uγ , 0) ⇀ Cy (u, 0) in H and C∗Cy (uγ , 0) ⇀ C∗Cy (u, 0)

in V thenC∗Cyγ+ 1
γ (C∗C)

2
yγ =

(
I + 1

γC
∗C
)
C∗Cyγ converges weakly toC∗Cy+λ
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in V. We know also that B∗ζγ = −Nuγ , the right side converges weakly to −Nu, for the
left side ζγ is bounded in V and B∗ ∈ L (V,U) (we identify U to U′) to get B∗ζγ ⇀ B∗ζ.

5. Application to some optimal control problems with
incomplete data

In this section, we apply the above method to a various kinds of problems (elliptic,
parabolic, hyperbolic) with incomplete data, and we give an optimality system for each
case.

Example 9 Here, we consider the following elliptic optimal control problem with a dis-
tributed control and a missed values on boundary{

−4y + y = v
∂y
∂ν = g

in Ω
on Γ

(12)

where Ω is bounded set in Rn with a regular boundary Γ,v ∈ U=L2 (Ω) , g ∈ G =

L2 (Γ) , then y (v, g) is unique in H
3
2 (Ω). With the boundary cost function

J (v, g) = |y (v, g)− zd|2L2(Γ) +N ‖v‖2L2(Ω) (13)

Note that

J (v, g)− J (0, g) = J (v, 0)− J (0, 0) + 2 (y (v, 0) , y (0, g))L2(Γ)

The low-regret control is the solution of

inf
v∈L2(Ω)

Jγ (v) with Jγ (v) = J (v, 0)− J (0, 0) +
1

γ
|y (v, 0)|2L2(Γ)

A first order optimality condition gives for every w ∈ L2 (Ω)(
y (uγ , 0) +

1

γ
y (uγ , 0) , y (w, 0)

)
L2(Γ)

+N (uγ , w)L2(Ω) ≥ 0

Then, we have the following proposition.

Theorem 10 The low-regret control uγ is unique and characterized by
−4yγ + yγ = uγ ,−4ζγ + ζγ = 0
∂yγ
∂ν = 0,

∂ζγ
∂ν = yγ − zd + 1

γ yγ
ζγ +Nuγ = 0

in Ω
on Γ

in L2 (Ω)
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To obtain no-regret control optimality system, adapt the proof of theorem 8 to find.

Theorem 11 The no-regret control u is unique and characterized by
−4y + y = u; −4ζ + ζ = 0

∂y
∂ν = 0; ∂ζ

∂ν = y − zd + λ
ζ +Nu = 0

in Ω
on Γ

in L2 (Ω)

where λ ∈ L2 (Γ)

Example 12 A high order parabolic problem : it’s a fourth order equation with a distri-
buted control and an uncertainty in the initial state, given by

y +4 (a (x, t)4y) = v

y = 0, ∂y∂ν = 0
y (0) = g

in Q
on Σ
in Ω

(14)

Where Ω is an open in Rn with a smooth boundary Γ, t ∈ [0;T ], T > 0, Q = Ω×
]0;T [, Σ = Γ × ]0;T [ ,with a ∈ L∞ (Q), a ≥ α > 0 almost every where, v ∈ U =
L2 (Q), g ∈ G = L2 (Ω). The problem (14) has a unique solution in L2

(
0, T ;H2

0 (Ω)
)

(see [3] ). Associate to the cost function

J (v, g) = ‖y (v, g)− zd‖2L2(Q) +N ‖v‖2L2(Q)

We have

J (v, g)− J (0, g) = J (v, 0)− J (0, 0) + 2 (y (v, 0) , y (0, g))L2(Q)

The low-regret control is the solution of

inf
v∈L2(Q)

Jγ (v) with Jγ (v) = J (v, 0)− J (0, 0) +
1

γ
‖y (v, 0)‖2L2(Q)

Theorem 13 The low-regret uγ control is unique and characterized by
y′γ +4 (a (x, t)4yγ) = uγ ;−ζ ′γ +4 (a (x, t)4yγ) = yγ − zd + 1

γ yγ

yγ = 0,
∂yγ
∂ν = 0; ζγ = 0,

∂ζγ
∂ν = 0

yγ (0) = 0; ζγ (T ) = 0

in Q
on Σ
in Ω

where yγ = y (uγ , 0), with

ζγ +Nuγ = 0 in L2 (Q)

A R I M A



8 A R I M A – Volume –

Proof. Again, for every w ∈ L2 (Q)(
y (uγ , 0)− zd +

1

γ
y (uγ , 0) , y (v − uγ , 0)

)
L2(Q)

+N (uγ , v − uγ)L2(L2(Q)) ≥ 0

Introduce 
−ζ ′γ −∆ζγ = yγ − zd + 1

γ yγ

ζγ = 0,
∂ζγ
∂ν = 0

ζγ (T ) = 0

in Q
on Σ
in Ω

to get
ζγ +Nuγ = 0 in L2 (Q)

Theorem 14 The no-regret u control is unique and characterized by
y′ +4 (a (x, t)4y) = u;−ζ ′ +4 (a (x, t)4y) = y (u, 0)− zd + λ

y = 0, ∂y∂ν = 0; ζ = 0, ∂ζ∂ν = 0
y (0) = 0; ζ (T ) = 0

in Q
on Σ
in Ω

with
ζ +Nu = 0 in L2 (Q)

Example 15 Let’s take a hyperbolic example : a wave equation with a boundary control
and a missed source 

y′′ −4y = g
∂y
∂ν = v

y (0) = 0 ; y′ (0) = 0

in Q
on Σ
in Ω

Where Ω is an open in Rn with a smooth boundary Γ, t ∈ [0;T ], T > 0, Q = Ω×
]0;T [, Σ = Γ × ]0;T [ , v ∈ U=L2 (Σ), g ∈ G = L2 (Q). There is a unique solution in
sense of transposition y ∈ L2 (Q) (see[3]). With the cost function

J (v, g) = ‖y (v, g)− zd‖2L2(Q) +N ‖v‖2L2(Σ)

Again

J (v, g)− J (0, g) = J (v, 0)− J (0, 0) + 2 (y (v, 0) , y (0, g))L2(Q)

The low-regret control is the solution of

inf
v∈L2(Σ)

Jγ (v) with Jγ (v) = J (v, 0)− J (0, 0) +
1

γ
‖y (v, 0)‖2L2(Q)
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Theorem 16 The new low-regret control uγ is characterized by
y′′γ −4yγ = 0; ζ ′′γ −∆ζγ = yγ − zd + 1

γ yγ
∂yγ
∂ν = uγ ;

∂ζγ
∂ν = 0

yγ (0) = 0, y′γ (0) = 0; ζγ (T ) = 0, ζ ′γ (T ) = 0

in Q
on Σ
in Ω

where yγ = y (uγ , 0),and
ζγ +Nuγ = 0 in L2 (Σ)

Proof. First order optimality condition writes for every v ∈ L2 (Σ)(
yγ − zd +

1

γ
yγ , y (w, 0)

)
L2(Q)

+N (uγ , w)L2(Σ) ≥ 0

(
y (uγ , 0)− zd +

1

γ
y (uγ , 0) , y (v − uγ , 0)

)
L2(Γ)

+N (uγ , v − uγ)L2(Ω) ≥ 0

Define a state ζγ by
ζ ′′γ −∆ζγ = yγ − zd + 1

γ yγ
∂ζγ
∂ν = 0

ζγ (T ) = 0 , ζ ′γ (T ) = 0

in Q
on Σ
in Ω

to get
ζγ +Nuγ = 0 in L2 (Q)

Theorem 17 The no-regret control u is characterized by
y′′ −4y = 0; ζ ′′ −∆ζ = y − zd + λ

∂y
∂ν = u; ∂ζ∂ν = 0

y (0) = 0, y′ (0) = 0; ζ (T ) = 0, ζ ′ (T ) = 0

in Q
on Σ
in Ω

where λ ∈ L2 (Q), and
ζ +Nu = 0 in L2 (Σ)

Conclusion 18 As we have seen, the redefinition of the no-regret control (an equivalent
definition to the original one) and consequently the low-regret control, leads to a more
simple characterization of no-regret control i.e. a more simple optimality system.

A R I M A



10 A R I M A – Volume –

6. Bibliographie

[1] . Troltzsch, Optimal Control of Partial Differential Equations : Theory, Methods and Appli-
cations, graduate Studies in mathematics » American Mathematical Society, Providence, RI,
112.(2010).

[2] . L. Lions, Contrôle à moindres regrets des systèmes distribués. C. R. Acad. Sci. Paris Ser. I
Math., Vol. 315, pp 1253-1257(1992).

[3] .L. Lions, Contrôle optimal de systèmes gouvernés par des équations aux dérivées partielles.
Dunod, Paris, 1968.

[4] .J. Savage, The foundations of Statistics, 2nd edition, Dover (1972).

[5] . Dorville, O. Nakoulima and A. Omrane,On the control of ill-posed distributed parameter
systems, EDP Sciences , April 2007, Vol.17, 50-66

[6] . Nakoulima, A. Omrane, J.Velin. On the Pareto control and no-regret control for distributed
systems with incomplete data. SIAM J. CONTROL OPTIM. Vol. 42, No. 4, pp. 1167–1184

A R I M A


