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A new observer for range identification in
Perspective Vision Systems

V. GIBERT, L. BURLION, A. CHRIETTE, J. BOADA-BAUXELL, F. PLESTAN

1 INTRODUCTION

Automatic guidance of flying vehicle usually needs external information. GPS
(Global Positionning System) is a worldwide technology which provides to the
guided system its deviations with respect to its guidance objective. Nevertheless,
this technology is not available everywhere (indoor evironment), everytime (in case
of failure) and not precise enough to ensure critical operations as landing a civil air-
craft. Current civil aircraft are able to land autonomously on a runway thanks to ILS
(Instrument Landing System) or differential GPS. However, these equipment are
expensive and can fail. In frame of the future aircraft, manufacturers like AIRBUS
company study the possibility to make aircraft landing everywhere (unequipped or
unknown runway) without using informations from external systems.
In order to overcome the use of external needs, an embedded solution that pro-
vides deviations is needed. In parallel, image processing and camera technology
have made a technological leap in the last decade. Hence, the use of a camera to
perform visual servoing becomes an interesting solution to cope with precision and
availability requirements.
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Visual servoing consists in using vision as a sensor in order to control the motion of
the system. Tutorial in [3] explains the different ways to use visual servoing. Two
main classes of visual servoing have been studied: the first and oldest one is Pose
Based Visual Servoing (PBVS) [1] whereas a more recent one is Image Based Visual
Servoing (IBVS) [22]. In PBVS scheme, vision is used to estimate the pose (position
and attitude) of the camera. This estimation can be obtained by using more than one
camera [23], by knowing dimensions of seen objects [14] or by taking into account
the camera motions [4][6][7][12][8][15][16]. Once the estimate is complete, stan-
dard guidance laws can be set up by using estimated deviations.
On the other side, IBVS scheme expresses the objective and the current state in the
image frame. This scheme can use, for example, the full image for an homography
comparison [13][21] or is directly using the measurement of visual features coordi-
nates [2][5][11][18] and make the current features match with their corresponding
desired ones on the image plane.
IBVS takes advantage on PBVS because of the overcoming of estimation process
and is less impacted by calibration errors. However, PBVS takes advantage on IBVS
because it allows to use existing and certified guidance laws; in IBVS, new guid-
ance laws need to be designed. In PBVS, stereo-vision appears difficult in this case
of study because the distance from runway is important, calibration must be very
precise and not impacted by vibrations and two camera bring weight and space
problem. This paper considers a generic runway whose size and markers are not
known: geometric reconstruction solutions using these informations can not then be
applied. If the motion of the aircraft is known, the use of dynamics of visual features
between several images is sufficient to estimate deviations w.r.t. the runway.
Among these visual servoing strategies, PBVS using known motions appears to be a
potential candidate for aircraft landing; thus, estimated deviations are used as mea-
surement in order to guide the aircraft in final approach. Actually, aircraft dynamic
can be considered always known thanks to IRS sensors availability.

The aim of the article is to estimate the deviations of the camera w.r.t. to the run-
way. In this purpose, the single available informations are the knowledge on rational
and translational velocities provided by inertial sensors and visual measurement.
The visual informations, provided by image processing algorithms, correspond to
the perspective projection of a 3D point in the image plane.

The three main contributions of this paper can be presented as follows : a new
nonlinear observer solution is proposed based on state coordinates transformation;
a comparison with previously published solutions is made on a common example
of literature [4]; and the proposed estimator has been applied on a realistic scenario
corresponding to a civil aircraft landing. The paper shows the advantages of the
new range identification estimator compared with previous solutions. First, the pro-
posed solution provides a general observer formulation for non-linear problem with
a generic correction term. This correction term admits several type of non-linear
estimators. Second, using an expression in a transformed state coordinates renders
the observer design simple compared with [16]. Compared with previous solutions
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[4][8][15], the dynamics of estimates is easy to control. Finally, the proposed solu-
tion presents good robustness properties with respect to noisy measurement.

The paper is organized as follows. Section 2 presents a standard range identifi-
cation formulation. Then, Section 3 proposes a new pose estimation method with
detailed observability analysis and design method of the observer. Next, section 4
presents results obtained on a standard example which are presented and compared
with other existing solutions. Results obtained with the proposed observer on a re-
alistic aircraft motion during landing phases are also presented. Finally, section 5
concludes this paper.

2 Problem statement

The problem under interest consists in using an embedded monocular camera in
order to estimate three-dimensional deviations w.r.t. a point of interest from two-
dimensional image measurement.

Denoting x the three-dimensional coordinates of a point attached to the ground
express in the camera frame C , its dynamics reads as

ẋ =

a11(t) a12(t) a13(t)
a21(t) a22(t) a23(t)
a31(t) a32(t) a33(t)


︸ ︷︷ ︸

A

x+

b1(t)
b2(t)
b3(t)


︸ ︷︷ ︸

B

(1)

with A and B respectively the rotational and translational motion matrices which
can be time-varying and supposed known.

f y

x3
x1

x2

y1

π

y2 x

Fig. 1: Perspective projection of the runway in the camera plane.
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Assuming a calibrated pinhole camera model (see Figure 1), thanks to image
processing algorithms, a perspective projection y = [y1 y2]

T in the image plane (π)
is obtained from the unmeasurable state x = [x1 x2 x3]

T . The relationship between y
and x reads as

y =C(x) = f
[x1

x3

x2

x3

]T
. (2)

with f the focal length of the camera1.

The objective of the following observer is to estimate the state coordinate
[x1 x2 x3]

T from the measurement of the image space coordinate [y1 y2]
T and the

motions of the camera.

3 A New Range Identification Technique

Several approaches as [16][6][4] propose a range identification method in perspec-
tive system. This section proposes a new approach compared with the existing range
identification methods in perspective system. The proposed solution allows an easy
design of the correction term compared with previous observer and, as shown in a
sequel, a better robustness versus noisy measurement. The new observer consists in
using the canonical observability formulation with a state coordinate transformation
that provides the capacity to easily design the observer. With this scheme, high gain
or high order sliding-mode approaches could be applied.

3.1 Observability Analysis

Let us define the following function:

Ψ(x) =

y1
ẏ1
y2

=

[
x1

x3

˙(
x1

x3

)
x2

x3

]T

(3)

Consider Mx ⊂ IRn the operating physical domain in which x is evolving.

Definition 1. [17] The system (1)-(2) is locally observable (i.e., observable ∀x∈Mx)
if Ψ(x) is a state coordinates transformation, i.e., Ψ(x) is invertible ∀x ∈Mx .

Given the complexity of Ψ , it is difficult (even with formal computation software) to

1 Without loss of generality, one can consider that the focal length f = 1.
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analytically establish its invertibility. Thus, this latter will be numerically evaluated
through the evaluation of its Jacobian ∂Ψ

∂x .

Corollary 1 System (1)-(2) is locally observable in the sense of Definition 1 if(
∂Ψ

∂x

)
x∈Mx

invertible⇔
∣∣∣∣∂Ψ

∂x

∣∣∣∣
x∈Mx

6= 0. (4)

With the transformation Ψ defined in (3), the observability condition is fulfilled if

b1−b3y1 > 0. (5)

withbi from (1).

Remark 1 The choice for the function Ψ is not unique. For example, it would be
also possible to choose Ψ = [y1 y2 ẏ2]

T

3.2 Observer design

Given that Ψ(x) is invertible under the proposed operating conditions (5), it defines
a state coordinates transformation ζ = Ψ(x). Then, it is trivial to show that the
nonlinear system (1)-(2) is locally equivalent to

ζ̇ =

0 1 0 0
0 0 0 0
0 0 0 0


︸ ︷︷ ︸

F

ζ +

 0
Φ1(ζ )
Φ2(ζ )


︸ ︷︷ ︸

Φ(ζ )

(6)

Proposition 1 An observer for system (6) reads as

˙̂
ζ = F ζ̂ +Φ(ζ̂ )+κ(y, ζ̂ ) (7)

with ζ̂ the estimated state of ζ and the function κ(y, ζ̂ ) called “correction term”
and forcing ζ̂ → ζ .

It is obvious that the correction term κ(y, ζ̂ ) is not unique and can be obtained by
several different methods depending on the desired features (robustness, finite time
convergence, etc.,). Note that the term κ depends only on ”known” variables, i.e.
measurements y and estimated state ζ̂ . Given that estimation error dynamics reads
as (with e = ζ̂ −ζ )

ė = Fe+Φ(ζ̂ )−Φ(ζ )+κ(y, ζ̂ ), (8)

κ(y, ζ̂ ) has to force the observer to converge (exponentially or in a finite time) to the
real system in spite of the initial error e(0). From ζ̂ =Ψ(x̂), one gets
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˙̂
ζ =

∂Ψ

∂ x̂
˙̂x→ ˙̂x =

[
∂Ψ

∂ x̂

]−1
˙̂
ζ . (9)

Then, by a similar way than [19], an observer for system (1)-(2) reads as

˙̂x = Ax̂+B+

[
∂Ψ

∂x

]−1

κ(y, x̂) (10)

The structure of the observer having been defined, the correction term κ(y, x̂) has to
be designed. The proposed observer in (10) allows to choose among different cor-
rection term as high gain [10] or sliding mode observer [20] (more details in [9]).
To provide a simple design of the correction term, the high gain observer has been
chosen for this paper.

High-Gain Observer [10]: The observer (10) for the system (1)-(2) admits a
correction term κ(y, x̂) defined as

κ(y, x̂) = Λ
−1K(y−C(x̂)) (11)

with

Λ =

λ1 0 0
0 λ 2

1 0
0 0 λ2

 (12)

K =

K1 0
K2 0
0 K3

 . (13)

and with λ1, λ2, K1, K2 and K3 strictly positive constant so that F−KC is Hurwitz.
The poles were specified in order to correspond to a characteristic polynomial

with three parameters, α , ξ and ω , as (s+α)(s2 + 2ξ ωs+ω2) = 0. It remains to
K1 = 2ξ ω , K2 = ω2 and K3 = α .

4 Simulation Results

4.1 Academic example

Numerical simulations are presented using the proposed observer (10). A compari-
son with existing approaches for range identification [4][6][8][16] allows assessing
the performance of this new estimator solution. Consider the example given in ex-
ample [4] for the affine system (1)-(2), with matrices A and B defined as

A =

−0.2 0.4 −0.6
0.1 −0.2 0.3
0.3 −0.4 0.4

 and B =

 0.5
0.25
0.3

 (14)
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with the initial conditions[
x1(0) x2(0) x3(0)

]T
=
[
1 1.5 2.5

]T (15)

and [
x̂1(0) x̂2(0) x̂3(0)

]T
=
[
0.4 0.6 1

]T (16)

The desired rate of convergence of the estimate error is obtained with ξ = 0.99
and ω = 7 corresponding to a 5% response time of 1 seconds with strong damp-
ing and α = 1. These parameters roughly correspond to λ = 30 in [16], to the same
parameters than in [4] except δi = 0.003 and to the same parameters in [8] and in [6].

Simulation results for estimation of x̂3 with observers [4][6][8][16] in case of no
measurement noise are shown in Figure 2.

0 0.5 1 1.5 2 2.5 3
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

t (s)

(x
3
−

x̂
3
)
(m

)

 

 

New observer
Karagiannis & Astolfi [16]
Dixon & al. [8]
Dahl & al. [6]
Chen & Kano [4]

Fig. 2: Comparison between range identification methods [4][6][8][16] and the proposed solution
without noisy measurement.

Most observers have similar behavior except the range identification proposed
by [8]. Note that, estimation error dynamics present a non-null tangent at the origint
only with [16]. Taking into account the influence of observer design parameters on
the error estimation dynamics, the proposed solution appears to be a good candidate
to range identification problem in perspective systems.
To investigate the effects of noisy measurements on the estimation results, a 1%
random noise of the signals is added on the measured informations y. Figure 3 shows
the results for estimation of ŷ3 under noisy conditions.

In presence of noise, the effects on estimations are not the same for all observers.
Although the dynamic estimation is approximately the same for each estimator, the
proposed solution is showing a very good robustness to noisy measurement com-
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Fig. 3: Comparison between range identification methods [4][6][8][16] and the proposed solution
in presence of noisy measurement.

pared with other observer. A similar robustness to noisy measurement is obtained
with [6]. Indeed, this observer is also based on a coordinate transformation.
To conclude, the proposed observer is providing a new scheme for range identifica-
tion in perspective vision system. Dynamics of the estimation rate could be easily
tuned and robustness to noisy measurement appears to be one of the features of this
estimation solution.

4.2 Example based on a fixed wing civil aircraft

Previous section results have been obtained on a very simple example with constant
motion parameters. Hereafter, the proposed observer is applied on a realistic time-
varying motion of a fixed wing civil aircraft. The coordinates of a tracking point x
in the camera frame are expressed by

ẋ =

 0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0


︸ ︷︷ ︸

A

x+

vx(t)
vy(t)
vz(t)


︸ ︷︷ ︸

B

(17)

with ωi and Vi respectively the rotational and translational velocities expressed in
the camera frame2.

2 An embedded camera attached to the aircraft is used; here, the aircraft frame can be supposed
merging with it.
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In final approach, the desired trajectory, named glide path, is ending on the runway
at a 3D point x (see Figure 4). The missing informations which need to be estimated
are the deviations x = [x1 x2 x3]

T w.r.t. the aircraft.

f y

x3

x1

x2

y1

π

y2
x

Fig. 4: Perspective projection of the glide path ending point on the runway x

Consider an aircraft, reaching the airport with a rough known position. At 5km
from the runway, one can consider the image processing able to deliver the perspec-
tive projection coordinates of x in the image plane. The aircraft is neither aligned
with the runway and nor already on the glide path. In the simulations, the aircraft
will reach the desired trajectory and will track it during the end of the approach.
The observer will be initialized with wrong deviations [x̂1(0) x̂2(0) x̂3(0)]. Two ini-
tialised states will be simulated corresponding to a ±50% error between the esti-
mated and current state vectors. Figure 5 shows the trajectory followed by x in the
camera frame and the estimation of the 3D coordinates of x during the landing with
the two initialized states.

Simulation results confirm that the proposed observer provides a good estimation
with a time varying motion of the camera. Estimation convergence is fast enough
compared with the time to landing and the estimation error converges to zero.

Remark 2 Previous results have been obtained along a trajectory independent on
the estimation results. In visual servoing, the estimated deviations feed the guidance
law. Nevertheless, the estimated deviations of x, expressed in the camera frame,
should be expressed in the inertial frame (attached to the runway). In this purpose,
a change coordinate must be done using the rotational matrix R = Rφ Rθ Rψ which
uses the orientation of the aircraft frame (i.e. camera frame) with the inertial frame.
Note that the rotational matricies depends on the roll angle φ , the pitch angle θ

and the heading difference between the aircraft and the runway ∆ψ . The Inertial
Measurement Unit (IMU) is providing φ and θ whereas ∆ψ need to be measured.
Particular visual features could be used to provide ∆ψ as shown in appendix.
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Fig. 5: Estimation results during a civil aircraft landing. Aircraft trajecory (in black), estimation
with −50% initial error (in blue) and estimation with +50% initial error (in red).

5 CONCLUSION AND FUTURE PERSPECTIVES

This paper proposes a new pose estimation solution using a nonlinear observer. The
presented solution provides good performances and appears to be more robust ver-
sus noisy measurement compared with previous solution. The proposed observer
has been also applied on a realistic landing scenario.
Future works will focus on observability limitations during landing approach and
calibrations errors effects. Furthermore, delays caused by image processing compu-
tation or numerical discretization caused by embedded computers will be taken into
account.

APPENDIX

The measurement of ∆ψ could be obtained from the image by using the visual fea-
ture dF (see Figure 6). Indeed, this visual feature depends only on f (the focal
length), φ , θ and ∆ψ . It gives

dF = f
( tan∆ψ

cosθ
+ tanφ tanθ

)
. (18)

From (18), one can compute ∆ψ with

∆ψ = tan−1
(

cosθ

(dF

f
− tanφ tanθ

))
. (19)
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dF

hor
izon

x

runway

Fig. 6: Visual features dF corresponding to the distance between the vanishing point of runway
side lines and the middle of the image along the horizon line.
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