Appendix 1 —Calculation of Py = E(byly, Pry)

In the expectation step of the EM algorithm we megjthe k), of equation 6b. This requires
the E(by|y, Pry) which is derived in this appendix.

The model iy =1,,u+ Z;g; + u+e,

Then,

E,(bily, Pry) = p(by = 1|y, Pry)

p(ylbix=1)xp(bjx=1|Pry)
p(y)

< p(ylby = 1) X p(by = 1|Pry) Al)
where,

p(bik = 1|Pry) = Pr , and

p(ylby = 1) = jﬁexp( — 1y — 1,n— W)W ' (y — 1,n — ), SO
k

logp(ylby = 1) = —0.5 (log|Wi| + ((y — 1op — w) Wi "' (y — 1, — u))

based ony{ — 1,u — w)|(bjx = 1)~N(0, W), andW,, = Z;Z;'c% + Io2.

Therefore,
logly. = log p(by = 1y, Pr,) = logp(ylby = 1) + logp(byx = 1|Pry) + constant
constant appear on both denominator term and numerator t#rraquation (A7), and

therefore could be ignored.

The expression above féogp(y, |b;x = 1) involves the unknowm. Therefore, we take the

expectation ovea|y. That is,

logp(ylby, = 1) = —0.5Ey,{lo g|Wi| + (¥ — 1,0 — w)' Wi ' (y — 1,u — u)}



Only the quadratic formQ = (y — 1,0 —u)’'W, '(y — 1,0 —u) of logp(y|by = 1)
involvesu. Therefore, apply Searle’s expectation rule[32]das follows:
EaQ = (¥ — 1ot — 0)' Wi ' (y — L — ) +HI(W, " PEV (@)
Hence,
logp(y, [bik = 1) = —0.5{lo g|Wy| + EqQ}
= —0.5{lo g|W| + y" Wyt + tr(W, TIPEV (@)))

wherey™ = (y — 1,u — ).

Although Wy, is ann x n matrix. the calculation ofog|W;| andW,,~! can be simplified by

using the Woodbury identity so that

_ 7l 2
Wi ' = (ZiZ'0% +162) " = 032 (1 - ”—"k> (A2)

0fZ{Zi+03
Wil = 0" (0RZiZi + 02), 50
log|W| = (2n — 2)log o2 + log(ctZ{Z; + o2) (A3)
Such transformation could transfer the inverse utaton of a large matribWy to the

multiplication of the vectors, which could redube tost for matrix calculation.

Therefore, substitute (A3) and (A4) iniegp (y|b;y, Bi) as follow:

logp(ylby = 1) = —0.5{(n — Dlogo? + log(o{Z{Z; + 03)}

~05{(y"'y")os? - (v"'%:) ofos?/(6}2i%; + 02)}

—0.5{tr(PEV(Q))0o5? — tr(Z;Z{PEV(Q))ofo:2/ (03 Z{Z; + o2)} (A4)
Then,
logly, = logp(ylby = 1) + logp(by, = 1|Pry)

= —0.5{2(n — Dlogo? + logV}



~05{(y"'y"os? ~ (v'%) ofos?/V)

—0.5{tr(PEV(0))o52 — tr(Z;Z{PEV(Q) )oz0s2/V}

+logPry (A5)
where,yt =y — 1,,u — 4, V = 62Z{Z; + 02 andn is the number of animalPEV(Q) (n X n
symmetric matrix) could be approximated BEV(u*) as derived in appendix 2 and could be
calculated based on GBLUP, outside the iteratidri\ algorithm. tr(Z;Z{PEV(@i)) means
to add up the diagonal elements of symmetric matn other words, we just need to
calculate and then add up the diagonal elementseomultiplication ofZ;Z; (also an X n
symmetric matrix ) an®EV(@i). Becauser(Z;Z{PEV(1)) andtr(PEV(@)) does not change

each iterations, they could be calculated oncestoréd in front of the EM steps.

With the expression faogly, = logp(by =1

y,Pr;), we can now calculate the probability

that each SNP is in one of four normal distribusion

exp(loglix) A

ik u(bixly, Pry) %=1 exp(loglix)



