
Appendix 1 – Calculation of  ��� = �(���|	, ���
) 
 
In the expectation step of the EM algorithm we require the Eb|y of equation 6b. This requires 

the �(���|	, ���
) which is derived in this appendix. 

The model is 	 = ��μ + ��g� + � + �,  

Then, 

  ��(b��|	, Pr��) 	= 	��bik = 1#	, Pr��$ 

                                    = %(	|&'()*)×%(&'()*|Pr, -)
%(	)  

                                    ∝ 	�(	|b�� = 1) × �(b�� = 1|���
)                                                  (A1) 

where, 

�(b�� = 1|���
) = ���
 , and 

�(	|b�� = 1) = /
0#1�#

234	( − /
6(	 − ��μ − �)′1�8*(	 − ��μ − �)), so 

9:;�(	|b�� = 1) = 	 −0.5	(	9:;|1�| + ((	 − ��μ − �)?1�8*(	 − ��μ − �)) 
based on (y − ��μ − �)|(b�� = 1)~N(0, 1�), and 1� = ����′σ�D + Eσ2D. 

 

Therefore,  

9:;9F� = 9:;	�(b�� = 1|	, Pr, -) = 9:;�(	|b�� = 1) + 9:;�(b�� = 1|���
) + G:HIJKHJ 

G:HIJKHJ appear on both denominator term and numerator term of equation (A7), and 

therefore could be ignored.  

 

The expression above for 9:;�(	, |b�� = 1) involves the unknown �. Therefore, we take the 

expectation over �|	. That is,  

9:;�(	|b�� = 1) = −0.5��|	L9: ;|1�| + (	 − ��μ − �)′1�8*(	 − ��μ − �)M 
 



Only the quadratic form N = (	 − ��μ − �)?1�8*(	 − ��μ − �) of 9:;�(	|b�� = 1) 

involves �. Therefore, apply Searle’s expectation rule[32] for N as follows:  

E�PN = (	 − ��μ − �P)?1�8*(	 − ��μ − �P)+tr(1�8*QRS((�P)) 
Hence,  

9:;�(	, |b�� = 1) = −0.5T9: ;|1�| + E�PNU 
                              = −0.5L9: ;|1�| + 	†W1�8*		† + tr(1�8*QRS((�P))M 
where, 	Y = (	 − ��μ − �P).  
 

Although 1� is an H × H matrix. the calculation of 9:;|1�| and 1�8* can be simplified by 

using  the Woodbury identity  so that 

1�8* = �����′σ�D + Eσ2D$8* = σ28D Z[ − ����W\(6
\(6��W��]\6̂_                                  (A2) 

                            |1�| = σ2(Db8D)(σ�D��?�� + σ2D), so 

9:;|1�| = (2n − 2)lo g σ2D + 9:;�σ�D��?�� + σ2D$																																								(A3) 

Such transformation could transfer the inverse calculation of a large matrix 1� to the 

multiplication of the vectors, which could reduce the cost for matrix calculation.   

 

Therefore, substitute (A3) and (A4) into 9:;�(	|b��, �P) as follow: 

9:;�(	|b�� = 1) = −0.5L(n − 1)lo g σ2D + log�σ�D��?�� + σ2D$M 

                           −0.5 g�	∗W	∗$σ28D − �	∗W��$Dσ�Dσ28D �σ�D��?�� + σ2D$i j 

																														−0.5Ltr�PEV(�P)$σ28D − tr�����?PEV(�P)$σ�Dσ28D �σ�D��?�� + σ2D$i M	           (A4) 

Then, 

9:;9F� = 9:;�(	|b�� = 1) + 9:;�(b�� = 1|���
) 
            = −0.5T2(n − 1)lo g σ2D + log VU 



                −0.5 g�	†W	†$σ28D − �	†W��$Dσ�Dσ28D Si j 

																			−0.5Ltr�PEV(�P)$σ28D − tr�����?PEV(�P)$σ�Dσ28D S⁄ M	                                 
																			+9:;Pr�                                                                                                              ( A5) 

where, 	† = 	 − ��μ − �P, S = σ�D��?�� + σ2D and n is the number of animals.  PEV(�P)	(H × H 

symmetric matrix) could be approximated by PEV(u∗, ) as derived in appendix 2 and could be 

calculated based on GBLUP, outside the iterations of EM algorithm. tr�����?PEV(�P)$ means 

to add up the diagonal elements of symmetric  matrix. In other words, we just need to 

calculate and then add up the diagonal elements of the multiplication of ����? (also a H × H 

symmetric matrix ) and PEV(�P). Because tr�����?PEV(�P)$ and tr�PEV(�P)$ does not change 

each iterations, they could be calculated once and stored in front of the EM steps. 

  

With the expression for logl�� = 	9:;��bik = 1#	, ���
$, we can now calculate the probability 

that each SNP is in one of four normal distributions: 

QF� = ��(bik|	, PrP -) 	 = 234	(nopnqr)
∑ 234	(nopnqr)tru/

                                                 (A6) 

 

 

 

 

 

 

 

 

 

 


