
HAL Id: hal-01309439
https://hal.science/hal-01309439v4

Submitted on 12 Nov 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sparse Recovery from Extreme Eigenvalues Deviation
Inequalities

Sandrine Dallaporta, Yohann de Castro

To cite this version:
Sandrine Dallaporta, Yohann de Castro. Sparse Recovery from Extreme Eigenvalues Deviation In-
equalities. ESAIM: Probability and Statistics, 2019, �10.1051/ps/2018024�. �hal-01309439v4�

https://hal.science/hal-01309439v4
https://hal.archives-ouvertes.fr


SPARSE RECOVERY FROM EXTREME EIGENVALUES DEVIATION
INEQUALITIES

SANDRINE DALLAPORTA AND YOHANN DE CASTRO

Abstract. This article provides a new toolbox to derive sparse recovery guarantees—that is
referred to as “stable and robust sparse regression” (SRSR)—from deviations on extreme sin-
gular values or extreme eigenvalues obtained in Random Matrix Theory. This work is based on
Restricted Isometry Constants (RICs) which are a pivotal notion in Compressed Sensing and High-
Dimensional Statistics as these constants finely assess how a linear operator is conditioned on the
set of sparse vectors and hence how it performs in SRSR. While it is an open problem to construct
deterministic matrices with apposite RICs, one can prove that such matrices exist using random
matrices models. In this paper, we show upper bounds on RICs for Gaussian and Rademacher
matrices using state-of-the-art deviation estimates on their extreme eigenvalues. This allows us
to derive a lower bound on the probability of getting SRSR. One benefit of this paper is a direct
and explicit derivation of upper bounds on RICs and lower bounds on SRSR from deviations on
the extreme eigenvalues given by Random Matrix theory.

1. Introduction

1.1. Stable and Robust Sparse Recovery (SRSR). The recent breakthrough of Compressed
Sensing [14, 16, 15] has shown that one can acquire and compress simultaneously a signal from
few linear measurements. This methodology has an important impact in practice since it may be
deployed in applied contexts where the time of acquisition is limited—e.g. medical imaging (MRI
and functional MRI)—and/or costly—e.g. reflection seismology, one may consult [18, 27] and
references therein.

More precisely, the problem addressed in recent researches aims at solving under-determined
systems of linear equations (with an additive error term e) of the form

(1.1) y = Mx0 + e

where M is a known (n×p) matrix, x0 an unknown vector in Rp, y and e are vectors in Rn and n
is (much) smaller than p. This frame fits many interests across various fields of research, e.g. in
statistics one would estimate p parameters x0 from a sample y of size n, M being the design matrix
and e some random centered noise. Although the matrix M is not injective, recent advances have
shown that one can recover an interesting estimate x̂ of x0 considering `1-minimization solutions
as

(1.2) x̂ ∈ arg min ‖x‖1 s.t. ‖y −Mx‖2 ≤ η ,

where η > 0 is a tuning parameter such that the experimenter believes it holds ‖e‖2 ≤ η with high
probability.
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A standard goal is to prove that the estimate x̂ is close to x0 or more precisely that the norm of
the error x̂− x0 is small. To this purpose, one says that x̂ satisfies the Stable and Robust Sparse
Recovery (SRSR, see [27, page 88]) if the following two error bounds hold

‖x0 − x̂‖1 ≤ Cσs(x0)1 +D
√
sη(`1-SRSR)

‖x0 − x̂‖2 ≤
C√
s
σs(x0)1 +Dη(`2-SRSR)

where C,D > 0 are constants and σs(x0)1 denotes the approximation error in `1-norm by s
coefficients, namely

σs(x0)1 := min ‖x0 − x‖1 ,
where the minimum is taken over the space Σs of sparse vectors x, i.e. the set of vectors with at
most s nonzero coordinates. SRSR shows that the estimate x̂ recovers the s largest coefficients
of the target vector x0 in a stable1 and robust (to additive errors e) manner. One can prove that
the
√
s terms are optimal in the sense of Approximation Theory, one may consult [27, Remark 4.2.3

page 88] for further details. Sufficient condition for SRSR holds whenever the matrix X satisfies
some properties, see for instance [15, 17, 26, 10, 44, 9, 29, 20] or [18, 27].

1.2. Main Result: a Toolbox to get SRSR from Deviation Inequalities. In this paper, we
want to guarantee SRSR when the matrix M is chosen at random and x̂ is produced by an `1-
minimization estimate such as (1.2).

The first random model we assume for M is as follows. Let R be a subset of {1, . . . , p} of
size r and denote MR the (n × r) matrix obtained by keeping the columns of M that belongs
to R and M?

R its hermitian adjoint. Assume that all the Gram matrices M?
RMR satisfies

(1.3) ∀r ∈ {1, . . . , d0.1230ne}, ∀R ⊆ {1, . . . , p} s.t. |R| = r, M?
RMR ∼ Cr,n ,

namely M?
RMR are identically distributed with respect to the law of the random covariance ma-

trix Cr,n of size (r × r) that may depend on the parameter n also. As we will see in the sequel,
standard models of covariance matrices Cr,n are given by Cr,n = (1/n)XX? where X ∈ Rr×n
has iid entries drawn with respect to a law L. Note that we do not require that M has independent
entries here, we only assume that the matrices MRM

?
R are identically distributed and that we have

access to the rate function of the deviations on its extreme eigenvalues.
Guaranteeing SRSR with sparsity parameter s requires to bound the eigenvalues of M?

RMR

when r = 2s, see for instance Property (SRSR-γ(2s)). We consider the asymptotic proportional
growth model where s/n → ρ, i.e. we assume that size of the sparse vectors over number of
equations tends to a constant. We also consider the parameter ρ̄ = r/n ∈ (0, 0.1230) and since
r = 2s we remark that ρ̄ = 2ρ. We assume that we have access to a deviation inequality on
extreme eigenvalues of Cr,n with rate function t 7→W(ρ̄, t) depending on this ratio. For instance,
we will consider that for all n ≥ n0(ρ̄),

(1.4) ∀t ∈ [0, 0.6247), P
{(
λ1 − (1 +

√
ρ̄)2
)
∨
(
(1−

√
ρ̄)2 − λr

)
≥ t
}
≤ c(ρ̄)e−nW(ρ̄,t)

where n0(ρ̄) ≥ 2 and c(ρ̄) > 0 may depend on the ratio ρ̄, the function t 7→W(ρ̄, t) is continuous
and increasing on [0, 0.6247) such that W(ρ̄, 0) = 0, λ1 and λr are respectively the largest
and the least eigenvalues of Cr,n. Remark that the “bulk” bounds (1 ±

√
ρ̄)2 are prescribed by

the Marchenko-Pastur law. Consider the asymptotic proportional growth model for M so that

1In an idealized situation one would assume that x0 is sparse. Nevertheless, in practice, we can only claim that
x0 is close to sparse vectors. The stability is the ability to control the estimation error ‖x0 − x̂‖ by the distance
between x0 and the sparse vectors. The reader may consult [27, page 82] for instance.
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Figure 1. [Bounds on SRSR in the iid Gaussian case] The region below the
curves gives pairs of (δ = n/p, ρ = s/n) for which SRSR holds with overwhelming
probability when M has iid Gaussian entries. Our new bound (1.6) in blue is
comparable to the one of [11] in red (derived using Foucart and Lai condition [26,
Theorem 2.1]) and the one of [14] in green (derived from symmetric RICs bounds
as in (FR-c(2s))). This figure is an update of Figure 3.2 in [11].

n/p → δ, i.e. the number of equations over number of unknowns tends also to a constant. The
main contribution of this paper is to give a bound on (δ, ρ) from the rate functionW so that SRSR
holds with overwhelming probability.

The second random model covered by this paper is given by matrices M satisfying the following
property

(1.5) ∀r ∈ {1, . . . , d0.1230ne}, ∀R ⊆ {1, . . . , p} s.t. |R| = r, MR ∼ Xr,n ,

namelyMR are identically distributed with respect to the law of the random rectangular matrixXr,n

of size (n × r). Standard models of rectangular matrices Xr,n are given by Xr,n = (1/
√
n)X?

where X ∈ Rr×n has iid entries drawn with respect to a law L. As in the first model, we do not
require that M has independent entries here, we only assume that the matrices MR are identically
distributed. In this case, we assume that we have a deviation inequality with rate function W
on the extreme singular values of Xr,n. Again, our result gives a bound on (δ, ρ) from the rate
function W so that SRSR holds with overwhelming probability.

The detailed results are presented in Section 2 and we give here the bound one can get in the
case where M has iid Gaussian entries. More precisely, we establish a new sufficient condition
on SRSR that offers the same lower bound as previous state-of-the-art results such as the results
presented in [11]. Indeed, using Davidson-Szarek’s deviation [19], we prove that if

(1.6) δ >
1

2ρ
exp

[
1− 1

4ρ

(√
33− 5

√
41

8
−
√

2ρ

)2
]
,

then SRSR holds with overwhelming probability when M has iid Gaussian entries, see Section 2.3.2.
This bound is comparable to previous state-of-the-art result [11, 40], see Figure 1.
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1.3. Byproduct Result: New Bounds on the Restricted Isometry Constants. One property
for assessing SRSR is the Restricted Isometry Property [15, 17] of order s and parameter c, referred
to as RIP(s, c,M). It is defined by

∀x ∈ Σs, (1− c)‖x‖22≤ ‖Mx‖22≤ (1 + c)‖x‖22.
Denote by c(s,M) the minimum of such c’s. One can prove (see Theorem 6.12 in [27] for instance)
that, if RIP such that

(FR-c(2s)) c(2s,M) < 4
/√

41 ' 0.625 ,

holds and x̂ is any solution to (1.2) then SRSR of order s holds with C,D > 0 depending only
on c(2s,M). A slightly modified RIP was introduced by Foucart and Lai in [26, 11]. They introduce
two constants, called Restricted Isometry Constants (RICs). For a matrix M of size (n × p), the
RICs, cmin(s,M) and cmax(s,M), are defined as

cmin := min
c−≥0

c− subject to (1− c−)‖x‖22≤ ‖Mx‖22 for all x ∈ Σs,

cmax := min
c+≥0

c+ subject to (1 + c+)‖x‖22≥ ‖Mx‖22 for all x ∈ Σs.

Hence, it holds (1−cmin)‖x‖22≤ ‖Mx‖22≤ (1+cmax)‖x‖22 for all x ∈ Σs, where we recall that Σs de-
notes the set of vectors with at most s nonzero coordinates. Reporting the influence of both extreme
eigenvalues of covariance matrices built from r = 2s columns of M, one can weaken (FR-c(2s)),
see for instance Theorem 2.1 in [26]. Revisiting [26] and [27, Proof of Theorem 6.13 (page 145)],
this paper provides the weakest condition to get SRSR in the following theorem, see Appendix A.1
for a proof.

Theorem 1. If M satisfies this asymmetric Restricted Isometry Property with RICs such that

(SRSR-γ(2s)) γ(2s, n, p) :=
1 + cmax(2s,M)

1− cmin(2s,M)
<

(4 +
√

41)2

25
' 4.329,

then the Stable and Robust Sparse Recovery (SRSR) property of order s holds with positive
constants C and D depending only on cmin(2s,M) and cmax(2s,M).

Remark. The condition to get SRSR described in [26, Theorem 2.1] can be equivalently writ-
ten as γ(2s, n, p) < (5 +

√
2)/(1 +

√
2) ' 2.657 which is a stronger requirement than Con-

dition (SRSR-γ(2s)). Also, remark that Condition (SRSR-γ(2s)) leads to the inequality (1 +
c(2s,M))/(1 − c(2s,M)) < (4 +

√
41)2/25 and one can check that this is exactly Condi-

tion (FR-c(2s)). From this remark, one can view (SRSR-γ(2s)) as a generalization of (FR-c(2s))
to the frame of asymmetric isometry constants.

Note that RIP constants are involved in other frameworks such as low-rank or group-sparse
recovery, see for instance [43, 13, 4]. Our results do not directly apply to those frameworks but the
control on RIP constants given by the methodology presented in this paper (namely (2.2), (2.3),
(2.6) and (2.7)) may be invoked in these settings.

1.4. From rate functions to SRSR. In this paper, we provide a toolbox to derive upper bounds
on RICs (with overwhelming probability) from deviation inequalities on extreme eigenvalues (or
extreme singular values) of covariance matrices Cr,n. The known asymptotic behavior of these
extreme eigenvalues provides an expected behavior for W(ρ̄, t) in both variables t and ρ̄. Notably,
it appears along our analysis that bounds on SRSR and RICs are extremely dependent on the
behavior, for fixed t, of the rate function ρ̄ 7→ W(ρ̄, t) when ρ̄ is small, and possibly tending
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to zero. More details will be given in Section 2.3. Unfortunately, this dependence is sometimes
unclear in the literature and we have to take another look at state-of-the-art results in this field.
Revisiting the paper of Feldheim and Sodin [25] on sub-Gaussian matrices, Appendix B reveals the
dependency on ρ̄ as well as bounds on the constant appearing in their rate function WFS for the
special case of Rademacher entries. Other important results due to Ledoux and Rider [33], and
Davidson and Szarek [19] are investigated in Appendix A.2.

1.5. Previous works on bounding RIP and RICs. The existence of RIP matrices with bounded
RIP constant such as (FR-c(2s)) has been proved using random matrix models, see [8, 37, 2, 18] for
instance. It has been proved that (FR-c(2s)) holds with overwhelming probability for a large class
of random matrix models as soon as the interplay between sparsity s, number of measurements n
and number of unknown parameters p satisfies

(1.7) n ≥ c1 s log(c2p/s)

for some universal constants c1 and c2 (that might depend on the random matrix model). It should
be mentioned that finding deterministic matrices satisfying (FR-c(2s)) with n = O(s log(p/s)) is
one of the most prominent open problem in Compressed Sensing, see [27] for instance. Furthermore,
it has been shown in [18, Proposition 2.2.17] that the converse is true for any matrix M. If the
SRSR recovery (`1-SRSR) or (`2-SRSR) (with η = 0) holds then necessarily n ≥ c′1 s log(c′2p/s)
for some universal constants c′1 and c′2. Since we have lower and upper bounds of the same flavor,
it seems that the condition (1.7) captures all we need to know about `1-recovery schemes. In
reality, there is a gap between the constants appearing in the upper and lower bounds. A simple
way to witness it is to consider the companion problem when there is no additive errors. In this
case e = 0 in (1.1) and η = 0 in (1.2), then stable recovery occurs for all target vector x0 if and
only a property called “Null-Space Property” (NSP) holds. As for RIP, one can prove that (1.7)
depicts a necessary and sufficient condition on NSP up to a change of constants, see for instance
[18, 5]. Nevertheless, a better description of this property is offered in the works [22, 23, 24] since
the authors provide a phase transition on NSP for large Gaussian matrices with iid entries. Let us
also mention the important papers [36, 3] that give quantitative estimates of “weak” thresholds
appearing in convex optimization, including the location and the width of the transition region
for NSP.

Following this outbreaking result, one can wonder whether a phase transition holds for properties
guaranteeing SRSR such as Condition (FR-c(2s)) or the asymmetric (SRSR-γ(2s)). To the best
of our knowledge, the first work looking for a phase transition on SRSR can be found in [11]
where the authors considered matrices with independent standard Gaussian entries and used an
upper bound on the joint density of the eigenvalues to derive a region where (SRSR-γ(2s)) holds.
Their lower bound is not explicit but one can witness in [11, page 119]. Furthermore they provide
web forms for the calculation of bounds on RICs, which are available at Jared Tanner’s webpage.
Shortly after, Bah and Tanner improved these bounds in [6] by preventing the use of union bound
over all sub-matrices built from r = 2s columns of M by grouping those which share a substantial
number of columns. Their bounds are still implicit but web forms for their calculation are available
at the same place. The same authors provided later [7] explicit bounds for the RICs in extreme
asymptotic regime:
(a) when ρ→ 0 and δ > 0 is fixed,
(b) when δ → 0 and ρ > 0 is fixed,
(c) when ρ = −1

γ log δ (γ is a fixed parameter) and δ → 0.

In the sequel, we may refer to these regimes as Regime (a), (b) and (c) respectively.

https://people.maths.ox.ac.uk/tanner/ric_bounds.shtml
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We would like to point out recent “off-the-shelf” concentration results, often based on generic
chaining, that imply bounds on RIP constants, at least for subgaussian random matrices. The reader
may consult for instance [21, Section 5] or [34]. From these results, classical bounds on gaussian
widths of sparse vectors lead to null space properties or RIP constants, see [34, Section 2.6]. We
would also point out the interesting results on the “Small Ball Method”, see [30, 31] for instance,
that requires only weak moment assumptions to get sparse recovery guarantees.

1.6. Outline. The paper is organized as follows. Section 2 states the main results: it provides a
general method to derive bounds on RICs and phase transition in Condition (SRSR-γ(2s)) from
deviation inequalities on eigenvalues or singular values. Subsection 2.3 begins with a discussion on
what is expected for such deviation inequalities. The general method described in Subsections 2.1
and 2.2 is then applied to previously known inequalities. Section 2 ends with a summary of the
obtained bounds.

The proofs are contained in the appendix. Appendix A.1 provides the proof of Theorem 1, while
Appendix A.2 and Appendix A.3 contain the proofs of Theorems 2 and 3. In Appendix B, we follow
the steps of [25] to provide an upper bound on the constant in the deviation inequality for extreme
singular values of Rademacher matrices.

Acknowledgments. We would like to thank Sasha Sodin for his patient answers to our many
questions. Moreover, this paper greatly benefited from the comments of anonymous referees on
previous version of this paper.

2. From deviations to RICs and SRSR bounds

Following the framework of [11], we provide asymptotic bounds on RICs in the proportional
growth model. As previously explained, we suppose that we are able to control the deviation of
extreme eigenvalues or singular values. We aim at controlling uniformly the extreme eigenvalues,
the combinatorial complexity is standardly [11] controlled by the quantity δ−1He(ρ̄δ) where

He(t) := −t log t− (1− t) log(1− t) for t ∈ (0, 1) ,

denotes the Shannon entropy. The improvement introduced in [6] to deal with this combinatorial
complexity could be used here but we chose not to do so as it would have turned our explicit
bounds into implicit ones. One may remark that the quantity

t0 := W−1
(
ρ̄, δ−1He(ρ̄δ)

)
governs the order of the deviation in the rate function t 7→ W(ρ̄, t) when bounding the extreme
eigenvalues uniformly over all possible supports S of size r among the set of indices {1, . . . , p},
see (2.4) and (2.8) in the functions Ψmin /max. Here W−1(ρ̄, .) denotes the inverse of W with
respect to its second variable.

The next theorems gives the probability that the matrix M satisfies (SRSR-γ(2s)). From
Theorem 1 note that this event is included in the event such that SRSR holds, namely{

M satisfies (SRSR-γ(2s)) with s ≤ s0

}
⊂
{

SRSR holds with s ≤ s0

}
where the right hand event means that for any x0 ∈ Rp, any solution x̂ to (1.2) satisfies SRSR for
all parameters s such that s ≤ s0.
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2.1. Using extreme eigenvalues deviations inequalities. Useful constants are ρ0 := (33 −
5
√

41)/16 ' 0.0615 and
√
ρ0 ' 0.3508. Also, we denote τ0 := 4/

√
41 ' 0.6247. The key main

result is the following theorem proved in Section A.2.

Theorem 2. Assume that for all 0 < ρ̄ < 2ρ0, the largest eigenvalue λ1 and the smallest eigen-
value λr of a (r × r) covariance matrix Cr,n where r := bρ̄nc satisfy for all n ≥ n0(ρ̄),

∀0 ≤ t < τ0, P
{(
λ1 − (1 +

√
ρ̄)2
)
∨
(
(1−

√
ρ̄)2 − λr

)
≥ t
}
≤ c(ρ̄)e−nW(ρ̄,t)

where n0(ρ̄) ≥ 2 and c(ρ̄) > 0 may both depend on ρ̄, the function t 7→W(ρ̄, t) is continuous and
increasing on [0, τ0) such that W(ρ̄, 0) = 0. Then for any 0 < δ < 1 and 0 < ρ < ρ0 such that

(2.1) δ > Ψ
(1)
0 (ρ,W) :=

1

2ρ
exp

{
1− 1

2ρ
W
[
2ρ, 2τ0(

√
ρ−√ρ0)

(√
ρ− 1

2
√
ρ0

)]}
,

and for any sequence of (n× p) matrices (M(n))n≥2 with n/p→ δ satisfying (1.3), it holds that

P
{
M(n) satisfies (SRSR-γ(2s)) with s ≤ s0 = bρnc

}
≥ 1− 2c(2ρ)e−nD1(δ,ρ) → 1

for some D1(δ, ρ) > 0 that may depend on δ and ρ.
Furthermore, for all ε > 0 and for all ρ̄ and δ such that δ−1He(ρ̄δ) belongs to the range

of W(ρ̄, ·), it holds

P
{
cmin(bρ̄nc,M(n)) ≥ Ψ

(1)
min(δ, ρ̄,W) + ε

}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε),(2.2)

P
{
cmax(bρ̄nc,M(n)) ≥ Ψ(1)

max(δ, ρ̄,W) + ε
}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε),(2.3)

where D2(ρ̄, δ, ε) > 0 and we denote

Ψ
(1)
min(δ, ρ̄,W) :=

√
ρ̄(2−

√
ρ̄) + t0 ,(2.4)

Ψ(1)
max(δ, ρ̄,W) :=

√
ρ̄(2 +

√
ρ̄) + t0 ,

with t0 := W−1(ρ̄, δ−1He(ρ̄δ)).

2.2. Using extreme singular values deviations. A similar result can be derived from deviations
on singular values, a proof is given in Section A.3.

Theorem 3. Assume that for all 0 < ρ̄ < 2ρ0, the largest singular value σ1 and the smallest
singular value σr of a (n× r) matrix Xr,n where r := bρnc satisfy for all n ≥ n0(ρ̄),

∀0 < t <
√

2ρ0, P
{(
σ1 − (1 +

√
ρ̄)
)
∨
(
(1−

√
ρ̄)− σr

)
≥ t
}
≤ c(ρ̄)e−nW(ρ̄,t)

where n0(ρ̄) ≥ 2 and c(ρ̄) > 0 may both depend on ρ̄, the function t 7→ W(ρ̄, t) is continuous
and increasing on [0,

√
2ρ0) such thatW(ρ̄, 0) = 0. Then for any 0 < δ < 1 and 0 < ρ < ρ0 such

that

(2.5) δ > Ψ
(2)
0 (ρ,W) :=

1

2ρ
exp

{
1− 1

2ρ
W
[
2ρ,
√

2ρ0 −
√

2ρ
]}
,

and for any sequence of (n× p) matrices (M(n))n≥2 with n/p→ δ satisfying (1.5), it holds that

P
{
M(n) satisfies (SRSR-γ(2s)) with s ≤ s0 = bρnc

}
≥ 1− 2c(2ρ)e−nD1(δ,ρ) → 1

for some D1(δ, ρ) > 0 that may depend on δ and ρ.
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Furthermore, for all ε > 0 and for all ρ̄ and δ such that δ−1He(ρ̄δ) belongs to the range
of W(ρ̄, ·), it holds

P
{
cmin(bρ̄nc,M(n)) ≥ Ψ

(2)
min(δ, ρ̄,W) + ε

}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε),(2.6)

P
{
cmax(bρ̄nc,M(n)) ≥ Ψ(2)

max(δ, ρ̄,W) + ε
}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε),(2.7)

where D2(ρ̄, δ, ε) > 0 and we denote

Ψ
(2)
min(δ, ρ̄,W) := min{1, (

√
ρ̄+ t0)(2−

√
ρ̄− t0)} ,(2.8)

Ψ(2)
max(δ, ρ̄,W) := (

√
ρ̄+ t0)(2 +

√
ρ̄+ t0) ,

with t0 := W−1(ρ̄, δ−1He(ρ̄δ)).

Theorems 2 and 3 give a general method to derive bounds on RICs from deviation inequali-
ties satisfied by the extreme eigenvalues or singular values of a random matrix. In the following
subsection, three known deviation inequalities are used to provide such bounds for Gaussian and
Rademacher matrices.

2.3. State-Of-The-Art deviation inequalities. The asymptotic behavior of extreme eigenvalues
of random covariance matrices with iid entries has been known for some years. From this behavior
and the concentration of measure phenomenon, we present what is expected for deviation inequali-
ties for extreme eigenvalues of such matrices with sub-Gaussian entries. This is what we call “ideal
deviations”. The next two paragraphs are devoted to deviation inequalities for Gaussian matrices
due to Davidson and Szarek [19], and Ledoux and Rider [33]. The last paragraph focuses on a
deviation inequality for Rademacher matrices, proved by Feldheim and Sodin [25].

In what follows, the bounds on RICs are written in terms of parameters ρ̄ = r
n and δ = n

p . When
expressing Condition (2.1) or (2.5), we use parameter ρ = s

n , with s = r/2. Note that throughout
this paper, it holds that ρ̄ = 2ρ.

2.3.1. Ideal deviations. The asymptotic behavior of extreme eigenvalues for random covariance
matrices was first established for matrices with Gaussian entries [28, 12] and extended to ones with
more general entries in [42, 38, 25, 39, 45]. The largest eigenvalue fluctuations are described by
the following: [

nρ̄1/4

(1 +
√
ρ̄)2

] 2
3

(λ1 − (1 +
√
ρ̄)2)

(d)→
n→∞

F1,

where F1 is the so-called Tracy-Widom law. As for the smallest eigenvalue, when ρ̄ < 1 (which is
true in our setting), [

nρ̄1/4

(1−
√
ρ̄)2

] 2
3

((1−
√
ρ̄)2 − λr)

(d)→
n→∞

F1.

We focus on the largest eigenvalue λ1 and write:

P(λ1 ≥ (1 +
√
ρ̄)2 + t) = P

([ nρ̄1/4

(1 +
√
ρ̄)2

] 2
3
(λ1 − (1 +

√
ρ̄)2) ≥ n2/3ρ̄1/6

(1 +
√
ρ̄)4/3

t

)
.

This deviation probability is therefore expected to be close to

1− F1

(
n2/3ρ̄1/6

(1 +
√
ρ̄)4/3

t

)
,
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where F1 is the cdf of the Tracy-Widom distribution. Thus it is expected to be close to the tail
behavior of F1 at ∞, which is actually known:

1− F1(x) ∼
x→∞

e−
2
3
x3/2

.

As a consequence, deviation inequalities for the largest eigenvalue are expected to conform to

P
(
λ1 ≥ (1 +

√
ρ̄)2 + t

)
≤ C exp

(
− c ρ̄1/4

(1 +
√
ρ̄)2

nt3/2
)
,

at least for t of the order of the spectrum width (which behaves asymptotically as O(
√
ρ̄)). For

bigger t, due to the concentration of measure phenomenon, the expected behavior is the following:

P
(
λ1 ≥ (1 +

√
ρ̄)2 + t

)
≤ Ce−cnmin(t,t2).

Similar results should hold for the smallest eigenvalue, except that λr ≥ 0 almost surely and
therefore only moderate deviations can occur. See [32] for a detailed survey on this subject and
[33, Page 1322] for a specific discussion on the change of behavior occurring around t = O(

√
ρ̄).

Considering these expected deviation inequalities, it may be possible to prove the following for
sub-Gaussian random matrices.

∀t > 0, P
{
λ1 − (1 +

√
ρ̄)2 ≥ t

}
≤ c(ρ̄)e−nWTW(ρ̄,t)

where λ1 denotes the largest eigenvalue of a (r× r) covariance matrix Cr,n with iid sub-Gaussian
entries and

WTW(ρ̄, t) :=
1

C

{
ρ̄

1
4

(1 +
√
ρ̄)2

t
3
21t≤

√
ρ̄ +

t2

(1 +
√
ρ̄)2

1√ρ̄<t≤1 +
t

(1 +
√
ρ̄)2

1t>1

}
,(2.9)

where C > 0. A similar deviation inequality may be established for the smallest eigenvalue λr with
almost a similar W function (the (1 +

√
ρ̄)2 terms should be replaced by (1−

√
ρ̄)2). We should

obtain

W−1
TW(ρ̄, u) =

C2/3(1 +
√
ρ̄)4/3

ρ̄
1
6

u
2
3︸ ︷︷ ︸

small deviation part

1u≤ ρ̄

C(1+
√
ρ̄)2

+ C1/2(1 +
√
ρ̄)
√
u︸ ︷︷ ︸

moderate deviation part

1 ρ̄

C(1+
√
ρ̄)2

<u≤ 1
C(1+

√
ρ̄)2

+ C(1 +
√
ρ̄)2u︸ ︷︷ ︸

large deviation part

1u> 1
C(1+

√
ρ̄)2
.

Theorem 2 could then be invoked to get bounds on RICs,

cmax ≤
√
ρ̄(2 +

√
ρ̄) + t0,

cmin ≤
√
ρ̄(2−

√
ρ̄) + t0,

where t0 = W−1
TW

(
ρ̄, 1

δHe(ρ̄δ)
)
.

Remark. Note that in the two asymptotic Regimes (a) and (c) of [7], 1
δHe(ρ̄δ) will be larger

than ρ̄
C(1+

√
ρ̄)2 . Therefore it seems that the most important part in the rate function (2.9) for our

present use is the moderate and large deviation parts, arising from the concentration of measure
phenomenon.
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2.3.2. Davidson and Szarek’s deviations. Consider a (r × n) matrix X with iid standard Gaussian
entries. In the paper [19], Davidson and Szarek have shown that for all 0 < ρ̄ < 1 it holds

∀t > 0, P
{(σ1(X)√

n
− (1 +

√
ρ̄)
)
∨
(

(1−
√
ρ̄)− σr(X)√

n

)
≥ t
}
≤ 2e−nWDS(ρ̄,t)

where σi(X) denotes the singular values of X and WDS(ρ̄, t) := t2/2, see [27, page 291] for
instance. This inequality relies on the concentration of measure phenomenon. Note that

W−1
DS(ρ̄, u) =

√
2u.

Theorem 3 applied here gives the following high probability bounds on RICs

cmax ≤ (
√
ρ̄+ t0)(2 +

√
ρ̄+ t0),

cmin ≤ (
√
ρ̄+ t0)(2−

√
ρ̄− t0),

where t0 =
√

2
δHe(ρ̄δ).

Remark. In the three asymptotic Regimes (a), (b) and (c), these bounds on RICs behave similarly
to the ones obtained by Bah and Tanner in [7], except that constants are better in [7]. Note that
this deviation has been used in the paper [16, Lemma 3.1] to bound the RIP constant.

Furthermore, Theorem 3 states that Condition (SRSR-γ(2s)) is satisfied with high probability
whenever

δ >
1

2ρ
exp

[
1− 1

2ρ
(
√
ρ0 −

√
ρ)2
]
.

When ρ is small (which is the case in the Regimes (a) and (c)), this condition approximately writes

δ >
1

2ρ
exp

[
− ρ0

2ρ

]
.

2.3.3. Ledoux and Rider’s deviations. Ledoux and Rider proved in [33] small deviation inequalities
for β Hermite and Laguerre Ensembles. Their work rely on the tridiagonal model for these matrix
ensembles and on a variational formulation of the Tracy-Widom distribution. For real covariance
matrices, their deviation inequality for the largest eigenvalue is the following. For all 0 < ρ̄ < 1
and for all n ≥ 2, setting r = bρ̄nc,

∀t > 0, P
(
λ1 − (1 +

√
ρ̄)2 ≥ t

)
≤ c(ρ̄)e−nW

max
LR (ρ̄,t)

where λ1 denotes the largest eigenvalue of a (r × r) covariance matrix Cr,n with iid standard
Gaussian entries and

Wmax
LR (ρ̄, t) :=

ρ̄
1
4

CLR(1 +
√
ρ̄)3

t
3
21t≤

√
ρ̄(1+

√
ρ̄)2 +

ρ̄
1
2

CLR(1 +
√
ρ̄)2

t1t>
√
ρ̄(1+

√
ρ̄)2 ,

where CLR > 0 may be bounded explicitly from [33]. As explained in Section 1.4, the dependency
of functionW in parameter ρ̄ is of crucial importance in our analysis. Therefore, we choose to write
the most precise deviation inequalities the paper reached, even in the case when r/n is bounded.
For λr, we follow the procedure explained in [33, Section 5, page 1338] to write the following

∀t > 0, P
(

(1−
√
ρ̄)2 − λr ≥ t

)
≤ c(ρ̄)e−nW

min
LR (ρ̄,t)
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where

Wmin
LR (ρ̄, t) :=

ρ̄
1
4

CLR(1−
√
ρ̄)3

t
3
21t≤

√
ρ̄(1−

√
ρ̄)2 +

ρ̄
1
2

CLR(1−
√
ρ̄)2

t1t>
√
ρ̄(1−

√
ρ̄)2 .

In order to simplify the analysis of the phase transition, observe thatWmax
LR (ρ̄, t) ≤Wmin

LR (ρ̄, t) for
all ρ̄ and t. This yields

∀t > 0, P
{(
λ1 − (1 +

√
ρ̄)2
)
∨
(
(1−

√
ρ̄)2 − λr

)
≥ t
}
≤ c(ρ̄)e−nWLR(ρ̄,t)

where

WLR(ρ̄, t) := Wmax
LR (ρ̄, t) .

Therefore

W−1
LR(ρ̄, u) = C

2/3
LR

(1 +
√
ρ̄)2

ρ̄1/6
u2/3

1u≤ ρ̄
CLR

+ CLR
(1 +

√
ρ̄)2

√
ρ̄

u1u> ρ̄
CLR

.

Theorem 2 applied here gives the following high probability bounds on RICs:

cmax ≤
√
ρ̄(2 +

√
ρ̄) + t0,

cmin ≤
√
ρ̄(2−

√
ρ̄) + t0,

where t0 = W−1
LR(ρ̄, 1

δHe(ρ̄δ)).

Remark. In the three asymptotic Regimes (a), (b) and (c), it may be shown that 1
δHe(ρ̄δ) ≥ ρ̄

CLR
.

These bounds on RICs behave similarly to the ones obtained by Bah and Tanner in [7] in Regime (a),
except that their constants are better. In Regimes (b) and (c), they behave badly compared to
those of [7].

Furthermore, Theorem 2 states that Condition (SRSR-γ(2s)) is satisfied with high probability
whenever

δ >
1

2ρ
exp

{
1− 1

2ρ
WLR

[
2ρ, 2τ0(

√
ρ−√ρ0)

(√
ρ− 1

2
√
ρ0

)]}
.

When ρ is small (which is the case in Regimes (a) and (c)), the second argument in WLR is
approximately τ0 and this condition approximately writes

δ >
1

2ρ
exp

[
− τ0

CLR
√

2ρ

]
.

2.3.4. Feldheim and Sodin’s deviations. For all 0 < ρ̄ < 1 and for all n ≥ n0, setting r = bρ̄nc it
follows from [25] that

∀t > 0, P
{(
λ1 − (1 +

√
ρ̄)2
)
∨
(
(1−

√
ρ̄)2 − λr

)
≥ t
}
≤ c(ρ̄)e−nWFS(ρ̄,t)

where λi denotes the eigenvalues of a (r× r) covariance matrix Cr,n with iid Rademacher entries
and

WFS(ρ̄, t) :=
ρ̄ log(1 + t

2
√
ρ̄
)

3
2

CFS(1 +
√
ρ̄)2

,

where 0 < CFS < 837, as shown in Proposition 6. Furthermore

W−1
FS(ρ̄, u) = 2

√
ρ̄

{
exp

(
C

2/3
FS

(1 +
√
ρ̄)4/3

ρ̄2/3
u2/3

)
− 1

}
.
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Theorem 2 applied here gives the following high probability bounds on RICs:

cmax ≤
√
ρ̄(2 +

√
ρ̄) + t0,

cmin ≤
√
ρ̄(2−

√
ρ̄) + t0,

where t0 = W−1
FS(ρ̄, 1

δHe(ρ̄δ)).
Furthermore, Theorem 2 states that Condition (SRSR-γ(2s)) is satisfied with high probability

whenever

δ >
1

2ρ
exp

{
1− 1

2ρ
WFS

[
2ρ, 2τ0(

√
ρ−√ρ0)

(√
ρ− 1

2
√
ρ0

)]}
.

When ρ is small (which is the case in regimes (a) and (c)), the second argument in WFS is
approximately τ0 and this condition approximately writes

δ >
1

2ρ
exp

[
− | log ρ|3/2

23/2CFS

]
.

Remark. In the three asymptotic regimes (a), (b) and (c), these bounds behave badly compared
to the ones by Bah and Tanner in [7] (but note that we consider here entries which are not Gaussian
anymore). This is indeed not surprising: from Section 2.3.1, it seems that the most important
part in the rate function (2.9) is the moderate and large deviation behavior, whereas Feldheim and
Sodin’s inequality focuses only on small deviations. For matrices with independent Rademacher
entries, concentration of measure phenomenon still occurs and one can use Talagrand’s inequality
to control large deviations of the largest singular value σ1, which is a convex function of the entries.
A similar inequality holds for matrices with independent sub-Gaussian entries:

(2.10) P
(σ1(X)√

n
≥ t(1 +

√
ρ̄)
)
≤ e−cnt2 , for all t ≥ C,

where X is a (r × n) matrix with iid sub-Gaussian entries, with mean zero and variance 1. Here
c, C > 0 depend on the sub-Gaussian moment of the entries and on ρ̄ (see for example [35]).
Note that these constants might be computed explicitly but we did not pursue on this laborious
task here. As far as we know, the more precise moderate and large deviation inequality for the
smallest singular value of sub-Gaussian matrices was established by Rudelson and Vershynin (see
for example [41]):

(2.11) P
(σr(X)√

n
≤ t(1−

√
ρ̄)
)
≤ (Ct)n(1−ρ̄) + e−cn, for all t ≥ 0,

where c, C > 0 depend only on the sub-Gaussian moment of the entries. Again, these constants
may be computed explicitly. Note that the e−cn term quantifies the fact that X is non singular
with probability strictly less than 1.

Combining Feldheim and Sodin’s inequality with the preceding ones (2.10) and (2.11) would
probably lead to a more accurate deviation inequality. However constants should be computed
explicitly and the proof of Theorem 3 modified in order to deal with the additive term e−cn

in (2.11). We will not pursue this task here.

2.4. Bounds on RICs and SRSR. We summarize the bounds we obtained in the previous sub-
sections. For sake of readability, we focus on the asymptotic Regime (a), in which ρ̄ → 0 and
δ > 0 is fixed, so that the functions Ψ

(1)
min, Ψ

(1)
max, Ψ

(2)
min and Ψ

(2)
max have a simplest expression.
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Inequality by Ψ
(1,2)
max Ψ

(1,2)
min

Davidson-Szarek 2
√

2
√
ρ̄| log ρ̄|+ 2

√
ρ̄+
√

2(1− log δ)
√

ρ̄
| log ρ̄| + o

(√
ρ̄

| log ρ̄|

)
= Ψ

(2)
max

Ledoux-Rider CLR
√
ρ̄| log ρ̄|+

[
2 + CLR

(
1− log δ

)]√
ρ̄+ o(

√
ρ̄) = Ψ

(1)
max

Feldheim-Sodin 2
√
ρ̄ exp

[
C

2/3
FS | log ρ̄|2/3

]
+ o
(√

ρ̄ exp
[
C

2/3
FS | log ρ̄|2/3

])
= Ψ

(1)
max

We summarize next the conditions we obtained in the previous subsections on δ and ρ so
that Condition (SRSR-γ(2s)) is satisfied with high probability. For sake of readability again, this
condition is written assuming that ρ is small.

Inequality by Condition (SRSR-γ(2s))
Davidson-Szarek δ > 1

2ρ exp
[
− ρ0

2ρ

]
Ledoux-Rider δ > 1

2ρ exp
[
− τ0

CLR
√

2ρ

]
Feldheim-Sodin δ > 1

2ρ exp
[
− | log ρ|3/2

23/2CFS

]

Appendix A. Proofs of the main results

A.1. Proof of Theorem 1. The proof follows the same guidelines as [27, Proof of Theorem
6.13, page 145]. A sufficient condition for SRSR is the `2-robust null space property, see [27,
Theorem 4.22, page 88]. Namely, we need to find constants κ ∈ (0, 1) and τ > 0 such that, for
any v ∈ Rp and any S ⊂ {1, . . . , p} such that |S| = s,

‖vS‖2 ≤
κ√
s
‖vSc‖1 + τ‖Mv‖2 .

Given v ∈ Rp, it is enough to consider S = S0 the set of the s largest (in magnitude) entries of
v, S1 the set of the s largest (in magnitude) entries of v in Sc0, S2 the set of the s largest (in
magnitude) entries of v in (S0 ∪ S1)c, etc. By definition of the RICs, one has

‖MvS0‖22 = (1+t)‖vS0‖22
with − cmin(2s,M) ≤ −cmin(s,M) ≤t ≤ cmax(s,M) ≤ cmax(2s,M) .

We begin with a first lemma. For sake of readability and from now on, cmin denotes cmin(2s,M)
and cmax denotes cmax(2s,M).

Lemma 4. For all k ≥ 1, it holds

|〈MvS0 ,MvSk〉| ≤
√

(cmax − t)(cmin + t)‖vS0‖2‖vSk‖2 .
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Proof. Set u = vS0/‖vS0‖2 and w = ±vSk/‖vSk‖2 where the sign of w is chosen so that
|〈Mu,Mw〉| = 〈Mu,Mw〉. For α, β > 0 to be chosen later, it holds

2|〈Mu,Mw〉| = 1

α+ β

[
‖M(αu+ w)‖22 − ‖M(βu− w)‖22 − (α2 − β2)‖Mu‖22

]
≤ 1

α+ β

[
(1 + cmax)‖αu+ w‖22 − (1− cmin)‖βu− w‖22 − (α2 − β2)(1 + t)‖u‖22

]
=

1

α+ β

[
(1 + cmax)(α2 + 1)− (1− cmin)(β2 + 1)− (α2 − β2)(1 + t)

]
=

1

α+ β

[
α2(cmax − t) + β2(cmin + t) + cmax + cmin

]
.

Then, chose α =
√

(cmin + t)/(cmax − t) and β =
√

(cmax − t)/(cmin + t) to get the desired
inequality. �

Using Lemma 4, observe that

(1 + t)‖vS0‖22 = ‖MvS0‖22
= 〈MvS0 ,Mv〉 −

∑
k≥1

〈MvS0 ,MvSk〉

≤ ‖MvS0‖2‖Mv‖2 +
∑
k≥1

√
(cmax − t)(cmin + t)‖vS0‖2‖vSk‖2

= ‖vS0‖2
[√

1 + t‖Mv‖2 +
√

(cmax − t)(cmin + t)
∑
k≥1

‖vSk‖2
]
.

Now, Lemma 6.14 in [27] gives that∑
k≥1

‖vSk‖2 ≤
1√
s
‖vSc0‖1 +

1

4
‖vS0‖2 .

We deduce that

‖vS0‖2 ≤
b

4
‖vS0‖2 +

b√
s
‖vSc0‖1 +

‖Mv‖2√
1 + t

,

where b :=
√

(cmax − t)(cmin + t)/(1 + t). It follows that

‖vS0‖2 ≤
1√
s

4b

4− b
‖vSc0‖1 +

4

4− b
‖Mv‖2√

1 + t
.

It suffices that κ = 4b/(4− b) < 1 to get the `2-robust null space property and hence SRSR. This
is equivalent to b =

√
(cmax − t)(cmin + t)/(1 + t) < 4/5. We have the following lemma.

Lemma 5. For any t ∈ [−cmin, cmax], it holds√
(cmax − t)(cmin + t)

(1 + t)
≤ cmin + cmax

2
√

(1− cmin)(1 + cmax)
.

Proof. Define f(t) = (cmax − t)(cmin + t)/(1 + t)2 whose derivative is given by

f ′(t) =
cmax − cmin − 2cmaxcmin − t(2 + cmax − cmin)

(1 + t)3
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We easily deduce that the function f is upper bounded by the quantity f(t?) where we denote
t? = (cmax − cmin − 2cmaxcmin)/(2 + cmax − cmin). Now, remark that it holds f(t?) = (cmin +
cmax)2/(4(1− cmin)(1 + cmax)). This gives the desired inequality. �

It shows that SRSR holds whenever (cmin + cmax)/
√

(1− cmin)(1 + cmax) < 8/5. This last con-
dition reads

√
γ − 1/

√
γ < 8/5 which is equivalent to

√
γ < (4 +

√
41)/5, where we denote

γ = γ(2s,M). The desired condition follows.

A.2. Proof of Theorem 2. We first prove (2.3). Set ε > 0 and suppose that ρ̄ and δ are such
that 1

δHe(ρ̄δ) is in the range of W(ρ̄, ·). Set t0 = W−1
(
ρ̄, 1

δHe(ρ̄δ)
)
. Then

P
{
cmax ≥

√
ρ̄(2 +

√
ρ̄) + t0 + ε

}
= P

{
1 + cmax ≥ (1 +

√
ρ̄)2 + t0 + ε

}
= P

{
∃x ∈ Σr s.t. ‖Mx‖2 ≥

(
(1 +

√
ρ̄)2 + t0 + ε

)
‖x‖2

}
≤
∑
Cr,n

P
{
λ1(Cr,n) ≥ (1 +

√
ρ̄)2 + t0 + ε

}
≤
(
p

r

)
c(ρ̄)e−nW(ρ̄,t0+ε)

≤ c(ρ̄)Θ e−nW(ρ̄,t+ε)+pHe(r/p)

≤ c(ρ̄)Θ e−nD,

with He(t) = −t log t − (1 − t) log(1 − t) for t ∈ (0, 1), Θ2 := e1/2/(2π[r(1 − r/p)]1/p) and
D = W(ρ̄, t0 + ε)−W(ρ̄, t0) > 0. Indeed, note that Stirling formula (see Lemma 10) leads to(

p

r

)
≤ e1/4

√
2π[r(1− r/p)]1/(2p)

e−r log(r/p)−(p−r) log(1−r/p) = ΘepHe(r/p) .

where Θ → e1/4/
√

2π when 0 < r/p < 1 and p goes to infinity. Set D2(ρ̄, δ, ε) = D
2 . Observe

that D − log(Θ)/n ≥ D2(ρ̄, δ, ε) for large enough n. Then, for n large enough (depending only
on ρ̄, δ and ε), it holds

P
{
cmax ≥

√
ρ̄(2 +

√
ρ̄) + t0 + ε

}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε).

Following the same arguments, we get a similar inequality (2.2) for cmin.
We suppose now that (M(n))n≥2 is a sequence of (n×p) matrices with n/p→ δ satisfying (1.3)

and that Condition (2.1) is satisfied, namely

δ > Ψ
(1)
0 (ρ,W) :=

1

2ρ
exp

{
1− 1

2ρ
W
[
2ρ, 2τ0(

√
ρ−√ρ0)

(√
ρ− 1

2
√
ρ0

)]}
.

Using the fact that He(t) ≤ −t log t+ t, this condition implies

(A.1) 0 <
1

δ
He(2ρδ) <W

[
2ρ, 2τ0(

√
ρ−√ρ0)

(√
ρ− 1

2
√
ρ0

)]
.

Note that 2τ0(
√
ρ − √ρ0)(

√
ρ − 1

2
√
ρ0

) = 8√
41
ρ − 2

√
2
√
ρ + 4√

41
belongs to (0, τ0). Recall that

W(2ρ, .) is increasing on this interval. Applying W−1(2ρ, .) to (A.1) leads to

0 < t0 <
8√
41
ρ− 2

√
2
√
ρ+

4√
41
.
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Let t0 < t < t∗ = 8√
41
ρ− 2

√
2
√
ρ+ 4√

41
. Remark that Condition (SRSR-γ(2s)) is satisfied on the

event {cmax(2s,M(n)) <
√

2ρ(2 +
√

2ρ) + t} ∩ {cmin(2s,M(n)) <
√

2ρ(2 −
√

2ρ) + t}. Indeed,
denoting γ0 = (4+

√
41)2

25 ,

γ(2s,M)− (4 +
√

41)2

25
=

1 + cmax(2s,M(n))

1− cmin(2s,M(n))
− γ0

<
(1 +

√
2ρ)2 + t

(1−
√

2ρ)2 − t
− γ0

<
(1− γ0) + 2

√
2(1 + γ0)

√
ρ+ 2(1− γ0)ρ+ (1 + γ0)t

(1−
√

2ρ)2 − t
.

Note that t < t∗ = 8√
41
ρ− 2

√
2
√
ρ+ 4√

41
implies that the denominator is positive.

Moreover 1− γ0 = − 8
25(4 +

√
41) and 1 + γ0 = 2

√
41

25 (4 +
√

41) > 0. Therefore

(1− γ0) + 2
√

2(1 + γ0)
√
ρ+ 2(1− γ0)ρ+ (1 + γ0)t = (1 + γ0)(t− t∗) < 0 .

As a consequence,

γ(2s,M) <
(4 +

√
41)2

25
.

Invoking (2.3) and (2.2) with ε = t− t0 and ρ̄ = 2ρ yields the following

P
(
cmax(2s,M(n)) ≥

√
2ρ(2 +

√
2ρ) + t

)
≤ c(2ρ)e−nD2(2ρ,δ,t−t0),

P
(
cmin(2s,M(n)) ≥

√
2ρ(2−

√
2ρ) + t

)
≤ c(2ρ)e−nD2(2ρ,δ,t−t0),

with D2(2ρ, δ, t − t0) =
(
W(2ρ, t) −W(2ρ, t0)

)
/2 > 0. Note that t 7→ D2(2ρ, δ, t − t0) is

continuous and increasing from [t0, t∗) ⊂ [0, τ0) onto
[
0, D2(2ρ, δ, t∗ − t0)

)
.

Choose D1(ρ, δ) ∈
(
0, D2(2ρ, δ, t∗ − t0)

)
(remark that t∗ and t0 depend only on ρ and δ) and

define tρ,δ in (t0, t∗) so that D2(2ρ, δ, tρ,δ − t0) = D1(ρ, δ). Therefore

P
{
M(n) does not satisfy (SRSR-γ(2s)) with s ≤ bρnc

}
≤ P

(
cmax(2s,M(n)) ≥

√
2ρ(2 +

√
2ρ) + tρ,δ

)
+ P

(
cmin(2s,M(n)) ≥

√
2ρ(2−

√
2ρ) + tρ,δ

)
≤ 2c(2ρ)e−nD1(ρ,δ),

which concludes the proof.
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A.3. Proof of Theorem 3. We follow the same lines as in the previous proof. We first prove (2.7).
For ε > 0, we get the following.

P
{
cmax ≥ (

√
ρ̄+ t0)(2 +

√
ρ̄+ t0) + ε

}
= P

{
1 + cmax ≥ (1 +

√
ρ̄+ t0)2 + ε

}
= P

{
∃x ∈ Σr s.t. ‖Mx‖2 ≥

(
(1 +

√
ρ̄+ t0)2 + ε

)
‖x‖2

}
≤
∑
Cr,n

P
{
σ1 ≥

√
(1 +

√
ρ̄+ t0)2 + ε

}
≤
∑
Cr,n

P
{
σ1 ≥ 1 +

√
ρ̄+ t0 + f(ρ̄, δ, ε)

}
,

where f(ρ̄, δ, ε) =
√

(1 +
√
ρ̄+ t0)2 + ε− (1 +

√
ρ̄+ t0) > 0. Then

P
(
cmax ≥ (

√
ρ̄+ t0)(2 +

√
ρ̄+ t0) + ε

)
≤
(
p

r

)
c(ρ̄)e−nW

(
ρ̄,t0+f(δ,ρ̄,ε)

)
≤ c(ρ̄)Θ e−nW

(
ρ,t0+f(δ,ρ̄,ε)

)
+pHe(r/p)

≤ c(ρ̄)Θ e−nD,

with He(t) = −t log t− (1− t) log(1− t) for t ∈ (0, 1), Θ2 := e1/2/(2π[r(1− r/p)]1/p) and D =
W
(
ρ̄, t0 + f(δ, ρ̄, ε)

)
−W(ρ̄, t0). Set D2(ρ̄, δ, ε) = D

2 . Observe that D − log(Θ)/n ≥ D2(ρ̄, δ, ε)
for large enough n. Then, for n large enough (depending only on ρ̄, δ and ε), it holds

P
{
cmax ≥ (

√
ρ̄+ t0)(2 +

√
ρ̄+ t0) + ε

}
≤ c(ρ̄)e−nD2(ρ̄,δ,ε).

Following the same arguments, we get a similar inequality (2.6) for cmin.
We suppose now that (M(n))n≥2 is a sequence of (n×p) matrices with n/p→ δ satisfying (1.5)

and that Condition (2.5) is satisfied, namely

δ > Ψ
(2)
0 (ρ,W) :=

1

2ρ
exp

(
1− 1

2ρ
W
[
2ρ,
√

2ρ0 −
√

2ρ
])
,

Using the fact that He(t) ≤ −t log t+ t, this condition implies

0 <
1

δ
He(2ρδ) <W

(
2ρ,
√

2ρ0 −
√

2ρ
)
.

Recall that W(2ρ, .) is increasing on [0,
√

2ρ0). Applying W−1(2ρ, .) leads to

0 < t0 <
√

2ρ0 −
√

2ρ.

Let t0 < t < t∗ =
√

2ρ0 −
√

2ρ. Remark that Condition (SRSR-γ(2s)) is satisfied on the event
{cmax(2s,M(n)) < (

√
2ρ+ t)(2+

√
2ρ+ t)}∩{cmin(2s,M(n)) < (

√
2ρ+ t)(2−

√
2ρ− t)}. Indeed√

γ(2s,M)− 4 +
√

41

5
<

1 +
√

2ρ+ t

1−
√

2ρ− t
−√γ0

<
1−√γ0 +

√
2(1 +

√
γ0)
√
ρ+ (1 +

√
γ0)t

1−
√

2ρ− t
.
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Note that t < t∗ =
√

2ρ0 −
√

2ρ implies that the denominator is positive. Moreover

1−√γ0 +
√

2(1 +
√
γ0)
√
ρ+ (1 +

√
γ0)t = (1 +

√
γ0)(t− t∗) < 0.

As a consequence,

γ(2s,M) <
(4 +

√
41)2

25
.

Similarly to (2.7) and (2.6), it can be proved that for t > t0,

P
(
cmax(2s,M(n)) ≥ (

√
2ρ+ t)(2 +

√
2ρ+ t)

)
≤ c(2ρ)e−nD3(2ρ,δ,t),

P
(
cmin(2s,M(n)) ≥ (

√
2ρ+ t)(2−

√
2ρ− t)

)
≤ c(2ρ)e−nD3(2ρ,δ,t),

with D3(2ρ, δ, t) > 0. Note that t 7→ D3(2ρ, δ, t) is continuous and increasing from [t0, t∗) ⊂
[0, τ0) onto

[
D3(2ρ, δ, t0), D3(2ρ, δ, t∗)

)
. Choose D1(ρ, δ) ∈

(
D2(2ρ, δ, t0);D3(2ρ, δ, t∗)

)
(note

that t∗ and t0 depend only on ρ and δ) and define tρ,δ so that D3(2ρ, δ, tρ,δ) = D1(ρ, δ). Therefore

P
{
M(n) does not satisfy (SRSR-γ(2s)) with s ≤ bρnc

}
≤ P

(
cmax(2s,M(n)) ≥

(√
2ρ+ tρ,δ

)(
2 +

√
2ρ+ tρ,δ

))
+ P

(
cmin(2s,M(n)) ≥

(√
2ρ+ tρ,δ

)(
2−

√
2ρ− tρ,δ

))
≤ 2c(2ρ)e−nD1(ρ,δ),

which concludes the proof.
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Appendix B. Supplement : Deviations for the Rademacher model

In this section we follow the steps of the work [25] to get small deviation inequalities on the
extreme eigenvalues of Gram matrices built from the Rademacher law. The paper [25] focuses on
the asymptotic distribution of the fluctuations of the extreme eigenvalues, and it proved that the
extreme eigenvalues of the sample covariance matrices built from sub-Gaussian matrices asymptot-
ically fluctuate around their limiting values (with proper scaling) with respect to the Tracy-Widom
distribution. Their results follow from an interesting estimation of the moments of the fluctuations.
While their estimation is interestingly of the right order (namely ε3/2), the authors of [25] did not
pursue on giving an upper bound of the constant appearing in their rate function, see Claim (a)
and (b) of Point 2 in [25, Corollary V.2.1].

Unfortunately, the constant CFS appearing in the rate function is of crucial importance when
deriving phase transitions, see Section 2 for instance. Hence, we need to track the proof of [25]
in order to provide an upper bound on CFS and its dependence on the ratio ρ of the sizes of
the Rademacher matrix. This strenuous hunt necessitates to recast all the asymptotic bounds
appearing in [25] into non asymptotic ones as sharp as possible. The benefit of this elementary but
non trivial task is the following. It gives, for the first time, an explicit expression of small deviations
of extreme eigenvalues of the sample covariance matrices at the sharp rate ε3/2. This section is
devoted to prove the following result.

Proposition 6. Let N > M ≥ 54 and consider

C := XX> where X ∈ {±1}M×N with i.i.d. Rademacher entries

then

P
{
λM (C) ≥ (

√
M +

√
N)2 + εN

}
≤ W0(ρ, ε)

1− ρ
M exp(−NWFS(ρ, ε))

P
{
λ1(C) ≤ (

√
M −

√
N)2 − εN

}
≤ W0(ρ, ε)

1− ρ
M exp(−NWFS(ρ, ε))

where ρ = M/N and

W0(ρ, ε) := c0 exp

[
c0

√
log
(

1 +
ε

2
√
ρ

)]

WFS(ρ, ε) :=
ρ log(1 + ε

2
√
ρ)

3
2

CFS(1 +
√
ρ)2

for some universal constants c0 > 0 and 837 > CFS > 0. Furthermore, for any C > 3242, there
exists a constant v := v(ρ, C) > 0 that depends only on ρ = M/N and C such that, for all
0 < ε <

√
ρ,

P
{
λM (C) ≥ (

√
M +

√
N)2 + εN

}
≤ v exp

(
− C−1N

ρ1/4

(1 +
√
ρ)2

ε
3
2

)
P
{
λ1(C) ≤ (

√
M −

√
N)2 − εN

}
≤ v exp

(
− C−1N

ρ1/4

(1 +
√
ρ)2

ε
3
2

)
.

B.1. Sketch of the proof. The result of [25] is based on a combinatorial proof. Interestingly,
this approach is suited for the Rademacher model since, in this case, traces of polynomials of the
covariance matrix C can be expressed as the number of non-backtracking paths of given length. In
this section, we change notation and we use the notation of the paper [25] to ease readability when
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referring to this latter. Hence, we consider a Rademacher matrix of size (M ×N) with M < N
(referred to as (s×n) with s < n in the rest of this paper). We draw this proof into the following
points.

(1) The proof [25] is based on a moment method that captures the influence of the largest
and the smallest eigenvalues considering a new centering

C̃ :=
C− (M +N − 2)

2
√

(M − 1)(N − 1)
.

The authors [25] then use the trace of C̃2m + C̃2m−1 (resp. C̃2m − C̃2m−1) to estimate
the moments of the largest (resp. smallest) eigenvalue.

(2) The control of
Am := Etr[C̃2m] + Etr[C̃2m−1]

(resp. Bm := Etr[C̃2m] − Etr[C̃2m−1]) is given by a control of traces of polynomials
Qn(C) of C. Up to a proper scaling, these polynomials are the orthogonal polynomials
of the Marchenko-Pastur law which can be expressed by Chebyshev polynomials Un of the
second kind.

(3) In the Rademacher model, the aforementioned traces, namely Etr[Qn(C)], are exactly
the number Σ̂1

1(n) of non-backtracking paths on the complete bi-partite graph that cross
an even number of times each edge and end at their starting vertex. This claim can be
generalized to general random sub-Gaussian matrices, up to technicalities.

(4) To estimate the number of non-backtracking paths Σ̂1
1(n), the article [25] begins with

a mapping from the collection of non-backtracking paths into the collection of weighted
diagrams. Then it provides an automaton which constructs all possible diagrams. The
number of diagrams constructed by the automaton ending in s steps is denoted D1(s).
Lemma 7 provides an upper bound on this quantity. Summing over s, it yields an upper
bound on Σ̂1

1(n), see (B.1) in Lemma 8.
(5) In the Rademacher model, Σ̂1

1(n) is the expectation of the trace of Qn. Hence, we deduce
an upper bound on these traces.

(6) Using Markov inequality and optimizing over the parameters, we deduce small deviation
inequalities on the smallest and largest eigenvalues.

B.2. Number of diagrams. Recall that D1(s) denotes the number of diagrams constructed by
the automaton ending in s steps. The description of the automaton can be found in [25] Section
II.2 page 101.

Lemma 7. It holds, for all s ≥ 1,

D1(s) ≤ C0,DC
s−1
D ss−1/2

where C0,D and CD can be chosen as C0,D = 8.31 and CD = 53.8.

Proof. We follow Proposition II.2.3 of [25] but we focus on the case (of sample covariance matrices)
corresponding to β = 1. In this case, there are three types of transitions from one state to the
following one. Let s = 2g+h be the number of steps in the automaton at the end, where h is the
number of transition of type 3 and g the number of transition of type 1.
• If h = 0 then the number of ways to order the transitions of the type 1 and 2 is exactly (2g)!

g!(g+1)! .
Informally, the state of the automaton can be seen as a “thread” made of straight pieces and
loops. The total length of this thread changes at each step. These changes of length are encoded
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by non-negative integers mi. For precise definition of these numbers, see [25] Section II.2 page
103. In the present case, the number of ways to choose the numbers mi is at most

(
6g−1

4g

)
. The

number of diagrams corresponding to a fixed order of transitions and fixed mi is at most (6g−1)2g

(indeed, the following state is then determined by choosing an edge and there are 6g − 1 edges in
the diagram). As in [25], we deduce that an upper on D1 is

(2g)!

g!(g + 1)!

(
6g − 1

4g

)
(6g − 1)2g =

2g(6g − 1)!(6g − 1)2g

g!(g + 1)!(4g)!
.

Using Lemma 10, this number is upper bounded by

e2+1/60

π
g

(6g − 1)8g−1/2

gg+1/2(g + 1)g+3/2(4g)4g+1/2
.

Writing θ = (6g−1)8g−1/2

gg+1/2(g+1)g+3/2(4g)4g+1/2 in exponential form, we get

θ = exp
(

2g log g + g
(
8 log(6)− 4 log(4)

)
− 3 log g − 1

2
(3 log 2 + log 3) + γ(g)

)
,

with
γ(g) =

(
8g − 1

2

)
log
(

1− 1

6g

)
−
(
g +

3

2

)
log
(

1 +
1

g

)
.

Note that γ is non decreasing on (1,∞) and goes to −7
3 when g →∞. Therefore, the number of

diagrams in this case is upper bounded by (recall that s = 2g here)
1

π
e7/2 log(3)−3/2 log(2)+1/60−1/3(40.5)s−1ss−2 ≤ 3.84(40.5)s−1ss−2.

• If g = 0 then there are only transitions of the third kind. The number of ways to choose
the numbers mi is at most

(
2h−1
h−1

)
. The number of diagrams corresponding to a fixed order of

transitions and fixed mi is at most (3h − 1)h (indeed, recall that the number of edges of the
diagram is 3h− 1). We deduce that an upper bound on D1 is

(2h− 1)!

h!(h− 1)!
(3h− 1)h .

Note that this number is 2 when h = 1. For h ≥ 2, using Lemma 10, this number is upper bounded
by

e1/12

√
2π

(2h− 1)2h−1/2(3h− 1)h

hh+1/2(h− 1)h−1/2
.

Once again, we write θ = (2h−1)2h−1/2(3h−1)h

hh+1/2(h−1)h−1/2 in exponential form. This yields

θ = exp
[(
h− 1

2

)
log h+

(
2 log(2) + log(3)

)
(h− 1) +

3

2
log 2 + log(3) + γ(h)

]
,

with
γ(h) =

(
2h− 1

2

)
log
(

1− 1

2h

)
+ h log

(
1− 1

3h

)
−
(
h− 1

2

)
log
(

1− 1

h

)
.

Note that γ is non increasing on (2, h∗) and non decreasing on (h∗,∞) for some h∗ > 2. Therefore,
γ(h) is bounded by max(γ(2), limh→∞ γ(h)). This yields γ(h) ≤ −0.33 for all h ≥ 2. Finally, the
number of diagrams in this case is upper bounded by (recall that s = h here)

e1/12

√
2π
e3/2 log(2)+log(3)−0.33(12)s−1ss−1/2 ≤ 2.65(12)s−1ss−1/2.
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• If h 6= 0 and g 6= 0 then the number of ways to order the transitions of the three types is exactly(
2g + h

h

)
(2g)!

g!(g + 1)!
=

(2g + h)!

h!g!(g + 1)!
.

The number of ways to choose the numbers mi is at most
(

6g+2h−1
2g+h−1

)
. The number of diagrams

corresponding to a fixed order of transitions and fixed mi is at most (6g + 3h − 1)2g+h (indeed,
recall that the number of edges of the diagram is 6g + 3h− 1).

We deduce that an upper bound on D1 is

(2g + h)!

h!g!(g + 1)!

(
6g + 2h− 1

2g + h−1

)
(6g + 3h− 1)2g+h.

Using the fact that s = 2g + h and Lemma 10, this number is bounded by

e131/126

(2π)3/2

ss+1/2(3s− h− 1)3s−h−1/2(3s− 1)s

hh+1/2gg+1/2(g + 1)g+3/2(s− 1)s−1/2(2s− h)2s−h+1/2
.

Let t = h/s ∈ [1/s, 1− 2/s] so that an upper bound is

e131/126

(2π)3/2

ss+1/2(3s− ts− 1)3s−ts−1/2(3s− 1)s

(ts)ts+1/2(s1−t
2 )s(1−t)/2+1/2(s1−t

2 + 1)s(1−t)/2+3/2(s− 1)s−1/2(2s− ts)2s−ts+1/2
.

Once again, we write this in exponential form and get

e131/126

(2π)3/2
exp

(
s log s− 5

2
log s+ β(t)s+ α(t) + γ(s, t)

)
,

with

α(t) = 2 log 2− 1

2
log(3− t)− 1

2
log t− 2 log(1− t)− 1

2
log(2− t),

β(t) = (3− t) log(3− t) + log(3)

− t log t− (1− t) log(1− t) + log(2)(1− t)− (2− t) log(2− t),

γ(s, t) =
(

(3− t)s− 1

2

)
log
(

1− 1

(3− t)s

)
+ s log

(
1− 1

3s

)
− 1

2

(
s(1− t) + 3

)
log
(

1 +
2

s(1− t)

)
−
(
s− 1

2

)
log
(

1− 1

s

)
.

◦ We focus first on β. This function is non decreasing on (0, t∗) and non increasing on (t∗, 1),
with t∗ = 3

2 −
√

57
6 ≈ 0.24. Therefore, it reaches its maximum at t∗. Computing it yields

β(t) ≤ 3.985 for all t ∈ (0, 1).
◦ We focus now on α. This function is non increasing on (0, t′) and non decreasing on (t′, 1)

with t′ ∈ (0, 1). Recall that t ∈ (1/s, 1 − 2/s). Therefore, α(t) ≤ max(α(1/s), α(1 − 2/s)).
Computing these two values and using the fact that s ≥ 3 leads to α(t) ≤ α(1 − 2/s) for all
t ∈ (1/s, 1− 2/s). Consequently

α(t) ≤ 2 log s− 1

2
log
(

2 +
2

s

)
− 1

2
log
(

1− 2

s

)
− 1

2
log
(

1 +
2

s

)
.
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◦ Let’s turn to γ. Recall that t ∈ (1/s, 1 − 2/s). Dealing separately with the two terms(
(3− t)s− 1

2

)
log
(
1− 1

(3−t)s
)
and 1

2(s(1− t) + 3) log(1 + 2
s(1−t)) yields

γ ≤
(

3s− 3

2

)
log
(

1− 1

3s− 1

)
+ s log

(
1− 1

3s

)
− 1

2
(s+ 2) log

(
1 +

2

s− 1

)
−
(
s− 1

2

)
log
(

1− 1

s

)
.

Going back to the number of diagrams in this case, it is bounded by

e131/126

(2π)3/2
exp

(
s log s− 1

2
log s+ 3.985s+ δ(s)

)
,

with

δ(s) =− 1

2
log
(

2 +
2

s

)
− 1

2
log
(

1− 2

s

)
− 1

2
log
(

1 +
2

s

)
+
(

3s− 3

2

)
log
(

1− 1

3s− 1

)
+ s log

(
1− 1

3s

)
− 1

2
(s+ 2) log

(
1 +

2

s− 1

)
−
(
s− 1

2

)
log
(

1− 1

s

)
.

This function is non decreasing on (3,∞) and goes to −4
3 −

log 2
2 ≤ −1.67 when s goes to ∞.

Therefore, there are at most

e131/126−1.67

(2π)3/2
(e3.985)s−1ss−1/2 ≤ 1.82(53.8)s−1ss−1/2

diagrams in this case. This leads to the result. �

B.3. Number of paths. Let n ≥ 1 be fixed. Recall that Etr[Qn(C)] is equal to the number
Σ̂1

1(n) of non-backtracking paths, see page 115 in [25]. Recall that M ≤ N denotes the sizes of
the Rademacher matrix.

Lemma 8. It holds

(B.1) Σ̂1
1(n) ≤ C0,Σ̂n(MN)n/2 exp

[CΣ̂(1 +
√
M/N)n3/2

√
M

]
where C0,Σ̂ = 160.4 and CΣ̂ = 13.3. As a consequence,

E[tr[Q]n(C)] ≤ C0,Σ̂(MN)n/2n exp
(
CΣ̂(1 +

√
M/N)

n3/2

M1/2

)
.

Proof. The number of diagrams is D1(s) for 1 ≤ s ≤ n. The number of ways to choose the
vertices on a diagram constructed in s steps by the automaton is at most

1

2
(MN)n/2

[
(1 +

√
M/N)(M−1/2 +N−1/2)2s−2 + (1−

√
M/N)(M−1/2 −N−1/2)2s−2

]
,

see [25, page 117]. The number of ways to choose the weights on a diagram constructed in s steps
by the automaton is at most [25]

(3s+ 1)

(3s− 2)!

(n− 3s+ 1

2
+ 3s− 2

)3s−2
.
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We deduce that the number Σ̂1
1(n) of non-backtracking paths is at most

Σ̂1
1(n) ≤ 1

2
(MN)n/2

[(
1 +

√
M

N

)
T1 +

(
1−

√
M

N

)
T2

]
where

T1 :=

n∑
s=1

D1(s)(M−1/2 +N−1/2)2s−2 (3s+ 1)

(3s− 2)!

(n− 3s+ 1

2
+ 3s− 2

)3s−2

T2 :=
n∑
s=1

D1(s)(M−1/2 −N−1/2)2s−2 (3s+ 1)

(3s− 2)!

(n− 3s+ 1

2
+ 3s− 2

)3s−2

We can bound each term. It reads as follows.

T1 ≤ C0,D

n∑
s=1

Cs−1
D ss−1/2(M−1/2 +N−1/2)2s−2 (3s+ 1)

(3s− 2)!

(n− 3s+ 1

2
+ 3s− 2

)3s−2

≤ C0,D

n∑
s=1

Cs−1
D

[1 +
√
M/N√
M

]2(s−1) (3s+ 1)(n+ 3s− 3)3s−2ss−1/2

(3s− 2)!23s−2

using Lemma 7. Invoke Lemma 10 to get that

(2(s− 1))!

n3(s−1)

(3s+ 1)(n+ 3s− 3)3s−2ss−1/2

(3s− 2)!23s−2

≤ ne
s+1/12

23s−2
(3s+ 1)

√
2s− 2

3s− 2

(
1 +

3s− 3

n

)3s−2 (2s− 2)2s−2ss−1/2

(3s− 2)3s−2

≤ ne1/12

√
2s− 2

3s− 2
23s−2(3s+ 1)

(2s− 2)2s−2ss−1/2

(3s− 2)3s−2
es.

But 23s−2(3s+ 1) (2s−2)2s−2ss−1/2

(3s−2)3s−2 es ≤ exp(s+ f(s)) where

f(s) = (3s−2) log(2)+(2s−2) log(2s−2)+log(3s+1)+
(
s− 1

2

)
log(s)− (3s−2) log(3s−2).

Some elementary computations give the following:

f(s) =
1

2
log s+ (5 log 2− 3 log 3)s+ 3 log 3− 4 log 2 + (2s− 2) log

(
1− 1

s

)
− (3s− 2) log

(
1− 2

3s

)
+ log

(
1 +

1

3s

)
= (5 log 2− 3 log 3)s+ 3 log 3− 4 log 2 + g(s),

with g(s) = 1
2 log s+ (2s− 2) log

(
1− 1

s

)
− (3s− 2) log

(
1− 2

3s

)
+ log

(
1 + 1

3s

)
. We have

g′(s) =
3s− 1

2s(3s+ 1)
+ 2 log

(
1− 1

s

)
− 3 log

(
1− 2

3s

)
,

g′′(s) =
−27s4 + 99s3 − 21s2 + 11s+ 2

2s2(s− 1)(3s− 2)(3s+ 1)2
.

It may be shown that there exists s∗ > 2 such that g′′ is positive on (1, s∗) and negative on
(s∗,∞). Therefore, g is strictly concave on (s∗,∞) and its curve is below its tangents, which write
y = g′(s0)(s − s0) + f(s0). For s ∈ [1, s∗], g(s) ≤ g(1) = 2 log 2. As a consequence, we are
looking for the point s0 ∈ (s∗,∞) such that the tangent at s0 goes through the point (1, 2 log 2).
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This tangent goes through the point (1, g(s0) + (1− s0)g′(s0)). Set h(s) = g(s) + (1− s)g′(s).
This function is non decreasing and there is a unique point s0 ∈ (s∗,∞) such that h(s0) = 2 log 2.
It may be shown that s0 ∈ (39.66; 39.67). As g′ is non increasing on this interval, g′(s0) ≤
g′(39.66) ≤ 0.013. This leads to

g(s) ≤ 0.013(s− 1) + 2 log 2.

Then

(2(s− 1))!

n3(s−1)

(3s+ 1)(n+ 3s− 3)3s−2ss−1/2

(3s− 2)!23s−2

≤ ne1/12

√
2

3
exp

(
(5 log 2− 3 log 3 + 1.013)s+ 3 log 3− 2 log 2− 0.013

)
≤ ne1/12

√
2

3
exp(1 + 3 log 2) exp

(
(5 log 2− 3 log 3 + 1.013)(s− 1)

)
≤ 19.3 n (3.27)s−1.

As a consequence,

T1 ≤ 19.3C0,Dn
n∑
s=1

1

(2(s− 1))!

[1.81(1 +
√
M/N)n3/2√

C−1
D M

]2(s−1)

≤ 19.3C0,Dn exp
(

1.81
√
CD(1 +

√
M/N)

n3/2

M1/2

)
.

Similarly, one gets

T2 ≤ 19.3nC0,D

n∑
s=1

1

(2(s− 1))!

[1.81(1−
√
M/N)n3/2√

C−1
D M

]2(s−1)

≤ 19.3nC0,D exp
[1.81(1−

√
M/N)

√
CDn

3/2

√
M

]
.

This yields the result. �

B.4. Bound on the traces.

Lemma 9. It holds that

(B.2)
(
E[tr[C̃2m]] + E[tr[C̃2m−1]]

)
∨
(
E[tr[C̃2m]]− E[tr[C̃2m−1]]

)
≤ ∆m

where

∆m =
C0,Rad

1− M
N

m
[( MN

(M − 1)(N − 1)

)m
+
M

m

]
exp

(
CRad(1 +

√
M/N)4 m

3

M2

)
,

and

C0,Rad = 594C0,Σ̂ = 95, 278

CRad = 355.7C2
D = 830, 415.
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Proof. Invoke Lemma IV.1.1 page 115 in [25] and Lemma 8 to get that

E[tr[V
n,

(M−2)2

(M−1)(N−1)

(C̃)]] ≤ C0,Σ̂

( MN

(M − 1)(N − 1)

)n/2
n exp

(
CΣ̂(1 +

√
M/N)

n3/2

M1/2

)
.(B.3)

Set s := (M−2)2

(M−1)(N−1) . For m ≥ 1, let Am = E[tr[C̃2m]] + E[tr[C̃2m−1]]. Following pages 95-96
in [25] yields:

Am =
1

(2m+ 1)22m

m∑
n=0

(2n+ 1)

(
2m+ 1

m− n

)
E[tr[U2n(C̃)]]

+
1

2m22m

m∑
n=1

2n

(
2m

m− n

)
E[tr[U2n−1(C̃)]].(B.4)

Using the fact that Vk,s = Uk +
√
sUk−1, it holds

Am =
1

(2m+ 1)22m

m∑
n=0

(2n+ 1)

(
2m+ 1

m− n

) 2n∑
k=0

(−1)ksk/2E[tr[V2n−k,s(C̃)]]

+
1

2m22m

m∑
n=1

2n

(
2m

m− n

) 2n−1∑
k=0

(−1)ksk/2E[tr[V2n−k−1,s(C̃)]].

Note that the expectation E[tr[Vk,s(C̃)]] is non-negative. Indeed, one can check that, up to a
multiplicative constant, E[tr[Vk,s(C̃)]] = E[tr[Qk(C̃)]] = Σ̂1

1(k). It follows that

Am ≤
1

(2m+ 1)22m

m∑
n=0

(2n+ 1)

(
2m+ 1

m− n

) n∑
k=0

skE[tr[V2(n−k),s(C̃)]]

+
1

2m22m

m∑
n=1

2n

(
2m

m− n

) n−1∑
k=0

skE[tr[V2n−2k−1,s(C̃)]]

≤ 1

(2m+ 1)22m

m∑
n=1

(2n+ 1)

(
2m+ 1

m− n

)
(

n−1∑
k=0

skE[tr[V2(n−k),s(C̃)]] + snM)

+
1

2m22m

m∑
n=0

2n

(
2m

m− n

) n−1∑
k=0

skE[tr[V2n−2k−1,s(C̃)]](B.5)
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Invoke (B.3) to get with CM,N = CΣ̂(1 +
√
M/N),

Am ≤
m∑
n=1

2n+ 1

(2m+ 1)22m

(
2m+ 1

m− n

)

×
n−1∑
k=0

skC0,Σ̂

( MN

(M − 1)(N − 1)

)n−k
2(n− k) exp

[
CM,N

2
3
2 (n− k)

3
2

M
1
2

]
+

m∑
n=1

n

m22m

(
2m

m− n

)

×
n−1∑
k=0

skC0,Σ̂

( MN

(M − 1)(N − 1)

)n−k− 1
2
2
(
n− k − 1

2

)
exp

[
CM,N

2
3
2 (n− k − 1/2)

3
2

M
1
2

]
+

1

(2m+ 1)22m

m∑
n=0

(2n+ 1)

(
2m+ 1

m− n

)
snM.

Then

Am ≤
2C0,Σ̂

1− (M−2)2

MN

m∑
n=1

[ 2n+ 1

(2m+ 1)22m

(
2m+ 1

m− n

)
+

n

m22m−1

(
2m

m− n

)]
× n

( MN

(M − 1)(N − 1)

)n
exp

[
CM,N

2
3
2n

3
2

M
1
2

]
+

1

(2m+ 1)22m

m∑
n=0

(2n+ 1)

(
2m+ 1

m− n

)
snM.

From Lemma 11 it holds

log
[n+ 1/2

22m

(
2m+ 1

m− n

)]
∨ log

[ n

22m

(
2m

m− n

)]
≤ −c1 − c2

n2

m

where c1 = −5 and c2 = 0.6321. We deduce that

Am ≤
4C0,Σ̂

1− (M−1)(N−1)s
MN

exp(−c1)

m

m∑
n=1

n
( MN

(M − 1)(N − 1)

)n
exp

(
− c2

n2

m
+ CM,N

23/2n3/2

M1/2

)
+
M exp(−c1)

m

m∑
n=0

sn exp
(
− c2

n2

m

)
,

≤
4C0,Σ̂ exp(−c1)

1− M
N

[( MN

(M − 1)(N − 1)

)m
+
M

m

] m∑
n=1

exp
(
− c2

n2

m
+ CM,N

23/2n3/2

M1/2

)
.

Observe that the maximum of −ax4 + bx3 is 27b4

256a3 . We deduce that

−c2
n2

m
+ CM,N

23/2n3/2

M1/2
≤ CRad(1 +

√
M/N)4 m

3

M2

where

CRad =
27

4

C4
M,N

c3
2(1 +

√
M/N)4

=
27

4

C4
Σ̂

c3
2

=
27

4

1.814C2
D

c3
2

= 286.9C2
D ,

as claimed.
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The bound on Bm := E[tr[C̃2m]] − E[tr[C̃2m−1]] follows the same lines. The minus in front
of E[tr[C̃2m−1]] change the line (B.4) to its opposite. The change of indices k leads to the term
sk+1/2E[tr[V2(n−k−1),s(C̃)]] in (B.5). Since we uniformly bound n− k − 1 by n in the rest of the
proof and s1/2 < 1, we get the same result. �

B.5. Small deviation on the largest eigenvalue. Observe that

P{λM (C) ≥ (
√
M +

√
N)2 + εN} = P{λM (C̃) ≥ εM,N},

with

55

53

(
1 +

ε

2
√
M/N

)
≥ εM,N :=

√
MN + 1√

(M − 1)(N − 1)
+

εN

2
√

(M − 1)(N − 1)
≥ 1 +

ε

2
√
M/N

,

for allN > M ≥ 54. Set f(x) := x2m+x2m−1 and note that f is non-increasing on (−∞,−1+ 1
2m ]

and non-decreasing on [−1 + 1
2m ,∞). Furthermore, its minimum is −em where

em :=
(2m− 1)2m−1

(2m)2m
=

(1− 1
2m)2m

2m− 1
≤ 1

2em
,

and it is non-negative on (−∞,−1] ∪ [0,∞). Using Markov inequality, we deduce that

P(λM (C̃) ≥ εM,N ) ≤ P(f(λM (C̃)) + em ≥ f(εM,N ) + em)

≤ E[f(λM (C̃)] + em
f(εM,N ) + em

≤
∑M

k=1(E[f(λk(C̃)] + em)

f(εM,N )

=
Am +Mem
f(εM,N )

(B.6)

Invoke Lemma 9 to get that

P(λM (C̃) ≥ εM,N ) ≤
C0,Radm

[(
MN

(M−1)(N−1)

)m
+ M

m

]
exp

(
CRad(1 +

√
M/N)4 m3

M2

)
+ M

2em

(1− M
N )f(εM,N )

,

for all m ∈ N. Using that M ≥ 54 and log(1 + x) ≤ x, we get

P(λM (C̃) ≥ εM,n) ≤
C0,Rad

[
m+ 1+2e

2e M
]
eCRad(1+

√
M/N)4 m3

M2 +54m( 1
M

+ 1
N

) log( 54
53

)

(1− M
N )f(εM,N )

for all m ∈ N. Optimizing on m yields the choice m =

√
2 log(εM,N )

3CRad(1+
√
M/N)4

M and

P
{
λM (C) ≥ (

√
M +

√
N)2 + εN

}
≤ W0(ρ, ε)

1− ρ
M exp(−NW1(ρ, ε))
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where ρ = M/N and

W0(ρ, ε) :=
C0,Rad(1 + 2e)

√
3CRad(1 +

√
ρ)2 + 2e

√
2 log(55

53(1 + ε
2
√
ρ))

2e
√

3CRad(1 +
√
ρ)2

× exp

54 log(
54

53
)(1 + ρ)

√
2 log(55

53(1 + ε
2
√
ρ))

(1 +
√
ρ)2
√

3CRad


W1(ρ, ε) :=

4
√

2

3
√

3

ρ log(1 + ε
2
√
ρ)

3
2

(1 +
√
ρ)2
√
CRad

Using that ρ ≤ 1, we derive that

W0(ρ, ε) ≤
4C0,Rad(1 + 2e)

√
3CRad + 2e

√
2 log(55

53(1 + ε
2
√
ρ))

2e
√

3CRad

× exp

108 log(
54

53
)

√
2 log(55

53(1 + ε
2
√
ρ))

√
3CRad


≤ c0 exp

[
c0

√
log
(

1 +
ε

2
√
ρ

)]
for some universal constant c0 > 0. We deduce the following useful bound

(B.7) P
{
λM (C) ≥ (

√
M +

√
N)2 + εN

}
≤ c0Me

c0

√
log
(

1+ ε
2
√
ρ

)
1− ρ

e−NW1(ρ,ε) .

For ε ≤ √ρ we can deduce a small deviation inequality as follows. Observe that for any η > 0
one can pick a constant c1(η) > 0, that depends only on η, such that for all M ≥ 1, it holds
M ≤ c1(η) exp(ηM). Note that log(3/2) ε√

ρ ≤ log
(
1 + ε

2
√
ρ

)
and set

VRad :=
3
√

3CRad

4
√

2 log(3/2)3/2
.

We deduce that for any C > VRad ≈ 3242 there exists a constant v := v(ρ, C) > 0 that depends
only on ρ = M/N and C such that, for all 0 ≤ ε ≤ √ρ,

(B.8) P
{
λM (C) ≥ (

√
M +

√
N)2 + εN

}
≤ v exp

(
− C−1N

ρ1/4

(1 +
√
ρ)2

ε
3
2

)
.

B.6. Small deviation on the smallest eigenvalue. Observe that

P{λ1(C) ≤ (
√
M −

√
N)2 − ε′N} = P{λ1(C̃) ≤ −ε′M,N},

with

1 +
ε′27

53
√
M/N

≥ ε′M,N :=

√
MN − 1√

(M − 1)(N − 1)
+

ε′N

2
√

(M − 1)(N − 1)
≥ 53

54

(
1 +

ε′27

53
√
M/N

)
,
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for all N > M ≥ 54. Set g(x) := x2m − x2m−1 and note that g(x) = f(−x). It holds

P{λ1(C̃) ≤ −ε′M,N} ≤ P{g(λ1(C̃)) + em ≥ g(−ε′M,N ) + em}

≤ E[g(λ1(C̃)] + em
f(ε′M,N ) + em

≤
∑M

k=1(E[g(λk(C̃)] + em)

f(ε′M,N )

=
Bm +Mem
f(ε′M,N )

and we recover an upper bound of the form (B.6) for which Lemma 9 can also be applied and we
get that

P{λ1(C̃) ≤ −ε′M,N} ≤
C0,Radm

[(
MN

(M−1)(N−1)

)m
+ M

m

]
exp

(
CRad(1 +

√
M/N)4 m3

M2

)
+ M

2em

(1− M
N )f(ε′M,N )

,

for allm ∈ N. The rest of the proof follows the same lines as in Section B.5 where we change εM,N

by ε′M,N , we choosem =

√
2 log(54ε′M,N/53)

3CRad(1+
√
M/N)4

M and may have changed the harmless constant c0 in

W0. Eventually, note that (B.8) has been obtained from (B.7) and we can use the same argument
for the deviation on the smallest eigenvalue. This proves Proposition 6.

Appendix C. Stirling’s formula and bounds on binomial coefficients

Lemma 10. Let z > 0 then there exists θ ∈ (0, 1) such that:

Γ(z + 1) = (2πz)
1
2
(z
e

)z
exp

( θ

12z

)
.

Proof. See [1] Eq. 6.1.38. �

Lemma 11. It holds, for all 1 ≤ n ≤ m,

log
[ n

22m

(
2m

m− n

)]
≤ 5− 0.6321

n2

m

log
[n+ 1/2

22m

(
2m+ 1

m− n

)]
≤ 2− 0.6555

n2

m

Proof. If n = m then the result is clear. Otherwise, using Lemma 10, one has

log
[ n

22m

(
2m

m− n

)]
≤ −0.364 + log n+ (2m+ 1/2) logm

− (m− n+ 1/2) log(m− n)− (m+ n+ 1/2) log(m+ n) ,

≤ −0.364− 1/2 log((m2 − n2)/(mn2))

+m
[ n
m

log(1− 2n/m

1 + n/m
)− log(1−

( n
m

)2
)
]
.
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The last term in the right hand side can be upper bounded thanks to the identity x log(1−2x/(1+
x))− log(1− x2) ≤ −x2 for all 0 < x < 1. It yields

m
[ n
m

log(1− 2n/m

1 + n/m
)− log(1−

( n
m

)2
)
]
≤ −n

2

m
.

Let x = n/m and observe that x ≤ 1− 1/m. It holds that the middle term of the aforementioned
right hand side can be expressed as

−1/2 log((m2 − n2)/(mn2)) = 1/2 log(mx2/(1− x2)) .

If x ≤ 0.99995 then, using that log(z) ≤ z/e, we have

1/2 log(mx2/(1− x2)) ≤ 4.6052 + (1/(2e))mx2 .

If 0.99995 < x ≤ 1− 1/m then

1/2 log(mx2/(1− x2)) ≤ logm ≤ m/e < 0.3679mx2 .

In all cases, we get that

1/2 log(mx2/(1− x2)) ≤ 4.6052 + 0.3679mx2

We deduce that

log
[ n

22m

(
2m

m− n

)]
≤ 4.24− 0.6321n2/m ,

as claimed. �
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