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Abstract

Our study analyses some prosodic correlates of Rieech
words or expressionsaiors, quoi, voila, bon, ben, tu sais, vous
savez, tu vois, vous voydesides their general grammatical
categorization as adverb, pronoun, prepositiamrdducer’,
adjective, adverb and sentence, these expressienggy fre-
quently used as discourse particles (DP) in speotas speech.
Our goal is to determine to what extent intrinsid @ontextual
prosodic properties are useful and sufficient tarahterize
their DP and non-DP functions. The expressioneustudy
are extracted from large corpora, than a manuabtation is
carried out to distinguish DP and non-DP functiand an au-
tomatic processing is applied for prosodic dataaetion and
labelling. This allows getting fine-grained andteysatic pro-
sodic information. Automatic classification testk the DP
functions based solely on prosodic parameters amged out
and lead to very encouraging results as correcttifi@tion
ranges from 73% to more than 90%. Finally an autmnetus-
tering procedure provides prosodically significBxft sub-clas-
ses for every studied expression.

Index Terms: discourse particles, prosodic parameters, auto-
matic classification and clustering

1. Introduction

The meaning of certain expressions depends onghagmatic
discourse functions therefore the detection ofaHesctions is
crucial especially in automatic speech processirng &s auto-
matic translation or speech recognition. Pragnfatictions are
often marked by strong prosodic cues which, in absef other
linguistic cues, are the only way of their idertiion.

We focus here on the prosodic analysis of nine dfren
items, frequently used as discourse particles ¢hede) in
spontaneous speechiors, quoi, voila, bon, ben, tu sais, vous
savez, tu vois, vous voyamwe examine the relevance of some
prosodic features in distinguishing DP and non-B&swof these
expressions. This study is part of a larger prapacErench dis-
course particles [24] conducted at Atilf reseaattoratory.

Studies generally address DP in terms of semamtipeag-
matic descriptions, from synchronic or diachronmings of
view (see [31],[5],[21],[4]). Syntactic analysisliess frequent
(see [9],[29].[28]), while prosodic consideratioresmain pe-
ripheral or too general (see [32],[10],[1]). Theagof our study
is to construct a fine-grained corpus-based prasaaalysis, in
order to identify possible correlations with othieguistic prop-
erties of DP. The main question addressed hereecosiche
correlation between syntactic properties (mainlgipan in the
utterance) and discourse values (information stregton the
one hand, and prosodic features (pause, positiqgerasodic
group, syllabic duration) on the other hand. Iffrsacorrelation
emerges, it can be a valuable diagnostic tool ifstirgjuishing

between different uses of the items under studygXample, is
quoiused as a pronoun or as a DP, what is its vall&gglos-
ing, rhematic marker, reformulation, etc.),bisn an adjective
or a DP, what is its DP value (discourse breakpakegment,
etc.), etc.

2. Discourse Particles

2.1. Particleinterpretation and features

According to [12], DP convey information about utiece in-
terpretation, epistemic state and affective moothefspeaker
or the management of interaction. DP do not formag of
speech like verbs or adjectives (contra Paillar@])[2but a
‘functional category’ ([18],[14]) whose lexical méers, in ad-
dition to being a DP, have more traditional gramoadtuses,
like coordinating conjunctions, adverbs, verbsnprms, inter-
jections, adjectives.

DP have prosodic autonomy and can be singled ow by
pause or a specific prosodic pattern (see [19][28]). They
tend to be mono- or bisyllabic, but some of themaiso ‘com-
plex’ (combinations likeBbon ben quoi voila heip DP are nei-
ther complements nor usual circumstantial adjuribtey are
optional and their position in the utterance isthnai fixed nor
totally free (see [8],[26],[15]). DP do not contile to the prop-
ositional content of the utterance. As a resuétyttio not affect
its truth value. They have undergone a ‘pragmasiatibn’ pro-
cess whereby their initial meaning has given wagaime prag-
matic or ‘procedural’ values ([27]). (For DP maieafure de-
scriptions see also [12],[11],[24]).

2.2. lllustrations

The items under study show different linguistic égburs and
belong to different grammatical categories. Gehedgverbal
DP andquoi cannot function alone, without any linguistic con-
text, althoughbon, berandvoila and under some circumstances
alors can function alone. Moreover, DP differ with respt®
their position in the host-utterance, some of tipeeferentially
occupying an initial or final position.

Major DP values ofjuoi are closing, leftward focus mark-
ing (1), (re)phrasing signaling. Their specificisyto be ‘retro-
active’ (they have scope over the material to thefi) (see
[71.[22]).

(1) c’est un outil de travail mais c’est de I'abstrajtioi

c’est c’est c’est pas du concmgtioi ([21], English : “it's a

work tool but it's abstract though, it's it's nobmcrete

though” [6]).

Major DP values ofvoila are closing, sometimes with
agreement expression about the previous discoargestage
marking in an ongoing non-linguistic activity (2)s position
depends on its pragmatic values and the discoypse(inono-
logue vs. dialogue) ([5].[6]).



(2) c’est bon allez} | on va mouiller| voila: vous remuez:
([5], 366) (English: “it’s fine, let it be, we wiljet wet, there
it is, move”).

3. Methodology and corpus

Our study of the prosodic parameters of the ninegPessions
is corpus-based. The major part of our data praogss done
automatically. An effort was made to exploit ancemétic ex-
traction and annotation procedure that will allattier enrich-
ment of the DP database in a consistent way. Howewenual
intervention is still needed mainly to annotate B or non-
DP word functions.

3.1. Corpus

All the expressions studied here are extracted HfmrESTER
corpus (French broadcast news collected from variaulio
channels, about 200 hours of speech), the ETAPBRusofde-
bates collected from various French radio and Td¥nciels,
about 30 hours of recordings) and the TCOF corpoisuias0
hours of spontaneous, mainly conversational spg2éf)
which is used to complete the extraction of someeurepre-
sented words and expressions in ESTER and ETAP @orpo

Table 1 contains the amount of extracted wordseapdes-
sions from the three above corpora, and it indgtte distribu-
tion of DP vs. non-DP use for these eight itemigrahanual
annotation.

All the expressions studied can be used as DP andDi®

exceptben(well) which cannot occur as non-DP. According to

the manual annotation, all of them lmuioi andvous voyeare
more frequently used as DP than as non-DP. The euafloc-
currences of deverbal particles (exceptis savezs very low
even in our spontaneous (TCOF) corpus.

Table 1. Distribution of DP and non-DP use (according to
manual annotation) in ESTER, ETAPE and TCOF corpus

Extracted DP use Non DP use
wor ds

alors 582 77% 22%
ben 1299 100% --
bon 2085 71% 28%
quoi 1002 39% 61%
voila 1407 69% 31%
VOUS savez 410 60% 39%
tu sais/vois 104 68% 31%
Vous voyez 150 26% 73%

3.2. Speech data pre-processing

The speech data processing is done automaticalilyemploits
the manual orthographic transcriptions and assatiaifor-
mation (speakers, turn-takings, dysfluencies, n@se) avail-
able for the ESTER, ETAPE and TCOF data. First, graph
to-phoneme translation is carried out and the s@aginenta-
tion is achieved, using forced alignment. Subsetjyiesn au-
tomatic prosodic annotator (Prosotran, [2]) is usekich, for
each vowel, calculates the degree of its duragagthening (if
any); its FO slope, compared to the glissando tuldsits pitch
level, quantized on a ten level scale calculatemmfrthe
speaker’s pitch range (Figure T¢ 3annotation tier). Further
prosodic annotation is provided by the detectiorpafsodic
groups (ProsoTree [3]), based on FO slope valuas) fevel
and vowel duration (Figure 1, last annotation tier)
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Figure 1. Result of prosodic processing using prosodic anno-
tator software (Prosotree — tier 3 & Prosotran —t®

4. Analysisof data

The goal of our study is to determine whether nsiié and con-
textual prosodic properties are good clues to chearae DP
and non-DP uses of the expressions under studyeresepa-
rately or jointly. In this section, we analyze afiscuss for them
the role of some of the prosodic parameters exdaitbm the
speech data.

Among the analyzed DP’s prosodic parameters arsgsau
their pitch level (measured on their vowels) , dhd pitch level
of their immediate preceding and following contetteir last
vowel duration lengthening and finally their positiin the pro-
sodic groups.

4.1. Pause occurrences

The occurrence of pauses before or/and after Stodise par-
ticles can participate to underline DP or non-DRcfion. For
this reason it seems important to investigate wdretieir oc-
currences are different in DP and non-DP uses efettpres-
sions of our data. The occurrences of pause cantert pre-
sented in Table 2. For the words in DP functioesdtare higher
occurrences of pauses in left and right contexdfofle and after
the word) than for non-DP functions (red columnrable 2).
Moreover, non-DP functions have higher no pausetests
than DP functions (green column in Table 2). Non®e of
voila andvous savehas very low occurrences of pauses on
right context (after the word).

Table 2. Percentages of pause contexts for DP and non-DP

word uses

Pause be- Pause Pause No pause

fore after before after p

no no no no

DP DP DP DP DP DP DP DP
alors 15 22 43 51 7 8 34 | 19
ben 22 -- 36 -- 10 -- 32
bon 11 | 35 12 28 20 13 58 | 24
quoi 10 36 18 12 20 34 52 | 17

voila 30 | 46 37 34 5 17 28 2

Ml 6 |16 [37 |31 | 8 |20 | 48 |33
savez
Ml 2 |17 |26 |17 | 16| 11| 56|54
voyez
sais |1 5 119 |19 | 11| 21| 69| 54
tu vois

Pause occurrences detected in our data highligitastycal
and information structures of the non-DP and DRsufge ex-
ample non-DRjuoiis often an argument of a verb and occurs



predominantly without a pause, while @foiis more often
conclusive, followed in large proportion by longisas. On the
other hand, non-DRoila as an introducer’ or a preposition,
introduces the following discourse segment, whihyintacti-
cally dependent on it. Therefore if non-DBila occurs with a
pause, the pause is predominantly before.

4.2. Pitch level and FO slope

Pitch level values of the syllable nuclei of int&i@rst syllable
nucleus of the left and last syllable nucleus efright context
and syllable nuclei of the expressions under sindypP and

non DP-functionsare quantized on a ten degree scale using the
speaker’s pitch range (Prosotran software). Quedhfiztch lev-

els of the studied words are compared between dfhan-DP
word functions on Figure 3.
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Figure 3. Histograms of pitch level values (abscissa) calcu-

lated on the last syllables of words in DP and ndhfnc-
tions

DP quoi is uttered very often at low pitch levels and very
seldom at high pitch levels which confirms its nmajonclusive
function. On the other hand, DPila is more often uttered at
high pitch level stressing its “challenging” (“dafit”) FO pat-
tern. The sentenceous saveis often uttered with high pitch,
displaying an “approval seeking” FO pattern. TheldRis ut-
tered more frequently with lower FO pattern than-m bon
underlining its conclusive character. As far aslél is con-
cerned there is no major difference between DP resrdDP
functions foralors. Benis used exclusively at DP function and
its FO values are most frequently of mid-rangewieen level 4
and 7.

4.3. Vowel duration

Vowel duration lengthening is a strong parametee for
stressed syllable in French, it seems therefor¢hmdnile to an-
alyze how vowel duration lengthening contributeshe pro-
sodic characteristics of the DP. The last vowehtan of the

studied words is considered as lengthened wheluitgion ex-
ceeds the mean vowel duration and once or severas tits
standard deviation (calculated for every speakevsdran).
Three categories are used for duration quantizatfbcategory
(labelledD+) contains durations longer than mean vowel and
once its standard deviation™Zategory (labelled++) con-
tains durations longer than the mean duration fplogtimes its
standard deviation and@3category (labelled+++) contains
durations longer than the mean duration plus thirees its
standard deviation.
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Figure 4. Histograms of lengthened last vowel duration meas-
ured on DP words

With respect to the strongest lengthening (D++39n,
voila andvous voyeare more often markedly lengthened than
the other words and expressions in DP functiong Word
alorsis the one whose last vowel is very seldom lengtbeand
vous saveandbenhave also only moderately lengthened vowel
durations. This duration distribution confirms anclusive
function ofquoiandalors or a strong syntactico-semantic links
between the studied word and its right context.
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Figure 5. Histograms of lengthened last vowel duration meas-
ured in DP and Non DP functions

A comparison is carried out between DP and non+bR-f
tions of words as to their vowel duration’s lengting. The
words displaying significant differences between &t non-
DP function vowel durations areoila, vous voyezand tu
sais/voigFigure 5). All the other words have very similamel
durations for the two functions and therefore thev® duration
cannot be considered as a very reliable cue forfubietion
identification.

4.4. Position in the intonation group

The position of the words in the intonation gro(is) are
obtained after an automatic segmentation of thecpsignal
into IG. Results about their location and comparibetween
DP and non-DP functions are displayed in Figure 6.

According to our results, on average DP functiomse
frequently occur as single words and their prosdéteachment
is coherent with their syntactical and semantiekdtive auton-
omy. But it appears from word by word analysis (dwia pre-
sent on Figure 6) that non-Rioi andbonoccur frequently in



middle position which seems to be an indicatot®tintactic
and semantic integration. Non-D#®ila, in contrast to non-DP
quoi, occurs preferentially at the beginning what cborates it
‘opening-introducing’ function.

Nb of occurrences in%
85 &8 & 8

[=]

Only word First Mid Last
Non DP m DP

Figure 6: Position in intonation group with respect to DP or
non-DP function

5. Automatic identification & clustering

Automatic identification and clustering proceduegs carried
out to identify DP and non-DP functions and toiese homo-
geneous prosodic and linguistic classes for DPtlonavords
of our data. For the classification and the clusteprocessing,
software available in Weka toolkit [17] are used.

However, some verbal expressionsoys voyez, tu
sais/voi$ have too few occurrences for automatic clasgifioa
investigation, therefore these low occurrence JVesbractures
are not further analyzed.

5.1. Automatic identification

The identification procedure relies on all the jdis parame-
ters described in Section 3.2. The identificatisnachieved
through classification via the J48 decision tre&5]]. The use
of a decision tree is motivated by the adequadkiseftechnique
for data which contain humeric and symbolic valtig®e deci-
sion tree is trained on 60% of our data while #maaining 40%
of the data is kept for evaluating the classifideftification of
the DP function).

Table 3. DP automatic identification scores in percentage

. F- Correct iden-
precision| recall PR
measure | tification
alors 0.77 0.78 0.78 79%
bon 0.75 0.76 0.75 76%
quoi 0.78 0.78 0.78 78%
voila 0.92 0.96 0.94 96%
vous savez| 0.72 0.73 0.72 73%

The results obtained by the classifier (see Taplr&very
encouraging. In fact, in more than 70% of the céem 73%
to 96% depending on the words), the DP functioooisectly
identified using prosodic parameters only. Thus oan rea-
sonably expect a substantial improvement of theselts when
more linguistic information (part of speech, sen@and prag-
matic features etc.) is introduced into the deaigitocedure.

5.2. Automatic clustering

As shown here, prosodic parameters vary for thiergifit DP
words implying that there should exist linguistlgadnd prag-
matically significant subclasses for every analy@2&d In order
to retrieve prosodically homogeneous classes éexlog of the
DP words is carried out using the K-means apprdgsaftware
available in Weka toolkit).

For this clustering procedure only DP’s tonal andation
parameters are used: tone levels of the DP wong level of
its left and right context (first syllable of thigint and last syl-
lable of the left contexts), last vowel durationtioé DP and its
FO slope. A preliminary analysis of the classificatresults is
given in Table 4, presenting the quantized FO kegéDP’s left
and right contexts (if available) and the DP’s EQel (in red)
for the most homogeneous clusters.

Table 4. Most homogeneous cluster’s quantized FO levels (for
the left context, DP’s last syllable (red) and rigiontext)

Clust | Clust | Clust | Clust | Clust
1 2 3 4 5

alors 1-3-2 | 74-2 | 556 | 56-8 | 78-8
ben 2-2-7 3-2 54-1 46-6 76-7
bon 2-2-4 3-3-3 44-5 | 6-6-5 7-7-6
quoi 2-2-3 4-2-4 4-2-8 55-4 65
voila 3-3-4 35-4 46-4 | 6-6-5 78-5
vous savez 3-4-3 55-3 7-7-1 | 7-7-6 18-7

As it appears from Table 4, that tone levels o$w@tsquoi
display mostly low FO values and falling or flabgés between
its nucleus and left context, highlighting thus d@snclusive
character. Clusters afous savehave predominantly higher
tone values with mostly flat slopes conforming thealleng-
ing” FO pattern. Clusters dfenand ofbon have preferentially
lower tone valuesClusters obtained fowoila have falling
slopes towards its right contexts while clustersalofs have
falling slopes for low tone values and rising @t fslopes for
high tone values. The linguistic reality of thesgomatically
obtained clusters is to be confirmed by percepksib.

6. Conclusion

Our study aims to identify pertinent prosodic pagtens asso-
ciated to some French words when used as discparseles.
It is demonstrated here that words in DP functimm#ain char-
acteristic prosodic parameters. The pertinenchexd parame-
ters is confirmed by their successful use in autamdentifi-
cation procedure where a correct identificatiothef DP func-
tions is obtained for more than 73% of the words.

According to our analysis, for each word or expm@Essn
DP function prosodic parameters vary substanti#tilgppears
therefore that prosodically and linguistically redat sub-clas-
ses can be obtained for every DP function. Inghjger we have
focused on the major grammatical and discursive u$ehe
items, we have not proposed a more fine-graineecatdygori-
sation. In fact for such a fine grained sub-catisggion the pre-
liminary clustering procedure carried out in thisdy should be
further investigated through listening tests, tafoen whether
the automatically retrieved clusters are linguéticrelevant or
not.
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