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# The Stable, Center-Stable, Center, Center-Unstable, Unstable Manifolds 

Al Kelley<br>Institute for Advanced Study, Princeton, New Jersey

## 1. Introduction

Our purpose is to give a proof of the existence and smoothness of the invariant manifolds in the title for a system of ordinary differential equations defined in a neighborhood of a critical point, periodic orbit, or periodic surface. In system (1) below when the center equation ( $y$-equation) is absent, the existence, and to some extent the smoothness, of stable and unstable manifolds is well known (see Theorem 4.1 on page 330 and Theorem 4.2 on page 333 of Coddington and Levinson [1], for example). For the associated perturbed system with no center equation [system (45) below with no $y$-equation] the existence of an invariant manifold called a periodic surface or integral manifold is well known [2]-[8]. For smoothness of this manifold see [2], p. 480; [3], [8]. Sections 6 and 7 of this paper are in part related to the idea of the classical periodic surface. See the remark at the end of Section 6 and Theorem 5 in Section 7. A discussion of the work of Krylov-BogoliubovMitropolsky [2], [6], Diliberto [3], and Levinson [7] occurs in Hale [4]. The techniques we use in this paper are closely related to those of Krylov-Bogoliubov-Mitropolsky.

For Hamiltonian systems or systems of differential equations with an integral, the existence of two-dimensional subcenter manifolds (invariant manifolds related to pairs of imaginary eigenvalues) is known; see, for example, [9]-[12]. Lykova [13], [14] seems to have been the first to consider systems from the manifold standpoint with a center equation present but without an integral. However, she considered only the two-dimensional center case. Chen [15] has considered a corresponding problem for diffeomorphisms in the one-dimensional and two-dimensional center case. With no restriction on dimensions the center-stable, center, center-unstable
manifolds have occurred only recently in the work of Pliss [16] and Kelley [17], [18]. The theorem of Pliss states (without going into detail) that the stability of the center-stable manifold is completely determined by the stability of the center manifold. Although Pliss only proved the theorem for systems of ordinary differential equations in a neighborhood of a critical point, the same theorem is true for systems in a neighborhood of a periodic orbit or periodic surface. A proof of this extension to the Pliss theorem is given in [18]. In [17] is found an elementary application of the concept of the center manifold to Hamiltonian systems of equations.

Professor J. Hale has brought to our attention many of the references for this paper-in particular, [2], [4], [6], [7], [13], and [14]. The referee has pointed out that Lemma 2 below is a direct consequence of Gronwall's inequality since the right-hand derivative of the absolute value is less than or equal to the absolute value of the derivative. Section 4 of the present paper is due to D. V. Anasov.

## 2. Notation

The norm $|\cdot|$ will represent the Euclidean norm on vectors and the operator norm on matrices, and $\langle\cdot, \cdot\rangle$ will represent the usual scalar product on pairs of vectors. If $F=F(p)$ is a smooth vector valued function of the vector $p$, then $F_{p}$ will represent the Jacobian matrix of partial derivatives. $D_{p}^{\rho}$ will designate the usual partial differential operator; $D_{p}^{\rho}=\partial|\rho| / \partial p_{1}^{\rho_{1}} \cdots \partial p_{n}^{\rho_{n}}$, where $\rho=\left(\rho_{1}, \ldots, \rho_{n}\right)$ is an $n$-tuple of nonnegative integers, $|\rho|=\rho_{1}+\cdots+\rho_{n}$, and $n=\operatorname{dim} p$. In the proof of Lemma 3 below, it will be convenient to use the notation $\rho=\rho_{1}+\rho_{2}$, where $\rho_{j}(j=1,2)$ designates an $n$-tuple rather than a component of an $n$-tuple. The meaning will be clear from the context.

## 3. Invariant Manifolds

Consider the real, $C^{k}(1 \leqslant k<\infty)$ system of ordinary differential equations

$$
\begin{align*}
& \dot{\theta}=a+\tilde{\Theta}(\theta, x, y, z), \quad \dot{x}=A x+\tilde{X}(\theta, x, y, z), \\
& \dot{y}=B y+\tilde{Y}(\theta, x, y, z), \quad \dot{z}=C z+\tilde{Z}(\theta, x, y, z) \tag{1}
\end{align*}
$$

where $A, B, C$ are constant square matrices in real canonical form; $A$ has eigenvalues with negative real parts; $B$ has eigenvalues with zero real parts
( $B \equiv 0$ is allowed); $C$ has eigenvalues with positive real parts; $\theta, x$, etc., are vectors; $a$ is a constant vector; $\tilde{\Theta}, \tilde{X}, \tilde{Y}, \tilde{Z}$ are defined and $C^{k}$ in

$$
N_{\delta}=\{(\theta, x, y, x) \mid \theta \text { arbitrary, }|x|+|y|+|z|<\delta\},
$$

and have multiple period $\omega$ in $\theta ; \tilde{\Theta}, \tilde{X}, \tilde{Y}, \tilde{Z},(\tilde{X}, \tilde{Y}, \tilde{Z})_{(x, y, z)} \equiv 0$ when $(x, y, z)=0$.

Equation (1) represents a system of ordinary differential equations in a neighborhood of a critical point, periodic orbit, or periodic surface, depending on whether $\theta$ is absent from (1), $\operatorname{dim} \theta=1$, or $\operatorname{dim} \theta>1$, respectively. In the last two cases the condition $a \neq 0$ would also hold, but for our purposes one need not assume anything about $a$ except that it is constant.

Theorem 1. For system (1) with $3 \leqslant k<\infty$, there exists invariant manifolds

$$
\begin{aligned}
& M^{+}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, }|x|<\delta_{1}, y=v^{+}(\theta, x), z=w^{+}(\theta, x)\right\} \\
& M^{-}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u-(\theta, z), y=v^{-}(\theta, z),|z|<\delta_{1}\right\}
\end{aligned}
$$

where $v^{+}, w^{+}, u^{-}, v^{-}$are real vector-valued functions defined and $C^{k-2}$ in some neighborhood $N_{\delta_{1}}$ for $\delta_{1}$ sufficiently small; $v^{+}, w^{+}, u^{-}, v^{-}$have multiple period $\omega$ in $\theta ; v^{+}, w^{+}, u^{-}, v^{-},\left(v^{+}, w^{+}, u^{-}, v^{-}\right)_{(x, z)} \equiv 0$ when $(x, z)=0 ; M^{+}, M^{-}$are (locally) unique.

For system (1) with $2 \leqslant k<\infty$ there exist invariant manifolds

$$
\begin{aligned}
M^{*+} & =\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, }|x|+|y|<\delta_{1}, z=w^{*+}(\theta, x, y)\right\} \\
M^{*} & =\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u^{*}(\theta, y),|y|<\delta_{1}, z=w^{*}(\theta, y)\right\} \\
M^{*-} & =\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u^{*-}(\theta, y, z),|y|+|z|<\delta_{1}\right\}
\end{aligned}
$$

where $w^{*+}, u^{*}, w^{*}, u^{*-}$ are real vector-valued functions defined and $C^{k-1}$ in some neighborhood $N_{\delta_{1}}$ for $\delta_{1}$ sufficiently small; $w^{*+}, u^{*}, w^{*}, u^{*-}$ have multiple period $\omega$ in $\theta ; w^{*+}, u^{*}, w^{*}, u^{*-},\left(w^{*+}, u^{*}, w^{*}, u^{*-}\right)_{(x, y, z)} \equiv 0$ when $(x, y, z)=0$ ( $M^{*+}, M^{*}, M^{*-}$ need not be unique).

The invariant manifolds $M^{+}, M^{*+}, M^{*}, M^{*-}, M^{-}$are called, respectively, the stable manifold, the center-stable manifold, the center manifold, the center-unstable manifold, and the unstable manifold.

Proof. Introducing the scalar change of variables $(x, y, z) \rightarrow(\lambda x, \lambda y, \lambda z)$ and multiplying $\tilde{\Theta}, \tilde{X}, \tilde{Y}, Z$ by $\phi\left(|x|^{2}+|y|^{2}+|z|^{2}+K \lambda^{2}\right)$ where $K$ is a sufficiently large positive constant and $\phi(r)$ is a $C^{\infty}$ real-valued function satisfying $\phi(r) \equiv 1$ for $0 \leqslant r \leqslant \frac{1}{2}$ and $\phi(r) \equiv 0$ for $1 \leqslant r<\infty$, we obtain

$$
\begin{align*}
& \dot{\theta}=a+\Theta(\theta, x, y, z, \lambda), \quad \dot{x}=A x+X(\theta, x, y, z, \lambda),  \tag{2}\\
& \dot{y}=B y+Y(\theta, x, y, z, \lambda), \quad \dot{z}=C z+Z(\theta, x, y, z, \lambda),
\end{align*}
$$

where

$$
\begin{aligned}
& \Theta(\theta, x, y, z, \lambda)=\phi\left(|x|^{2}+|y|^{2}+|z|^{2}+K \lambda^{2}\right) \Theta(\theta, \lambda x, \lambda y, \lambda z) \\
& X(\theta, x, y, z, \lambda)=\phi\left(|x|^{2}+|y|^{2}+|z|^{2}+K \lambda^{2}\right) \lambda^{-1} \tilde{X}(\theta, \lambda x, \lambda y, \lambda z)
\end{aligned}
$$

etc., and the following conditions hold.
(2i) $\Theta, X, Y, Z$ exist and are continuous for all $(\theta, x, y, z, \lambda)$ and for each $\lambda$ fixed are $C^{k}$ in $(\theta, x, y, z)$.
(2ii) $\Theta, X, Y, Z$ have multiple p.eriod $\omega$ in $\theta$.
(2iii) $\Theta, X, Y, Z,(X, Y, Z)_{(x, y, z)} \equiv 0$ when $(x, y, z)=0$.
(2iv) $\Theta, X, Y, Z \equiv 0$ for $|x|^{2}+|y|^{2}+|z|^{2} \geqslant 1$.
(2v) $D_{(\theta, x, y, z)}^{\rho}(\Theta, X, Y, Z) \rightarrow 0$ uniformly in $(\theta, x, y, z)$ as $\lambda \rightarrow 0$ for $0 \leqslant|\rho| \leqslant k$.

If $\lambda \neq 0$, then systems (1) and (2) are locally (near $\{(\theta, x, y, z) \mid \theta$ arbitrary, $(x, y, z)=0\}$ ) related by a scalar change of variables. Therefore it is sufficient to prove Theorem 1 for system (2). More precisely, however, we will prove Theorem 2 which will imply Theorem 1.

Theorem 2. For system (2) with $3 \leqslant k<\infty$ there exists invariant manifolds

$$
\begin{array}{r}
M_{\lambda}^{+}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary }|x|<1, y=v^{+}(\theta, x, \lambda),\right. \\
\left.z=w^{+}(\theta, x, \lambda),|\lambda|<\delta\right\}, \\
M_{\lambda}^{-}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u^{-}(\theta, z, \lambda), y=v^{-}(\theta, z, \lambda),\right. \\
\\
|z|<1,|\lambda|<\delta\},
\end{array}
$$

where the following conditions hold.
(3 i) $v^{+}, w^{+}, u^{-}, v^{-}$are real vector-valued functions defined and continuous in

$$
N_{1}{ }^{\delta}=\{(\theta, x, z, \lambda) \mid \theta \text { arbitrary },|x|+|z|<1,|\lambda|<\delta\}
$$

for some $\delta>0$ sufficiently small, and for each $\lambda$ fixed these functions are $C^{k-2}$ in $(\theta, x, z)$.
(3 ii) $v^{+}, w^{+}, u^{-}, v^{-}$have multiple period $\omega$ in $\theta$.
(3 iii) $v^{+}, w^{+}, u^{-}, v^{-},\left(v^{+}, w^{+}, u^{-}, v^{-}\right)_{(x, z)} \equiv 0$ when $(x, z)=0$.
For system (2) with $2 \leqslant k<\infty$ there exist invariant manifolds
$M_{\lambda}^{*+}=\left\{(\theta, x, y, z) \mid(\theta, x, y)\right.$ arbitrary, $\left.z=w^{*+}(\theta, x, y, \lambda),|\lambda|<\delta\right\}$,
$M_{\lambda}^{*}=\left\{(\theta, x, y, z) \mid(\theta, y)\right.$ arbitrary, $\left.x=u^{*}(\theta, y, \lambda), z=w^{*}(\theta, y, \lambda),|\lambda|<\delta\right\}$, $M_{\lambda}^{*-}=\left\{(\theta, x, y, z) \mid(\theta, y, z)\right.$ arbitrary, $\left.x=u^{*-}(\theta, y, z, \lambda),|\lambda|<\delta\right\}$,
where the following conditions hold.
(3 iv) $w^{*+}, u^{*}, w^{*}, u^{*-}$ are real vector-valued functions defined and continuous in

$$
N^{\delta}=\{(\theta, x, y, z, \lambda) \mid(\theta, x, y, z) \text { arbitrary, }|\lambda|<\delta\}
$$

for some $\delta>0$ sufficiently small, and for each $\lambda$ fixed these functions are $C^{k-1}$ in $(\theta, x, y, z)$.
(3 v) $w^{*+}, u^{*}, w^{*}, u^{*-}$ have multiple period $\omega$ in $\theta$.
(3 vi) $w^{*+}, u^{*}, w^{*}, u^{*-},\left(w^{*+}, u^{*}, w^{*}, u^{*-}\right)_{(x, y, z)} \equiv 0$ when $(x, y, z)=0$. Moreover, $M_{\lambda}{ }^{+}, M_{\lambda}^{--}$are (locally) unique (but $M_{\lambda}^{*+}, M_{\lambda}^{*}, M_{\lambda}^{*-}$ need not be).

Proof. Let $(\psi, \xi, \eta, \zeta)$ where $\psi=\psi(t)=\psi(t, \theta, x, y, z, \lambda), \xi=\xi(t)=$ $\xi(t, \theta, x, y, z, \lambda)$, etc., represent the unique solution of (2) with initial condition $(\theta, x, y, z)$ at $t=0$. From ( $2 \mathrm{i}, \mathrm{iv}$ ) the solution exists and is continuous for all $(t, \theta, x, y, z, \lambda)$ and for each $\lambda$ fixed is $C^{k}$ in $(t, \theta, x, y, z)$.

The functions $v^{+}, w^{+}$which determine $M_{\lambda}{ }^{+}$will now be constructed as the unique solution to the differential-integral system

$$
\begin{gather*}
\dot{\theta}=a+\Theta\left(\theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right),  \tag{3a}\\
\dot{x}=A x+X\left(\theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right), \\
v^{+}(\theta, x, \lambda)=\int_{+\infty}^{0} e^{-B_{\sigma}} Y\left(\psi^{+}, \xi^{+}, v^{+}\left(\psi^{+}, \xi^{+}, \lambda\right), w^{+}\left(\psi^{+}, \xi^{+}, \lambda\right), \lambda\right) d \sigma \\
w^{+}(\theta, x, \lambda)=\int_{+\infty}^{0} e^{-C \sigma} Z\left(\psi^{+}, \xi^{+}, v^{+}\left(\psi^{+}, \xi^{+}, \lambda\right), w^{+}\left(\psi^{+}, \xi^{+}, \lambda\right), \lambda\right) d \sigma \tag{3b}
\end{gather*}
$$

where $\left(\psi^{+}, \xi^{+}\right)$with $\psi^{+}=\psi^{+}(t)=\psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \quad \xi^{+}=\xi^{+}(t)=$ $\xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right)$ represents the unique solution to (3a) with initial condition $(\theta, x)$ at $t=0$. To explicitly designate the functional dependence of the solution of (3a) on $v^{+}, w^{+}$, these functions are included in the arguments of $\psi^{+}, \xi^{+}$. In (3b) the functions $\psi^{+}, \xi^{+}$occurring in the integrand are understood to be $\psi^{+}(\sigma)=\psi^{+}\left(\sigma, \theta, x, v^{+}, w^{+}, \lambda\right), \quad \xi^{+}(\sigma)=\xi^{+}\left(\sigma, \theta, x, v^{+}, w^{+}, \lambda\right)$. Assuming (3) has a unique solution $\left(v^{+}, w^{+}\right), v^{+}=v^{+}(\theta, x, \lambda), w^{+}=w^{+}(\theta, x, \lambda)$, which satisfies conditions ( $3 \mathrm{i}-\mathrm{iii}$ ), we can easily show that $M_{\lambda}{ }^{+}$is an invariant manifold for system (2). Since (3a) is an autonomous system,

$$
\begin{aligned}
& \psi^{+}\left(\sigma, \psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \lambda\right) \\
& \quad=\psi^{+}\left(t+\sigma, \theta, x, v^{+}, w^{+}, \lambda\right) \\
& \begin{array}{l}
\xi^{+}\left(\sigma, \psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), v^{+}, w^{+}, \lambda\right) \\
\quad=\xi^{+}\left(t+\sigma, \theta, x, v^{+}, w^{+}, \lambda\right) .
\end{array}
\end{aligned}
$$

Replacing $(\theta, x)$ in (3b) by $\left(\psi^{+}(t), \xi^{+}(t)\right)$, we have

$$
\begin{aligned}
v^{+}\left(\psi^{+}(t), \xi^{+}(t), \lambda\right) & =\int_{+\infty}^{0} e^{-B a} Y\left(\psi^{+}(t+\sigma), \ldots\right) d \sigma \\
& =\int_{+\infty}^{t} e^{-B(\tau-t)} Y\left(\psi^{+}(\tau), \ldots\right) d \tau \\
w^{+}\left(\psi^{+}(t), \xi^{+}(t), \lambda\right) & =\int_{+\infty}^{0} e^{-C o} Z\left(\psi^{+}(t+\sigma), \ldots\right) d \sigma \\
& =\int_{+\infty}^{t} e^{-C(\tau-t)} Z\left(\psi^{+}(\tau), \ldots\right) d \tau
\end{aligned}
$$

Let $v^{+}(t)=v^{+}\left(\psi^{+}(t), \quad \xi^{+}(t), \lambda\right), w^{+}(t)=w^{+}\left(\psi^{+}(t), \xi^{+}(t), \lambda\right)$; then a direct calculation shows

$$
\begin{aligned}
& (d / d t) v^{+}(t)=B v^{+}(t)+Y\left(\psi^{+}(t), \xi^{+}(t), v^{+}(t), w^{+}(t), \lambda\right), \\
& (d / d t) w^{+}(t)=C w^{+}(t)+Z\left(\psi^{+}(t), \xi^{+}(t), v^{+}(t), w^{+}(t), \lambda\right) .
\end{aligned}
$$

Because solutions of (2) are unique,

$$
\begin{aligned}
& \psi\left(t, \theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right)=\psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \\
& \xi\left(t, \theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right)=\xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \\
& \eta\left(t, \theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right) \\
& \quad=v^{+}\left(\psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \lambda\right), \\
& \zeta\left(t, \theta, x, v^{+}(\theta, x, \lambda), w^{+}(\theta, x, \lambda), \lambda\right) \\
& \quad=w^{+}\left(\psi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \xi^{+}\left(t, \theta, x, v^{+}, w^{+}, \lambda\right), \lambda\right),
\end{aligned}
$$

and $M_{\lambda}{ }^{+}$is an invariant manifold for (2).
To solve (3), inequalities involving the matrices $A, B, C$ are basic.

Lemma 1. There exists $\mu>0, \gamma \geqslant 0, \frac{1}{2} \mu>\gamma$, such that, for all $x, y, z$,

$$
\begin{align*}
\langle A x, x\rangle & \leqslant-2 \mu|x|^{2} \\
|\langle B y, y\rangle| & \leqslant \gamma|y|^{2}  \tag{4}\\
\langle C z, z\rangle & \geqslant 2 \mu|z|^{2}
\end{align*}
$$

and these inequalities imply

$$
\begin{array}{ll}
\left|e^{A t}\right| \leqslant e^{-2 \mu t} & (0 \leqslant t<\infty) \\
\left|e^{B t}\right| \leqslant e^{\gamma|t|} & (-\infty<t<\infty)  \tag{5}\\
\left|e^{-C t}\right| \leqslant e^{-2 \mu t} & (0 \leqslant t<\infty)
\end{array}
$$

This lemma is well known and the proof is omitted. These inequalities are introduced as a lemma because they are used extensively below.

We now develop a useful generalization of an inequality used by Hale [5].
Lemma 2. Let a be a nonnegative constant, and let $b(t)$ be a continuous real-valued function defined on a finite or infinite interval I which contains the origin. If $\varphi(t)$ is a $C^{1}$ vector or matrix which satisfies

$$
\begin{equation*}
|\dot{\varphi}(t)| \leqslant a|\varphi(t)|+b(t), \quad t \in I \tag{6}
\end{equation*}
$$

then

$$
|\varphi(t)| \leqslant e^{a|t|}\left\{|\varphi(0)|+\int_{0}^{t} e^{-a|\tau|} b(\tau)|d \tau|\right\}, \quad t \in I
$$

Proof. From (6) for $t \geqslant 0$,

$$
\begin{aligned}
|\varphi(t)|-|\varphi(0)| & \leqslant|\varphi(t)-\varphi(0)|=\left|\int_{0}^{t} \dot{\varphi}(\tau) d \tau\right| \\
& \leqslant \int_{0}^{t}|\dot{\varphi}(\tau)| d \tau \leqslant \int_{0}^{t}\{a|\varphi(\tau)|+b(\tau)\} d \tau
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
|\varphi(t)| \leqslant|\varphi(0)|+\int_{0}^{t}\{a|\varphi(\tau)|+b(\tau)\} d \tau \tag{7}
\end{equation*}
$$

Consider the scalar function $\psi(t)$ defined by

$$
\dot{\psi}(t)=a \psi(t)+b(t), \quad \psi(0)=|\varphi(0)|
$$

Thus

$$
\begin{equation*}
\psi(t)=|\varphi(0)|+\int_{0}^{t}\{a \psi(\tau)+b(\tau)\} d \tau \tag{8}
\end{equation*}
$$

Subtracting (8) from (7), we obtain

$$
|\varphi(t)|-\psi(t) \leqslant \int_{0}^{t} a\{|\varphi(\tau)|-\psi(\tau)\} d \tau
$$

and it now follows from the Gronwall inequality ([1], problem 1, Chapter 1) that, for $t \geqslant 0, t \in I$,

$$
|\varphi(t)| \leqslant \psi(t)=e^{a t}\left\{|\varphi(0)|+\int_{0}^{t} e^{-a \tau} b(\tau) d \tau\right\}
$$

The proof for $t<0$ is similar. This completes the proof of Lemma 2.

We now proceed to solve (3) by means of a contraction mapping in a Banach space. For $l, m$ positive integers define

$$
\mathfrak{X}_{m}{ }^{l}=\{\chi=\chi(\theta, x) \text { satisfying (9i-v) }\} .
$$

(9i) $\chi$ is a real vector-valued function defined and $C^{\ell}$ for all $\theta$ and $|x|<1$.
(9 ii) $\operatorname{dim} \chi=m$.
(9 iii) $\chi$ has multiple period $\omega$ in $\theta$.
(9 iv) $\chi, \chi_{x} \equiv 0$ when $x=0$.
(9v) $\quad\|x\|=\max _{0 \leqslant|\rho| \leqslant L} \sup _{\theta} \sup _{|x|<1}\left|D_{(\theta, x)}^{\rho} \chi(\theta, x)\right|<\infty$.
With the norm $\|\cdot\|$ given in $(9 \mathrm{v}), \mathfrak{X}_{m}{ }^{l}$ is a Banach space. Define $\tilde{\mathfrak{X}}_{m}^{l}$ to be the closed unit ball in $\mathfrak{X}_{m}{ }^{l}$.

Let $\mathfrak{X}_{y}^{l}=\mathfrak{X}_{\operatorname{dim} y}^{l}$, etc. For $v \in \tilde{\mathfrak{X}}_{y}^{k-1}, w \in \mathfrak{X}_{z}^{k-1}, 2 \leqslant k<\infty$, consider the system

$$
\begin{align*}
& \dot{\theta}=a+\Theta(\theta, x, v(\theta, x), v(\theta, x), \lambda)  \tag{10}\\
& \dot{x}=A x+X(\theta, x, v(\theta, x), w(\theta, x), \lambda)
\end{align*}
$$

where

$$
\begin{align*}
& \psi^{(v, w)}=\psi=\psi(t)=\psi(t, \theta, x, v, w, \lambda), \\
& \xi^{(v, w)}=\xi=\xi(t)=\xi(t, \theta, x, v, w, \lambda) \tag{11}
\end{align*}
$$

represents the unique solution of (10) with initial condition $(\theta, x)$ at $t=0$.
Lemma 3. For $0 \leqslant t<\infty$, all $\theta,|x|<1, v \in \tilde{X}_{y}^{k-1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1},|\lambda|<\delta_{0}$ with $\delta_{0}>0$ chosen sufficiently small, the solution $(\psi, \xi)$ of $(10)$ [given explicitly in (11)] exists and satisfies
(11 i) $|\xi(t)| \leqslant e^{-\mu t}|x|$,
(11 ii) $\left|D_{(\theta, x)}^{\rho} \psi(t)\right| \leqslant \alpha(t) e^{\beta(\lambda) t} \quad(1 \leqslant|\rho| \leqslant k-1)$,
(11 iii) $\left|D_{(\theta, x)}^{\rho} \xi(t)\right| \leqslant \alpha(t) e^{(-\mu+\beta(\lambda)) t} \quad(1 \leqslant|\rho| \leqslant k-1)$,
where $\alpha(t)$ is a polynomial in $t$ with positive coefficients, $\beta(\lambda) \geqslant 0$ is continuous in $\lambda, \beta(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$; these inequalities are uniform in $\theta, v \in \tilde{\mathfrak{X}}_{y}^{k-1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1}$, and (11 ii, iii) hold uniformly in $|x|<1$ also.

Proof. The proof is accomplished in a finite number of steps wherein we find a succession of $\alpha^{\prime}$ s and $\beta^{\prime}$ s. In ( 11 ii , iii) we take $\alpha$ and $\beta$ to be the largest of the $\alpha^{\prime}$ s and $\beta^{\prime}$ s constructed, respectively.

If $F=F(\theta, x)$ is any smooth vector-valued function of $(\theta, x)$, then

$$
F\left(\theta, x^{\prime}\right)-F\left(\theta, x^{\prime \prime}\right)=\int_{0}^{1} F_{x}\left(\theta, s x^{\prime}+(1-s) x^{\prime \prime}\right) d s \cdot\left\{x^{\prime}-x^{\prime \prime}\right\}
$$

In particular if $F(\theta, 0) \equiv 0$, then

$$
F(\theta, x)=\int_{0}^{1} F_{x}(\theta, s x) d s \cdot x
$$

Thus from (2 iii), (9iv), for $v \in \tilde{\mathfrak{X}}_{u}{ }^{1}, w \in \tilde{\mathfrak{X}}_{z}{ }^{1},|x|<1$, we have

$$
\begin{aligned}
X(\theta, x, v(\theta, x), w(\theta, x), \lambda)= & \int_{0}^{1}\left\{X_{x}(\theta, s x, v(\theta, s x), w(\theta, s x), \lambda)\right. \\
& +X_{y}(\theta, s x, \ldots) v_{x}(\theta, s x) \\
& \left.+X_{z}(\theta, s x, \ldots) w_{x}(\theta, s x)\right\} d s \cdot x
\end{aligned}
$$

Hence from (2v),

$$
\begin{equation*}
|X(\theta, x, v(\theta, x), w(\theta, x), \lambda)| \leqslant \mu|x|, \quad\left(|x|<1,|\lambda|<\delta_{0}\right) \tag{12}
\end{equation*}
$$

for $\delta_{0}>0$ sufficiently small. From (4), (10)-(12) with $|x|<1,|\lambda|<\delta_{0}$,

$$
\begin{aligned}
\dot{\xi} & =A \xi+X(\psi, \xi, v(\psi, \xi), w(\psi, \xi), \lambda) \\
(d / d t)|\xi|^{2} & =2\langle A \xi, \xi\rangle+2\langle X(\psi, \xi, \ldots), \xi\rangle \\
(d / d t)|\xi|^{2} & \leqslant-4 \mu|\xi|^{2}+2|X||\xi| \leqslant-2 \mu|\xi|^{2}
\end{aligned}
$$

which implies inequality (11 i) and the existence of $(\psi, \xi)$ as stated. From (10),

$$
\begin{align*}
& \dot{\psi}_{(\theta, x)}=\left[\Theta_{\theta}+\Theta_{y} v_{\theta}+\Theta_{z} w_{\theta}\right] \psi_{(\theta, x)}+\left[\Theta_{x}+\Theta_{y} v_{x}+\Theta_{z} w_{x}\right] \xi_{(\theta, x)} \\
& \dot{\xi}(\theta, x) \tag{13}
\end{align*}=\left[A+X_{x}+X_{y} v_{x}+X_{z} w_{x}\right] \xi_{(\theta, x)}+\left[X_{\theta}+X_{y} v_{\theta}+X_{z} w_{\theta}\right] \psi_{(\theta, x)}, ~ l
$$

where $\Theta_{\theta}=\Theta_{\theta}(\psi, \xi, v(\psi, \xi), w(\psi, \xi), \lambda)$, etc. Since the matrix [in (13)]

$$
A^{\prime}=A+X_{x}+X_{y} v_{x}+X_{z} w_{x} \rightarrow A
$$

as $\lambda \rightarrow 0$, it follows from (4) for $|\lambda|<\delta_{0}, \delta_{0}$ restricted further if necessary,

$$
\begin{equation*}
\left\langle A^{\prime} p, p\right\rangle \leqslant-\mu|p|^{2} \tag{14}
\end{equation*}
$$

for all real vectors $p, \operatorname{dim} p=\operatorname{dim} x$. The procedure used to obtain (12) also yields

$$
\begin{equation*}
\left|X_{\theta}+X_{y} v_{\theta}+X_{z} w_{\theta}\right| \leqslant \beta_{1}(\lambda)|\xi| \leqslant \beta_{1}(\lambda) e^{-\mu t} \tag{15}
\end{equation*}
$$

for $|x|<1$ where $X_{\theta}=X_{\theta}(\psi, \xi, \ldots)$, etc.; $\beta_{1}(\lambda) \geqslant 0, \beta_{1}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. From (2 v) and (13)-(15),

$$
\begin{gather*}
\left|\dot{\psi}_{(\theta, x)}\right| \leqslant \beta_{2}(\lambda)\left|\psi_{(\theta, x)}\right|+\beta_{2}(\lambda)\left|\xi_{(\theta, x)}\right|, \\
(d \mid d t)\left|\xi_{(\theta, x)}\right|^{2} \leqslant-2 \mu\left|\xi_{(\theta, x)}\right|^{2}+2 \beta_{2}(\lambda) e^{-\mu t}\left|\psi_{(\theta, x)}\right|\left|\xi_{(\theta, x)}\right|,  \tag{16}\\
\left|\psi_{(\theta, x)}(0)\right|=\left|\xi_{(\theta, x)}(0)\right|=1,|x|<1,|\lambda|<\delta_{0},
\end{gather*}
$$

where $\beta_{2}(\lambda) \geqslant 0, \beta_{2}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. From Lemma 2 for $0 \leqslant t<\infty$,

$$
\begin{equation*}
\left|\psi_{(\theta, x)}(t)\right| \leqslant e^{\beta_{2}(\lambda) t}\left\{1+\int_{0}^{t} e^{-\beta_{2}(\lambda) \tau}\left|\xi_{(\theta, x)}(\tau)\right| d \tau\right\} \tag{17}
\end{equation*}
$$

so that

$$
\begin{align*}
(d / d t)\left|\xi_{(\theta, x)}\right|^{2} \leqslant & -2 \mu\left|\xi_{(\theta x)}\right|^{2}+2 \beta_{2}(\lambda) e^{-\mu t} e^{\beta_{2}(\lambda) t} \\
& \times\left\{1+\int_{0}^{t} e^{-\beta_{2}(\lambda) \tau}\left|\xi_{(\theta, x)}(\tau)\right| d \tau\right\}\left|\xi_{(\theta, x)}\right| \tag{18}
\end{align*}
$$

By restricting $\delta_{0}$ further if necessary, we may assume $\beta_{2}(\lambda)<\mu$ for $|\lambda| \leqslant \delta_{0}$ so that near $t=0,\left|\xi_{(\theta, x)}(t)\right|$ is a decreasing function of $t ;\left|\xi_{(\theta, x)}(t)\right| \leqslant 1$ for $0 \leqslant t<\epsilon, \epsilon>0$ sufficiently small. Now compare (18) with the real scalar equation

$$
\begin{equation*}
\frac{d}{d t} f^{2}=-2 \mu f^{2}+2 \beta_{2}(\lambda) e^{\left(-\mu+\beta_{2}(\lambda)\right) t}\left\{1+\int_{0}^{t} e^{-\beta_{2}(\lambda) \tau} 2 d \tau\right\} f \tag{19}
\end{equation*}
$$

with the initial condition $f(0)=1$. As long as $|f(t)| \leqslant 2$ holds, it follows that

$$
\begin{equation*}
\left|\xi_{(\theta, x)}(t)\right| \leqslant f(t) \tag{20}
\end{equation*}
$$

From (19)

$$
\dot{f}=-\mu f+\beta_{2}(\lambda) e^{\left(-\mu+\beta_{2}(\lambda)\right) t}\left\{1+\int^{t} e^{-\beta_{2}(\lambda) \tau} 2 d \tau\right\}
$$

Since $f(0)=1$, the inequality $\dot{f} \geqslant-\mu f$ implies $f(t)>0$ for $0 \leqslant t<\infty$. Thus

$$
\begin{aligned}
\dot{f} & \leqslant\left(-\mu+\beta_{2}(\lambda)\right) f+\beta_{2}(\lambda) e^{\left(-\mu+\beta_{2}(\lambda)\right) t}\{1+2 t\}, \\
f(t) & \leqslant\left\{1+\beta_{2}(\lambda)\left(t+t^{2}\right)\right\} e^{\left(-\mu+\beta_{2}(\lambda) t\right.},
\end{aligned}
$$

and by restricting $\delta_{0}$ further if necessary we have $|f(t)| \leqslant 2$ for $0 \leqslant t<\infty$ so that (20) holds for all $0 \leqslant t<\infty$. Hence we have proved (11 iii) for $|\rho|=1$. The crude inequality $\left|\xi_{(\theta, x)}(t)\right| \leqslant 2$ in (17) yields

$$
\left|\psi_{(\theta, x)}(t)\right| \leqslant e^{\beta_{2}(\lambda) t}\left\{1+\int_{0}^{t} e^{-\beta_{2}(\lambda) \tau} 2 d \tau\right\} \leqslant\{1+2 t\} e^{\beta_{2}(\lambda) t},
$$

so that (11 ii) holds for $|\rho|=1$. We now proceed inductively. Let $D_{(\theta, x)}^{\rho} \psi=\psi_{\rho}, D_{(\theta, x)}^{\rho} \xi=\xi_{\rho}$, and consider the case $\rho=\rho_{1}+\rho_{2},\left|\rho_{1}\right|=$ $\left|\rho_{2}\right|=1,|\rho|=2$. Assuming $k \geqslant 3$ (otherwise we are done), we have from (10)

$$
\begin{align*}
\dot{\psi}_{\rho}= & {\left[\Theta_{\theta}+\Theta_{y} v_{\theta}+\Theta_{z} w_{\theta}\right] \psi_{\rho} } \\
& +\left[\Theta_{x}+\Theta_{y} v_{x}+\Theta_{z} w_{x}\right] \xi_{\rho}+\Theta_{\theta \theta} \psi_{\rho_{2}} \psi_{\rho_{\mathbf{1}}}+\cdots \\
\dot{\xi}_{\rho}= & {\left[A+X_{x}+X_{y} v_{x}+X_{z} w_{x}\right] \xi_{\rho} }  \tag{21}\\
& +\left[X_{\theta}+X_{y} v_{\theta}+X_{z} w_{\theta}\right] \psi_{\rho}+X_{x \theta} \psi_{\rho_{2}} \xi_{\rho_{1}}+\cdots
\end{align*}
$$

The notation $\Theta_{\theta \theta} \psi_{\rho_{2}} \psi_{\rho_{1}}$, etc., is defined by writing out (21) in complete detail. Since (11 ii, iii) hold for $\left|\rho_{1}\right|=\left|\rho_{2}\right|=1$, we obtain from (21)

$$
\begin{align*}
\left|\dot{\psi}_{\rho}\right| & \leqslant \beta_{3}(\lambda)\left|\psi_{\rho}\right|+\beta_{3}(\lambda)\left|\xi_{\rho}\right|+\beta_{3}(\lambda) \alpha_{1}(t) e^{\beta_{3}(\lambda) t} \\
(d / d t)\left|\xi_{\rho}\right|^{2} & \leqslant-2 \mu\left|\xi_{\rho}\right|^{2}+2 \beta_{3}(\lambda) e^{-\mu t}\left|\psi_{\rho}\right|\left|\xi_{\rho}\right|+2 \beta_{3}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{2}(\lambda)\right) t}\left|\xi_{\rho}\right| \\
\left|\psi_{\rho}(0)\right| & =\left|\xi_{\rho}(0)\right|=0 \tag{22}
\end{align*}
$$

where $\alpha_{1}(t)$ is a polynomial with positive coefficients and $\beta_{3}(\lambda) \geqslant \beta_{2}(\lambda) \geqslant 0$, $\beta_{3}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. From Lemma 2

$$
\left|\psi_{\rho}(t)\right| \leqslant \beta_{3}(\lambda) e^{\beta_{3}(\lambda) t} \int_{0}^{t} e^{-\beta_{3}(\lambda) \tau}\left\{\left|\xi_{\rho}(\tau)\right|+\alpha_{1}(\tau) e^{\beta_{3}(\lambda) \tau}\right\} d \tau
$$

Since $\left|\xi_{\rho}(0)\right|=0$, it follows that near $t=0$

$$
\begin{equation*}
\left|\xi_{\rho}(t)\right| \leqslant 1 \tag{23}
\end{equation*}
$$

and as long as this inequality holds, it follows that

$$
\begin{equation*}
\left|\psi_{\rho}(t)\right| \leqslant \beta_{3}(\lambda) \alpha_{2}(t) e^{\beta_{3}(\lambda) t} \tag{24}
\end{equation*}
$$

where

$$
\alpha_{2}(t)=\int_{0}^{t}\left\{1+\alpha_{1}(\tau)\right\} d \tau
$$

Using inequality (24) in (22) we have
$(d / d t)\left|\xi_{\rho}\right|^{2} \leqslant-2 \mu\left|\xi_{p}\right|^{2}+2\left[\beta_{3}(\lambda)\right]^{2} \alpha_{2}(t) e^{-\mu t}\left|\xi_{\rho}\right|+2 \beta_{3}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{3}(\lambda) t\right.}\left|\xi_{\rho}\right|$.
Comparing this differential inequality with the scalar equation

$$
\begin{aligned}
(d / d t) f^{2} & =-2 \mu f^{2}+4 \beta_{4}(\lambda) \alpha_{3}(t) e^{\left(-\mu+\beta_{4}(\lambda)\right) t} f, \quad f(0)=\frac{1}{2} \\
f^{\prime} & =-\mu f+2 \beta_{4}(\lambda) \alpha_{3}(t) e^{\left(-\mu+\beta_{4}(\lambda) t\right.}, \quad f(0)=\frac{1}{2}
\end{aligned}
$$

where $\alpha_{3}(t)$ is a polynomial in $t$ with positive coefficients, $\alpha_{3}(t) \geqslant \alpha_{2}(t)$, $\alpha_{3}(t)$ for $0 \leqslant t<\infty ; \beta_{4}(\lambda) \geqslant \beta_{3}(\lambda),\left[\beta_{3}(\lambda)\right]^{2} \geqslant 0 ; \beta_{4}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$; it follows that

$$
\begin{equation*}
\left|\xi_{\rho}(t)\right| \leqslant f(t) \tag{25}
\end{equation*}
$$

for $t \geqslant 0$ as long as $\left|\xi_{p}(t)\right| \leqslant 1$. Since

$$
f \geqslant-\mu f, \quad f(0)=\frac{1}{2}
$$

we have $f(t)>0$ for $0 \leqslant t<\infty$, so that

$$
\begin{align*}
f & \leqslant\left(-\mu+\beta_{4}(\lambda)\right) f+2 \beta_{4}(\lambda) \alpha_{3}(t) e^{\left(-\mu+\beta_{4}(\lambda)\right) t} \\
f(t) & \leqslant e^{\left(-\mu+\beta_{4}(\lambda)\right) t}\left\{\frac{1}{2}+\int_{0}^{t} 2 \beta_{4}(\lambda) \alpha_{3}(\tau) d \tau\right\} \tag{26}
\end{align*}
$$

Thus by restricting $\delta_{0}$ further, if necessary, it follows that $f(t) \leqslant 1$ for $0 \leqslant t<\infty$ and hence (23)-(25) are valid for all $0 \leqslant t<\infty$. Inequalities (24)(26) show that ( 11 ii , iii) hold for $1 \leqslant|\rho| \leqslant 2$. By continuing in this manner (a finite number of steps), one proves (11 ii, iii) valid for all $1 \leqslant|\rho|$ $\leqslant k-1$. This completes the proof of Lemma 3.

For $v \in \tilde{\mathfrak{X}}_{y}^{k-1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1}$, define

$$
\begin{align*}
& \left(T_{1} v\right)(\theta, x)=\int_{+\infty}^{0} e^{-B \sigma} Y^{(v, w)} d \sigma  \tag{27a}\\
& \left(T_{2} w\right)(\theta, x)=\int_{+\infty}^{0} e^{-C \sigma} Z^{(v, w)} d \sigma \tag{27b}
\end{align*}
$$

where

$$
\begin{aligned}
Y^{(v, w)} & =Y\left(\psi^{(v, w)}, \xi^{(v, w)}, v^{(v, w)}, w^{(v, w)}, \lambda\right) \\
Z^{(v, w)} & =Z\left(\psi^{(v, w)}, \xi^{(v, w)}, v^{(v, w)}, w^{(v, w)}, \lambda\right) \\
v^{(v, w)} & =v\left(\psi^{(v, w)}, \xi^{(v, w)}\right) \\
w^{(v, w)} & =w\left(\psi^{(v, w)}, \xi^{(v, w)}\right)
\end{aligned}
$$

and $\left(\psi^{(v, w)}, \xi^{(v, w)}\right)$ is the solution of (10) which is given explicitly in (11).
For $(v, w) \in \tilde{X}_{y}^{k-1} \times \tilde{X}_{z}^{k-1}$ define

$$
T(v, w)=\left(T_{1} v, T_{2} w\right)
$$

Lemma 4. For $2 \leqslant k<\infty$ and for $|\lambda| \leqslant \delta_{1} \leqslant \delta_{0}, \delta_{1}>0$ sufficiently small, the transformation $T$ maps $\tilde{\mathfrak{X}}_{y}^{k-1} \times \tilde{\mathfrak{X}}_{z}^{k-1}$ into itself and is a contraction in the $C^{k-2}$ topology:

$$
\begin{gathered}
\|(v, w)\|=\max (\|v\|,\|w\|) \\
\|\cdot\|=\|\cdot\|_{k-2}=\max _{0 \leqslant|\rho| \leqslant k-2} \sup _{\theta} \sup _{|x|<1}\left|D_{(\theta, x)}^{\rho} \cdot\right| .
\end{gathered}
$$

Proof. The fact that $T$ maps $\tilde{\mathfrak{X}}_{y}^{k-1} \times \tilde{\mathfrak{X}}_{z}^{k-1}$ into itself for $|\lambda| \leqslant \delta_{1}, \delta_{1}$ sufficiently small, is an immediate consequence of (2 iii, v), (5), and Lemma 3.

To show that $T$ is a contraction in the $C^{k-2}$ topology, it is sufficient to show that $T_{1}$ is a contraction on $\tilde{\mathfrak{X}}_{y}^{k-1}$ in the $C^{k-2}$ topology uniformly in $w \in \tilde{\mathfrak{X}}_{z}^{k_{-}-1}$, and similarly that $T_{2}$ is a contraction on $\tilde{\mathfrak{X}}_{z}^{k-1}$ in the $C^{k-2}$ topology uniformly in $v \in \mathfrak{X}_{y}^{k-1}$. We will give the argument for $T_{1}$; the argument for $T_{2}$ is completely analogous. To show $T_{1}$ a contraction, it is sufficient to show uniformly in $\theta,|x|<1,|\lambda| \leqslant \delta_{1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1}, 0 \leqslant|\rho| \leqslant k-2$, that the inequality

$$
\begin{equation*}
\left|D_{(\theta, x)}^{\rho}\left(T_{1} v^{1}-T_{1} v^{2}\right)\right| \leqslant \frac{1}{2}\left\|v^{1}-v^{2}\right\| \tag{28}
\end{equation*}
$$

holds for $v^{1}, v^{2} \in \tilde{\mathfrak{X}}_{y}^{k-1}$.
Let $\left(\psi^{j}, \xi^{j}\right)=\left(\psi^{\left(v^{j}, w\right)}, \xi^{\left(v^{j}, w\right)}\right),(j=1,2), \quad$ and $\quad$ let $Y^{j}=Y^{\left(v^{i}, w\right)}=$ $Y\left(\psi^{j}, \xi^{j}, \ldots\right),(j=1,2)$. To prove(28) we will show that uniformly in $\theta,|x|<1$, $|\lambda| \leqslant \delta_{1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1}, 0 \leqslant|\rho| \leqslant k-2$, the inequalities

$$
\begin{align*}
& \left|D_{(\theta, x)}^{\rho}\left(\psi^{1}-\psi^{2}\right)\right| \leqslant \alpha(t) e^{\beta(\lambda) t}\left\|v^{1}-v^{2}\right\|  \tag{29}\\
& \left|D_{(\theta, x)}^{\rho}\left(\xi^{1}-\xi^{2}\right)\right| \leqslant \alpha(t) e^{(-\mu+\beta(\lambda)) t}\left\|v^{1}-v^{2}\right\|
\end{align*}
$$

hold where $\alpha(t)$ is a polynomial in $t$ with positive coefficients, $\beta(\lambda) \geqslant 0$ is continuous in $|\lambda| \leqslant \delta_{1}, \beta(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. If we suppose (29) valid, then, by restricting $\delta_{1}$ to be sufficiently small, inequality (28) is immediate. One computes from (27)

$$
D_{(\theta, x)}^{\rho}\left(T_{1} v^{1}-T_{1} v^{2}\right)=\int_{+\infty}^{0} e^{-B \sigma} D_{(\theta, x)}^{\rho}\left(Y^{1}-Y^{2}\right) d \sigma
$$

and then uses ( $2 \mathrm{iii}, \mathrm{v}$ ), (5), Lemma 3, and (29) to verify that the interchange of differentiation and integration is valid and that (28) holds. The mean-value theorem as presented at the beginning of the proof of Lemma 3 is used repeatedly.

Hence it remains to prove (29). From (10),

$$
\begin{align*}
& (d / d t)\left(\psi^{1}-\psi^{2}\right)=\Theta^{1}-\Theta^{2}  \tag{30}\\
& (d / d t)\left(\xi^{1}-\xi^{2}\right)=A\left(\xi^{1}-\xi^{2}\right)+X^{1}-X^{2}
\end{align*}
$$

where $\Theta^{1}=\Theta\left(\psi^{1}, \xi^{1}, v^{1}\left(\psi^{1}, \xi^{1}\right), w\left(\psi^{1}, \xi^{1}\right), \lambda\right)$, etc. Thus

$$
\begin{aligned}
\left|(d / d t)\left(\psi^{1}-\psi^{2}\right)\right| & \leqslant\left|\Theta^{1}-\Theta^{2}\right| \\
(d / d t)\left|\xi^{1}-\xi^{2}\right|^{2} & =2\left\langle A\left(\xi^{1}-\xi^{2}\right), \xi^{1}-\xi^{2}\right\rangle+2\left\langle X^{1}-X^{2}, \xi^{1}-\xi^{2}\right\rangle
\end{aligned}
$$

and, from inequality (4),

$$
(d / d t)\left|\xi^{1}-\xi^{2}\right|^{2} \leqslant-4 \mu\left|\xi^{1}-\xi^{2}\right|^{2}+2\left|X^{1}-X^{2}\right| \cdot\left|\xi^{1}-\xi^{2}\right|
$$

Using the mean value theorem, we obtain

$$
\begin{aligned}
\left|\Theta^{1}--\Theta^{2}\right| & \leqslant \beta_{1}(\lambda)\left\{\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right|+\left|v^{1}\left(\psi^{1}, \xi^{1}\right)-v^{2}\left(\psi^{2}, \xi^{2}\right)\right|\right. \\
& \left.+\left|w\left(\psi^{1}, \xi^{1}\right)-w\left(\psi^{2}, \xi^{2}\right)\right|\right\},
\end{aligned}
$$

where $\beta_{1}(\lambda) \geqslant 0, \beta_{1}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. Since

$$
v^{1}\left(\psi^{1}, \xi^{1}\right)-v^{2}\left(\psi^{2}, \xi^{2}\right)=v^{1}\left(\psi^{1}, \xi^{1}\right)-v^{1}\left(\psi^{2}, \xi^{2}\right)+v^{1}\left(\psi^{2}, \xi^{2}\right)-v^{2}\left(\psi^{2}, \xi^{2}\right)
$$

and $v^{1} \in \tilde{\mathfrak{X}}_{y}^{k-1}, w \in \tilde{\mathfrak{X}}_{z}^{k-1}$, we have

$$
\begin{align*}
& \left|v^{1}\left(\psi^{1}, \xi^{1}\right)-v^{2}\left(\psi^{2}, \xi^{2}\right)\right| \leqslant\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right|+\| v^{1}-v^{2}| | \\
& \left|w\left(\psi^{1}, \xi^{1}\right)-w\left(\psi^{2}, \xi^{2}\right)\right| \leqslant\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right| \tag{31}
\end{align*}
$$

Thus

$$
\left|\Theta^{1}-\Theta^{2}\right| \leqslant \beta_{2}(\lambda)\left\{\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right|+\left\|v^{1}-v^{2}\right\|\right\}
$$

where $\beta_{2}(\lambda)=3 \beta_{1}(\lambda) \geqslant 0, \beta_{2}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. By using properties ( $2 \mathrm{iii}, \mathrm{v}$ ) and applying the mean-value theorem, we obtain

$$
\begin{align*}
\left|X^{1}-X^{2}\right| \leqslant & \beta_{3}(\lambda)\left\{\left|\xi^{1}\right|+\left|\xi^{2}\right|\right\} \cdot\left\{\left|\psi^{1}-\psi^{2}\right|\right. \\
& +\left|\xi^{1}-\xi^{2}\right|+\left|v^{1}\left(\psi^{1}, \xi^{1}\right)-v^{2}\left(\psi^{2}, \xi^{2}\right)\right| \\
& \left.+\left|w\left(\psi^{1}, \xi^{1}\right)-w\left(\psi^{2}, \xi^{2}\right)\right|\right\} \tag{32}
\end{align*}
$$

where $\beta_{3}(\lambda) \geqslant 0, \beta_{3}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. From (11 i) for $|x|<1$,

$$
\begin{equation*}
\left|\xi^{1}(t)\right|+\left|\xi^{2}(t)\right| \leqslant 2 e^{-\mu t} \tag{33}
\end{equation*}
$$

so that (31) and (33) in (32) yields

$$
\left|X^{1}-X^{2}\right| \leqslant \beta_{4}(\lambda) e^{-\mu t}\left\{\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right|+\left\|v^{1}-v^{2}\right\|\right\}
$$

where $\beta_{4}(\lambda) \geqslant \beta_{3}(\lambda)+\beta_{2}(\lambda) \geqslant 0, \beta_{4}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. By restricting $\delta_{1}$ to be sufficiently small we may assume $\beta_{4}(\lambda) \leqslant \mu$ for $|\lambda| \leqslant \delta_{1}$; then from (30) we finally obtain

$$
\begin{align*}
\left|(d \mid d t)\left(\psi^{1}-\psi^{2}\right)\right| & \leqslant \beta_{4}(\lambda)\left\{\left|\psi^{1}-\psi^{2}\right|+\left|\xi^{1}-\xi^{2}\right|+\left\|v^{1}-v^{2}\right\|\right\}  \tag{34a}\\
(d \mid d t)\left|\xi^{1}-\xi^{2}\right|^{2} & \leqslant-2 \mu\left|\xi^{1}-\xi^{2}\right|^{2} \\
& +2 \beta_{4}(\lambda) e^{-\mu t}\left\{\left|\psi^{1}-\psi^{2}\right|+\left\|v^{1}-v^{2}\right\|\right\} \cdot\left|\xi^{1}-\xi^{2}\right| . \tag{34b}
\end{align*}
$$

Since $\psi^{1}(0)-\psi^{2}(0)=0$, we have from (34a) and Lemma 2 , for $t \geqslant 0$,

$$
\left|\psi^{1}(t)-\psi^{2}(t)\right| \leqslant \beta_{4}(\lambda) e^{\beta_{4}(\lambda) t} \int_{0}^{t} e^{-\beta_{4}(\lambda) \tau}\left\{\left|\xi^{1}(\tau)-\xi^{2}(\tau)\right|+\left\|\boldsymbol{v}^{1}-\boldsymbol{v}^{2}\right\|\right\} d \tau
$$

Since $\xi^{1}(0)-\xi^{2}(0)=0$, the inequality

$$
\begin{equation*}
\left|\xi^{1}(t)-\xi^{2}(t)\right| \leqslant\left\|\boldsymbol{v}^{1}-\boldsymbol{v}^{2}\right\| \tag{35}
\end{equation*}
$$

is valid in some neighborhood of $t=0$, and as long as (35) remains valid ( $t \geqslant 0$ ),

$$
\begin{equation*}
\left|\psi^{1}(t)-\psi^{2}(t)\right| \leqslant 2 \beta_{4}(\lambda) t e^{\beta_{4}(\lambda)} t\left\|v^{1}-v^{2}\right\| . \tag{36}
\end{equation*}
$$

Using (36) in (34b) we obtain

$$
\begin{align*}
(d / d t)\left|\xi^{1}-\xi^{2}\right|^{2} \leqslant & -2 \mu\left|\xi^{1}-\xi^{2}\right|^{2} \\
& +2 \beta_{4}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{4}(\lambda) t\right.}| | v^{1}-v^{2} \| \cdot\left|\xi^{1}-\xi^{2}\right|, \tag{37}
\end{align*}
$$

where $\alpha_{1}(t)=1+2 \beta_{4}(\lambda) t$. Comparing (37) with the scalar equation

$$
\begin{equation*}
(d / d t) f^{2}=-2 \mu f^{2}+2 \beta_{4}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{4}(\lambda)\right) t}\left\|v^{1}-v^{2}\right\| \cdot f \tag{38}
\end{equation*}
$$

with $f(0)=\frac{1}{2}\left\|v^{1}-v^{2}\right\|>0$, we see that

$$
\begin{equation*}
\left|\xi^{1}(t)-\xi^{2}(t)\right| \leqslant f(t) \tag{39}
\end{equation*}
$$

holds so long as (35) remains valid. From (38),

$$
\dot{f}=-\mu f+\beta_{4}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{4}(\lambda) t\right.}\left\|\nu^{1}-v^{2}\right\|
$$

and since, for $0 \leqslant t<\infty$,

$$
\dot{f} \geqslant-\mu f, \quad f(0)>0
$$

is valid, it follows that $f(t)>0$ for $0 \leqslant t<\infty$ and therefore

$$
\begin{aligned}
\dot{f} & \leqslant\left(-\mu+\beta_{4}(\lambda)\right) f+\beta_{4}(\lambda) \alpha_{1}(t) e^{\left(-\mu+\beta_{4}(\lambda)\right) t}\left\|v^{1}-v^{2}\right\|, \\
f(t) & \leqslant e^{\left(-\mu+\beta_{4}(\lambda)\right) t}\left\{\frac{1}{2}\left\|v^{1}-v^{2}\right\|+\int_{0}^{t} \beta_{4}(\lambda) \alpha_{1}(\tau) d \tau\left\|v^{1}-v^{2}\right\|\right\}, \\
f(t) & \leqslant\left\{\frac{1}{2}+\beta_{4}(\lambda) \alpha_{2}(t)\right\} e^{\left(-\mu+\beta_{4}(\lambda)\right) t}\left\|v^{1}-v^{2}\right\|,
\end{aligned}
$$

where

$$
\alpha_{2}(t)=\int_{0}^{t} \alpha_{1}(\tau) d \tau
$$

Therefore, by restricting $\delta_{1}$ further if necessary, we have for $|\lambda| \leqslant \delta_{1}$ that

$$
f(t) \leqslant\left\|v^{1}-v^{2}\right\|
$$

holds for all $0 \leqslant t<\infty$. Thus (35)-(37) and (39) are valid for all $0 \leqslant t<\infty$ and (29) is proved for the case $|\rho|=\mathbf{0}$.

Assuming that $k \geqslant 3$ (otherwise we are finished), we now want to show that (29) is valid for $|\rho|=1$. Let $D_{(\theta, x)}^{\rho} \psi^{1}=\psi_{\rho}{ }^{1}$, etc. Then from (10),

$$
\begin{aligned}
(d / d t)\left(\psi_{\rho}{ }^{1}-\psi_{\rho}{ }^{2}\right) & =\Theta_{\theta}{ }^{1} \psi_{\rho}{ }^{1}-\Theta_{\theta}{ }^{2} \psi_{\rho}{ }^{2}+\Theta_{x}{ }^{1} \xi_{\rho}{ }^{1}-\Theta_{x}{ }^{2} \xi_{\rho}{ }^{2}+\cdots \\
(d / d t)\left(\xi_{\rho}{ }^{1}-\xi_{\rho}{ }^{2}\right) & =A\left(\xi_{\rho}{ }^{1}-\xi_{\rho}{ }^{2}\right)+X_{\theta}{ }^{1} \psi_{\rho}{ }^{1}-X_{\theta}{ }^{2} \psi_{\rho}{ }^{2}+\cdots
\end{aligned}
$$

and, by means of ( $2 \mathrm{iii}, \mathrm{v}$ ), Lemma 1, Lemma 3, inequality (29) for the case $|\rho|=0$, and the mean-value theorem, one achieves

$$
\begin{aligned}
\mid(d \mid d t)\left(\psi_{\rho}{ }^{1}-\psi_{\rho}{ }^{2} \mid \leqslant\right. & \beta_{5}(\lambda)\left\{\left|\psi_{\rho}{ }^{1}-\psi_{\rho}{ }^{2}\right|+\left|\xi_{\rho}{ }^{1}-\xi_{\rho}{ }^{2}\right|\right\} \\
& +\beta_{5}(\lambda) \alpha_{3}(t) e^{\beta_{5}(\lambda) t}\left\|v^{1}-v^{2}\right\|, \\
(d \mid d t)\left|\xi_{\rho}{ }^{1}-\xi_{\rho}{ }^{2}\right|^{2} \leqslant & -2 \mu\left|\xi^{1}-\xi^{2}\right|^{2}+2 \beta_{5}(\lambda) \alpha_{3}(t) e^{\left(-\mu+\beta_{5}(\lambda)\right) t} \\
& \cdot\left\{\left|\psi_{\rho}{ }^{1}-\psi_{\rho}{ }^{2}\right|+\left\|v^{1}-v^{2}\right\|\right\} \cdot\left|\xi^{1}-\xi^{2}\right|,
\end{aligned}
$$

where $\alpha_{3}(t)$ is a polynomial in $t$ with positive coefficients, $\beta_{5}(\lambda) \geqslant 0, \beta_{5}(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$. By restricting $\delta_{1}$ further if necessary, one now readily establishes that (29) is valid for all $|\rho| \leqslant 1$. In an analogous manner one proceeds inductively (a finite number of steps) to establish(29) for all $0 \leqslant|\rho| \leqslant k-2$. This completes the proof of Lemma 4.

The fixed point of the transformation $T$ is designated $v^{+}=v^{+}(\theta, x, \lambda)$, $w^{+}=w^{+}(\theta, x, \lambda)$, and these functions define the stable manifold $M_{\lambda}^{+}$. The unstable manifold $M_{\lambda}{ }^{-}$is constructed in an analogous manner.

The function $w^{*+}=w^{*+}(\theta, x, y, \lambda)$ which defines the center-stable manifold $M_{\lambda}^{*+}$ is taken to be the unique solution to the differential-integral system

$$
\begin{gather*}
\dot{\theta}=a+\Theta\left(\theta, x, y, w^{*+}(\theta, x, y, \lambda), \lambda\right) \\
\dot{x}=A x+X\left(\theta, x, y, w^{*+}(\theta, x, y, \lambda), \lambda\right),  \tag{40a}\\
\dot{y}=B y+Y\left(\theta, x, y, w^{*+}(\theta, x, y, \lambda), \lambda\right), \\
w^{*+}(\theta, x, y, \lambda) \\
=\int_{+\infty}^{0} e^{-C \sigma} Z\left(\psi^{*+}, \xi^{*+}, \eta^{*+}, w^{*+}\left(\psi^{*+}, \xi^{*+}, \eta^{*+}, \lambda\right), \lambda\right) d \sigma \tag{40b}
\end{gather*}
$$

where $\psi^{*+}=\psi^{*+}(t)=\psi^{*+}\left(t, \theta, x, y, w^{*+}, \lambda\right), \xi^{*+}=\cdots, \eta^{*+}=\cdots$, represents the unique solution of (40a) with initial condition $(\theta, x, y)$ at $t=0$. This
system is also solved by iteration, but with the following modification. For $l$, $m$ positive integers define

$$
\mathfrak{X}_{m}{ }^{\imath}=\{\chi=\chi(\theta, x, y) \quad \text { satisfying (41 i-v) below }\}
$$

(41 i) $\chi$ is a real vector-valued function defined and $C^{l}$ for all $(\theta, x, y)$.
(41 ii) $\operatorname{dim} \chi=m$.
(41 iii) $\chi$ has multiple period $\omega$ in $\theta$.
(41 iv) $\chi, \chi(x, y) \equiv 0$ when $(x, y)=0$.
(41 v) $\quad \cdot\|\chi\|=\max _{0 \leqslant|\rho| \leqslant l} \sup _{(\theta, x, y)}\left|D_{(\theta, x, y)}^{\rho} \chi(\theta, x, y)\right|<\infty$.
With the norm in (41v), $\mathfrak{X}_{m}{ }^{l}$ is a Banach space. Define $\tilde{\mathfrak{X}}_{m}{ }^{l}$ to be the closed unit ball in $\mathfrak{X}_{m}{ }^{l}$. For conciseness let $\tilde{\mathfrak{X}}_{z}^{l}=\widetilde{\mathfrak{X}}_{\mathrm{dim} z}^{l}$. Now, for $w \in \tilde{\mathfrak{X}}_{z}{ }^{k}$ consider the system

$$
\begin{align*}
& \dot{\theta}=a+\Theta(\theta, x, y, w(\theta, x, y), \lambda) \\
& \dot{x}=A x+X(\theta, x, y, w(\theta, x, y), \lambda),  \tag{42}\\
& \dot{y}=B y+Y(\theta, x, y, w(\theta, x, y), \lambda) .
\end{align*}
$$

Let $\psi^{w}=\psi(t)=\psi(t, \theta, x, w, \lambda), \xi^{w}=\cdots, \eta^{w}=\cdots$, represent the unique solution of (42) with initial condition $(\theta, x, y)$ at $t=0$. Now define the transformation $T$ acting on $\tilde{\mathfrak{X}}_{z}{ }^{k}$ as follows. For $w \in \tilde{\mathfrak{X}}_{z}{ }^{k}$,

$$
(T w)(\theta, x, y)=\int_{+\infty}^{0} e^{-C \sigma} Z\left(\psi^{w}, \xi^{w}, \eta^{w}, w\left(\psi^{w}, \xi^{w}, \eta^{w}\right), \lambda\right) d \sigma
$$

Corresponding to Lemma 4 , we can now prove

Lemma 5. For $1 \leqslant k<\infty$ and $|\lambda| \leqslant \delta_{2}, \delta_{2}>0$ sufficiently small, the transformation $T$ maps $\tilde{\mathrm{X}}_{z}{ }^{k}$ into itself and is a contraction in the $C^{k-1}$ topology:

$$
\|\cdot\|=\|\cdot\|_{k-1}=\max _{0 \leqslant|\rho| \leqslant k-1} \sup _{(\theta, x, y)}\left|D_{(\theta, x, y)}^{\rho} \cdot\right|
$$

The proof of Lemma 5 is analogous to the proof of Lemma 4. In fact, the details are even easier to carry out. The function $w^{*+}=w^{*+}(\theta, x, y, \lambda)$ is the unique fixed point of $T$.

The proof of the existence and smoothness of the center-unstable manifold is similar to that for the center-stable manifold. Once we have both $M_{\lambda}^{*+}$ and $M_{\lambda}^{*-}$, then

$$
M_{\lambda}^{*}=M_{\lambda}^{*+} \cap M_{\lambda}^{*-}
$$

However, we can also construct the center manifold $M_{\lambda}^{*}$ directly by constructing the functions $u^{*}=u^{*}(\theta, y, \lambda), w^{*}=w^{*}(\theta, y, \lambda)$ as the unique solution of the following differential-integral system:

$$
\begin{align*}
\dot{\theta} & =a+\Theta\left(\theta, u^{*}(\theta, y, \lambda), y, w^{*}(\theta, y, \lambda), \lambda\right)  \tag{43a}\\
u^{*}(\theta, y, \lambda) & =\int_{-\infty}^{0} e^{-A \sigma} X\left(\psi^{*}, u^{*}\left(\psi^{*}, \eta^{*}, \lambda\right), \eta^{*}, w^{*}\left(\psi^{*}, \eta^{*}, \lambda\right), \lambda\right) d \sigma \\
\dot{y} & =B y+Y\left(\theta, u^{*}(\theta, y, \lambda), y, w^{*}(\theta, y, \lambda), \lambda\right)  \tag{43b}\\
w^{*}(\theta, y, \lambda) & =\int_{+\infty}^{0} e^{-C \sigma} Z\left(\psi^{*}, u^{*}\left(\psi^{*}, \eta^{*}, \lambda\right), \eta^{*}, w^{*}\left(\psi^{*}, \eta^{*}, \lambda\right), \lambda\right) d \sigma
\end{align*}
$$

where $\psi^{*}=\psi^{*}(t)=\psi^{*}\left(t, \theta, u^{*}, y, w^{*}, \lambda\right), \eta^{*}=\cdots$, represents the unique solution of (43a, b) with initial condition $(\theta, y)$ at $t=0$. The procedure followed here is similar to the procedure used to solve (40).

If another invariant manifold

$$
M_{\lambda}^{\prime}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary },|x|<1, y=v^{\prime}(\theta, x, \lambda), z=w^{\prime}(\theta, x, \lambda)\right\}
$$

satisfies all the properties of $M_{\lambda}^{+}$, then $M_{\lambda}^{\prime}$ is composed of solutions of (2) which we designate $\psi^{\prime}, \xi^{\prime}, \eta^{\prime}=v^{\prime}\left(\psi^{\prime}, \xi^{\prime}, \lambda\right), \xi^{\prime}=w^{\prime}\left(\psi^{\prime}, \xi^{\prime}, \lambda\right)$. Since $\left|\xi^{\prime}\right|$ goes exponentially to zero as $t \rightarrow 0$, so do $\left|v^{\prime}\left(\psi^{\prime}, \xi^{\prime}, \lambda\right)\right|$ and $\left|w^{\prime}\left(\psi^{\prime}, \xi^{\prime}, \lambda\right)\right|$. Therefore $v^{\prime}, w^{\prime}$ must satisfy (3); but since the solution of (3) is unique, $\left(v^{\prime}, w^{\prime}\right)=\left(v^{+}, w^{+}\right)$and $M_{\lambda}^{\prime}=M_{\lambda}^{+}$. A similar argument shows that $M_{\lambda}^{-}$is also unique. An example of non-uniqueness for the center manifold is given in Section 4 below, and this same counter-example can be used to show non-uniqueness for the center-stable and center-unstable manifolds also. This completes the proof of Theorems 1 and 2.

Let us point out what should already be obvious. Namely, the reason that the center-stable manifold has one more derivative than the stable manifold is because the factor $e^{-C \sigma}$ occurring in the integrand in (40b) is an exponently converging factor whereas the factor $e^{-B_{\sigma}}$ occurring in the integrand in (27a) is not. (See (5).) However, all the manifolds have one more derivative. This will be discussed in Section 5 below.

## 4. Non-uniqueness of the Center Manifold

Consider the pair of real scalar equations

$$
\begin{equation*}
\dot{x}=-x, \quad \dot{y}=y^{2} \tag{44}
\end{equation*}
$$

Dividing $\dot{x}$ by $\dot{y}$ we obtain

$$
d x / d y=-\left(x / y^{2}\right)
$$

which can be integrated to yield

$$
x=c e^{y^{-1}}
$$

where $c$ is the constant of integration. This give us the following phase portrait in the ( $y, x$ ) plane for system (44).


Let

$$
u(y, c)= \begin{cases}c e^{y^{-1}} & \text { for } \quad y<0 \\ 0 & \text { for } \quad y \geqslant 0\end{cases}
$$

Clearly, $u(0, c)=u_{y}(0, c)=0$ so that

$$
M(c)=\{(x, y) \mid x=u(y, c), y \text { arbitrary }\}
$$

is a center manifold for each real constant $c$. By adding the scalar equation $\dot{z}=z$ to (44) we see that the center-stable and center-unstable manifolds are also non-unique. If, however, the center-stable manifold is stable [the origin is (Lyapounov) stable with respect to the center-manifold], then it is not difficult to show that the center-stable manifold is unique. With respect to $-t$, the same is true of the center-unstable manifold. If both the centerstable and center-unstable manifolds are unique, then the center-manifold is also unique.

## 5. Additional Smoothness

In our construction of $M_{\lambda}{ }^{+}$and $M_{\lambda^{-}}$, the procedure was to construct a mapping $T$ on the closed unit ball $\tilde{\mathfrak{X}}^{k-1}$ of the appropriate Banach space with a $C^{k-1}$ topology. Then we proved

$$
T: \tilde{\mathfrak{X}}^{k-1} \rightarrow \tilde{\mathfrak{X}}^{k-1}
$$

and $T$ is a contraction in the $C^{k-2}$ topology. Thus the fixed point (say, $p$ ) of $T$ has $k-2$ derivatives. But also $p$ is the limit in the $C^{k-2}$ topology of elements in $\widetilde{X}^{k-1}$. Thus the $(k-2)$ th derivatives of $p$ are uniformly Lipschitzian. Using this fact and the proof method of Theorem 4.2. on page 333 of [1], one can show that, for $\lambda$ sufficiently small, $p \in C^{k-1}$, and even more, $p \in \widetilde{X}^{k-1}$. (The details of this program are quite laborious so we do not present them here.) Thus the manifolds $M_{\lambda^{+}}, M_{\lambda^{-}} \in C^{k-1}$ where system (2) is $C^{k}, 2 \leqslant k<\infty$. An analogous argument shows that $M_{\lambda}^{*+}$, $M_{\lambda}^{*}, M_{\lambda}^{*-} \in C^{k}$ where system (2) is $C^{k}, 1 \leqslant k<\infty$.

When the $y$-equation in (1) is absent, then $M^{+}=M^{*+}, M^{-}=M^{*-}$. Therefore in this case $M^{+}, M^{-}$are as differentiable as system (1). This fact will be used in Section 7 below.

Finally, we remark that multiple periodicity in $\theta$ for system (1) is not essential in the proof of Theorem 1. Rather, one needs only to be able to put the original system in a form similar to (2), but without multiple periodicity in $\theta$. Of course, the invariant manifolds also will not exhibit multiple periodicity in $\theta$.

## 6. Perturbation Theory for $M^{*+}, M^{*}, M^{*-}$

For simplicity we will not discuss the perturbation theory of $M^{+}, M^{-}$in the general case. But notice that when the center equation ( $y$-equation) is absent from (1), then $M^{*+}=M^{+}, M^{*-}=M^{-}$so that the results of this section apply to $M^{+}, M^{-}$in that special case.

Consider the real $C^{k}, 1 \leqslant k<\infty$, system of ordinary differential equations

$$
\begin{align*}
& \dot{\theta}=a+\tilde{\Theta}(\theta, x, y, z, \epsilon), \quad \dot{x}=A x+\tilde{X}(\theta, x, y, z, \epsilon), \\
& \dot{y}=B y+\tilde{Y}(\theta, x, y, z, \epsilon), \quad \dot{z}=C z+\tilde{Z}(\theta, x, y, z, \epsilon), \tag{45}
\end{align*}
$$

where $a, A, B, C$ are as in (1); $\theta, x$, etc., are vectors; $\epsilon$ is a real (perturbation) scalar; $\tilde{\Theta}, \tilde{X}, \tilde{Y}, \tilde{Z}$ are defined and $C^{k}$ in

$$
N_{\delta}=\{(\theta, x, y, z, \epsilon) \mid \theta \text { arbitrary, }|x|+|y|+|z|+|\epsilon|<\delta\}
$$

for some $\delta$ positive and have multiple period $\omega$ in $\theta ; \tilde{\Theta}, \tilde{X}, \tilde{Y}, \tilde{Z}$, $(\tilde{X}, \tilde{Y}, \tilde{Z})_{(x, y, z)} \equiv 0$ when $(x, y, z, \epsilon)=0$. Thus when $\epsilon=0,(45)$ reduces to a system of the form (1).

Theorem 3. For system (45) there exists invariant manifolds

$$
\begin{array}{r}
M^{*+}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, }|x|+|y|+|\epsilon|<\delta_{1},\right. \\
\left.z=w^{*+}(\theta, x, y, \epsilon)\right\},
\end{array}
$$

$$
\begin{aligned}
& M^{*}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u^{*}(\theta, y, \epsilon),|y|+|\epsilon|<\delta_{1},\right. \\
& \left.z=w^{*}(\theta, y, \epsilon)\right\}, \\
& M^{*-}=\left\{(\theta, x, y, z) \mid \theta \text { arbitrary, } x=u^{*-}(\theta, y, z, \epsilon),\right. \\
& \left.|y|+|z|+|\epsilon|<\delta_{1}\right\},
\end{aligned}
$$

where $w^{*+}, u^{*}, w^{*}, u^{*-}$ are real vector-valued functions defined and $C^{k}$ in some neighborhood $N_{\delta_{1}}$ for $\delta_{1}$ sufficiently small; $w^{*+}, u^{*}, w^{*}, u^{*-}$ have multiple period $\omega$ in $\theta ; w^{*+}, u^{*}, w^{*}, u^{*-},\left(w^{*+}, u^{*}, w^{*}, u^{*-}\right)_{(x, y, z)} \equiv 0 \quad$ when $(x, y, z, \epsilon)=0$.

The proof of this theorem is essentially a copy of the proof of Theorem 1. One merely introduces a scalar change of variables

$$
(x, y, z, \epsilon) \rightarrow\left(\lambda x, \lambda y, \lambda z, \lambda^{2} \epsilon\right)
$$

and then changes the system outside a neighborhood of the $(x, y, z, \epsilon)$ origin similar as in the proof of Theorem 1. The essential property of the transformed system will be the analog of ( 2 v ), namely,

$$
D_{(\theta, x, y, z, \epsilon)}^{\rho}(\Theta, X, Y, Z) \rightarrow 0
$$

uniformly in $(\theta, x, y, z, \epsilon)$ as $\lambda \rightarrow 0$ for $0 \leqslant|\rho| \leqslant k$, where analogous to the procedure in the proof of Theorem 1 ,
$\Theta(\theta, x, y, z, \epsilon, \lambda)=\phi\left(|x|^{2}+|y|^{2}+|z|^{2}+\epsilon^{2}+K \lambda^{2}\right) \widetilde{\Theta}\left(\theta, \lambda x, \lambda y, \lambda z, \lambda^{2} \epsilon\right)$,
etc. With this property there is no difficulty in solving the appropriate differential-integral system for $w^{*+}$, etc., provided $\lambda$ is sufficiently small.

If there is no center equation ( $y$-equation) in (45), then $M^{*+}=M^{+}$, $M^{*-}=M^{-}$. Since we haven't defined $M^{+}, M^{-}$in the general perturbation case, we can take this as a definition. Also, with no center equation in (45), the center manifold

$$
M^{*}=\left\{(\theta, x, z) \mid \theta \text { arbitrary }, \quad x=u^{*}(\theta, \epsilon), \quad z=w^{*}(\theta, \epsilon),|\epsilon| \leqslant \delta_{1}\right\}
$$

is the same as what is known as the periodic surface. There is an extensive literature concerning this invariant manifold. See, for example, [2], [3], [5], and [8]. As a corollary to Theorem 3 we have that the periodic surface is as differentiable as the system of differential equations.

## 7. Perturbation Theory without Center

In this section we want to discuss how $M^{+}, M^{-}$vary with respect to the perturbing function.

Consider the real $C^{k}, 1 \leqslant k<\infty$, system of ordinary differential equations

$$
\begin{align*}
& \dot{\theta}=a+\Theta(\theta, x, y)+\epsilon \hat{\Theta}(\theta, x, y), \\
& \dot{x}=A x+X(\theta, x, y)+\epsilon \hat{X}(\theta, x, y),  \tag{46}\\
& \dot{y}=B y+Y(\theta, x, y)+\epsilon \hat{Y}(\theta, x, y),
\end{align*}
$$

where $A, B$ are constant matrices in real canonical form; $A$ has eigenvalues with negative real parts; $B$ has eigenvalues with positive real parts; $\theta, x$, etc. are vectors; $a$ is a constant vector; $\epsilon$ is a perturbation parameter; $\Theta, \hat{\Theta}, X, \hat{X}$, $Y, \widehat{Y}$ are defined and $C^{k}$ in

$$
N_{\delta}=\{(\theta, x, y) \mid \theta \text { arbitrary, }|x|+|y|<\delta\}
$$

and have multiple period $\omega$ in $\theta ; \Theta, X, Y,(X, Y)_{(x, y)} \equiv 0$ when $(x, y)=0$.
Let $P$ (for perturbation) represent the triple $(\Theta, \hat{X}, \hat{Y})$. From Theorem 4 we know that locally (for ( $x, y, \epsilon$ ) sufficiently small) there exists stable and unstable manifolds $M^{ \pm}=M^{ \pm}(P, \epsilon)$. Since $M^{ \pm}(P, 0)$ are independent of $P$, let $M^{ \pm}(P, 0)=M_{0}^{ \pm}$. Define $\mathfrak{X}^{k, l}$ to be the set of all triples $P=(\hat{\Theta}, \hat{X}, \hat{Y})$ which are defined and $C^{k}$ in $N_{\delta}$, have multiple period $\omega$ in $\theta$, and satisfy

$$
\max _{0 \leqslant|\rho| \leqslant \ell} \sup _{\theta} \sup _{|x|+|y|<\delta}\left|D_{(\theta, x, y)}^{\rho} P\right| \leqslant 1,
$$

where $l \leqslant k$ is a positive integer. For $P \in \mathfrak{X}^{h, l}$ let

$$
M^{+}(P, \epsilon)=\left\{(\theta, x, y) \mid \theta \text { arbitrary, } y=v^{+}(\theta, x, P, \epsilon)\right\}
$$

where $P$ in the argument of $v^{+}$denotes a functional dependence,
Theorem 4. Uniformly in $P \in \mathfrak{X}^{k, l}, v^{+}$is defined and $C^{k}$ on

$$
N^{\delta_{0}}=\left\{(\theta, x, \epsilon) \mid \theta \text { arbitrary },|x|<\delta_{0},|\epsilon|<\delta_{0}\right\}
$$

where $\delta_{0}$ is a sufficiently small positive constant which is independent of $P$. Moreover,

$$
\max _{0 \leqslant|\rho| \leqslant l} \sup _{\theta} \sup _{|x|<\delta_{0}}\left|D_{(\theta, x)}^{\rho}\left(v^{+}(\theta, x, P, \epsilon)-v^{+}(\theta, x)\right)\right| \rightarrow 0
$$

as $\epsilon \rightarrow 0$ uniformly in $P \in \mathfrak{X}^{k, l}$, where $v^{+}(\theta, x) \stackrel{\text { def }}{=} v^{+}(\theta, x, P, 0)$.
The proof of Theorem 4 is also essentially the same as the proof of Theorem 1. After introducing a scalar change of variables and changing the system outside a neighborhood of the origin, the assertions are readily proved. But the assertions are logically equivalent for both the original system (46) and the transformed system. A similar theorem holds for $M^{-}$.

Since $A, B$ in (46) have eigenvalues with nonzero real parts, $M^{*}=$ $M^{+} \cap M^{-}$.

Theorem 5. $M^{+}, M^{-}$have the following characterization for $\epsilon$ sufficiently small:

$$
\begin{aligned}
& M^{+}=\left\{(\theta, x, y) \mid(\psi, \xi, \eta) \rightarrow M^{*} \quad \text { as } \quad t \rightarrow+\infty\right\} \\
& M^{-}=\left\{(\theta, x, y) \mid(\psi, \xi, \eta) \rightarrow M^{*} \quad \text { as } \quad t \rightarrow-\infty\right\}
\end{aligned}
$$

where $\psi=\psi(t, \theta, x, y, \epsilon), \xi=\cdots, \eta=\cdots$, represents the unique solution of (46) with initial condition $(\theta, x, y)$ at $t=0$.

Proof. It is sufficient to prove this theorem for a system which has been transformed from (46). Let

$$
\begin{align*}
& \dot{\theta}=a+\Theta(\theta, x, y, \epsilon) \\
& \dot{x}=A x+X(\theta, x, y, \epsilon)  \tag{47}\\
& \dot{y}=B y+Y(\theta, x, y, \epsilon)
\end{align*}
$$

be a transformed system. If we introduce the change of variables

$$
\begin{align*}
& p=x-u^{-}(\theta, y, \epsilon), \\
& q=y-v^{+}(\theta, x, \epsilon) \tag{48}
\end{align*}
$$

then, in these new coordinates, (47) has the form

$$
\begin{align*}
\dot{\theta} & =a+\tilde{\Theta}(\theta, p, q, \epsilon) \\
\dot{p} & =A p+P(\theta, p, q, \epsilon)  \tag{49}\\
\dot{q} & =B q+Q(\theta, p, q, \epsilon)
\end{align*}
$$

where

$$
\begin{align*}
& |P(\theta, p, q, \epsilon)| \leqslant \mu|p|  \tag{50}\\
& |Q(\theta, p, q, \epsilon)| \leqslant \mu|q|
\end{align*}
$$

and $\mu$ is the positive constant given in (5). [ $B$ in (49) is $C$ in (5).] Let us compute $P$, for example, to see that inequality (50) is true. From (48),

$$
\begin{aligned}
\dot{p}= & \dot{x}-\dot{v}^{-}=A x+X-v_{\theta}^{-}\{a+\Theta\}-v_{x}-\{A x+X\} \\
= & A x-v_{\theta}^{-}\left\{a+\Theta\left(\theta, v^{-}, y, \epsilon\right)\right\}-v_{x}-\left\{A x+X\left(\theta, v^{-}, y, \epsilon\right)\right\} \\
& +X\left(\theta, p+v^{-}, y, \epsilon\right)+v_{\theta}-\left\{\Theta\left(\theta, v^{-}, y, \epsilon\right)-\Theta\left(\theta, p+v^{-}, y, \epsilon\right)\right\} \\
& +v_{x}^{-}\left\{X\left(\theta, v^{-}, y, \epsilon\right)-X\left(\theta, p+v^{-}, y, \epsilon\right)\right\} \\
= & A x-A v^{-}-X\left(\theta, v^{-}, y, \epsilon\right)+X\left(\theta, p+v^{-}, y, \epsilon\right) \\
& +v_{\theta}-\left\{\Theta\left(\theta, v^{-}, y, \epsilon\right)-\Theta\left(\theta, p+v^{-}, y, \epsilon\right)\right\} \\
& +v_{x}-\left\{X\left(\theta, v^{-}, y, \epsilon\right)-X\left(\theta, p+v^{-}, y, \epsilon\right)\right\} \\
= & A p+P(\theta, p, q, \epsilon) .
\end{aligned}
$$

Thus we see that $P \in C^{k-1}$ and that $P$ satisfies (50) provided $\Theta, X, Y$ have sufficiently small first-order derivatives. From (5), (49), (50),

$$
\begin{aligned}
& (d \mid d t)|p|^{2}=2\langle A p, p\rangle+2\langle P, p\rangle \leqslant-4 \mu|p|^{2}+2 \mu|p|^{2} \leqslant-2 \mu|p|^{2} \\
& (d \mid d t)|q|^{2}=2\langle B q, q\rangle+2\langle Q, q\rangle \geqslant 4 \mu|q|^{2}-2 \mu|q|^{2} \geqslant 2 \mu|q|^{2}
\end{aligned}
$$

Our theorem follows immediately from these differential inequalities.
Finally we state a theorem which is closely related to Theorem 4 . We want to show that $M^{+}(P, \epsilon) \rightarrow M^{+}\left(P_{0}, \epsilon\right)$ in the $C^{l-1}$ topology as $P \rightarrow P_{0}$ in the $C^{l}$ topology where $\epsilon$ is small but fixed. A similar statement will hold relative to $M^{-}$.

Theorem 6. For $P, P_{0} \in \mathfrak{X}^{k, l}$ if $P \rightarrow P_{0}$ in the $C^{l}$ topology,

$$
\max _{0 \leqslant|p| \leqslant \iota} \sup _{\theta} \sup _{|x|+|y|<\delta}\left|D_{(\theta, x, y)}^{\rho}\left(P-P_{0}\right)\right| \rightarrow 0
$$

then $v^{+}(\theta, x, P, \epsilon) \rightarrow v^{+}\left(\theta, x, P_{0}, \epsilon\right)$ in the $C^{l-1}$ topology,

$$
\max _{0 \leqslant|\rho| \leqslant l-1} \sup _{\theta} \sup _{|x|<\delta_{0}}\left|D_{(\theta, x)}^{\rho}\left\{v^{+}(\theta, x, P, \epsilon)-v^{+}\left(\theta, x, P_{0}, \epsilon\right)\right\}\right| \rightarrow 0
$$

The proof of Theorem 6 is obtained by introducing the change of variables (48) relative to $P_{0}$,

$$
\begin{aligned}
& p=x-u^{-}\left(\theta, y, P_{0}, \epsilon\right) \\
& q=y-v^{+}\left(\theta, x, P_{0}, \epsilon\right)
\end{aligned}
$$

System (49) will now only be $C^{k-1}$, but otherwise Theorem 6 reduces to Theorem 4 with only minor modifications.
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